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l.Introduction

Optimality Theory proposes that constraints are universal, minimally violable and ranked in a language-specific

way. Different grammars result from differences in constraint-ranking, a hypothesis that allows cross-linguistic

typological issues to be stated in a straightforward way2. What happens when we encounter exceptions to the

general phonological patterns? Are these exceptions to be expressed directly within t}re constraint-ranking, either

by allowing morpheme-specific constraints to interact with more general ones within a single constraint-ranking,

or by postulating multiple constraint-rankings? Or do we assert that constraints are inadequate of capturing

exceptional phonological patterns, leaving little else to do but to assume such patterns in some shape to be part

of the input (e.g. underlying representation, lexicon)? In other words, how do we account for morpheme-

sensitive phonology within Optimality Theory? This is the main question of this paper.

Inkelas, Orgun, Zoll (1994) propose the following divisions in describing phonological patterns.

Regular and subregular patterns are accounted for by distinct constraint-rankings (or cophonologies). The

motivation for postulating a distinct constraint-ranking is productivity: cophonologies may be set up only if they

are productive, e.g. morphologically3. In otherwords, consüaint-rankings are postulated if two criteria are met:

the regularity is supported by evidence from alternations and the class of morphemes belonging to the regularity

is definable on independent grounds. Nonproductive phonological pattems may not be attributed to a separate

constraint-ranking and are captured via prespecification ofthe phonological input.

The classification of regular, subregular and exceptional patterns in phonology seems to be less crisp

than suggested in Inkelas, Orgun, Zoll (1994)a .ln this paper I compare different strategies with respect to such

fuzzy phonological patterns. In contrast with Inkelas, Orgun, Zoll's hypotheses I want to show that (i) due to the

well-known tradeoff between phonological input and set of procedures or consmints, many positions may be

taken, i.e. there appears to be no principled reasion that decides which strategy is favourable above other ones5;

I I want to thank Toni Borows§, Jan Don, Chris Golston, Beth Hume, Sharon tnkelas, Uwe Junghanns, Rcn€ Kager, Sylvia Löhken,
Orhan Orgun, Wim Zonneveld and the audience of GGS 1995 at Jcna for discussing various aspects that have found their way into this
manuscript. "Multiple constraint-rankings in Polish" will appear as the third chaprcr of my forthcoming PhDthesis, titled 'Cycles, Relics
and Scars". I will adrcss sevcral objcctivcs in this thesis. First, I aim to invcstigatcs the intimuc rclatiönship bctween the instrument of
phonological cycle and any procedural model of phonology, which includcs Cyclic Phonology, L,cxical Phonology and theories of
Prosodic Phonology. Second, I discuss morc declarativc pcrspcctives on the phonological cycle, with spccial attention to Optimality
Theory (OT). Third, within thc framework of OT a numbcr of declarative altcmatives for corc cyclic phcnomena arc provided, which
includcs analyses ofPolish, Sanskrit and Frcnch. In chapter I the phonological cycle is introduccd and motivated. OT is outlined in chapter
2; due to its declarativc naturc, cyclic phenomcna are cithcr inelevant or extremcly troublcsomc for OT. I propose a functional marriage
bctwccn OT and Monotonic Cyclicity to overcome thcse attitudes wiü rcspect to cyclicity. Chaprcr 3 discusscs the role of morpheme-
sensitive phonology in OT; I argue against a derivational account of such phenomena, based on evidence ftom Polish vowel-zcro
alternations. In chaprcr 4 an OT approach on Frcnch phonology is givcn. Chaptcr 5 discusses nonderived cnvironment cffects in Sanskit
from an OT-perspective.
2 

Princc & Smolens§ (1993:chaptcr 6) on typology in terms ofdifferent consraint-rankings.
'This is termed as the Altemation Criterion in Inkelas, Orgun. Zoll (1994), with a clear connotation to prcvious proposals formulued in
Kiparsky (1973) among othcrs.
t 

lnkelas, Orgun, Zoll (1994) proposal must bc seen as a methodology to stop proliferation ofcophonologics.
t Of corrse, we can rely on notions such as predictabitity, elcgance of grammatical theory or statistical motivations. Notice, howcver, that
these aspecs arc basically statcmcnts about thc assumed phonological thcories thcmsclvcs.
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(ii) vowel-zero alternations in Polish phonology as an example of a fuzzy phonological pattern is best analyzed

in a model with multiple constraint-rankings that are motivated on the basis of distinct morpheme-sets.

The issues of prespecification and underspecification in phonological theory are important in a non-

trivial way. Elsewhere I have argued that any procedural model of phonology issumes some sort of

representation that forms the input to a set of procedures6. Prespecification and underspecification of

phonological representations may be considered as distinct but related aspects of the dichotomy between

phonological input and set ofprocedures or constraints. I have little to say about underspecification theories and

Optimality Theory here; except that the most harmonic candidate selected by Eval should be fully specified for

all phonologically relevant information, i.e. temporary underspecification must be resolvedT. Thus it really

makes no difference whether some aspect of phonology is absent from the underlying representation and

provided by virtue of a Fill-violation, or appears to be present in the input but invokes underparsing. For

discussion on underspecification theories the reader is refered to the insighs of Mohanan (1991), Steriade

(1994) and especially Inkelas (1994) and Smolensky (199a).

Prespecification, or lexical listing of phonological information as a theoretical concept resembles

underspecification to a large degree, as the other side of the same coin. We hypothesize that an underspecified

phonological input is guided by principles of predictabil§E. The fact that some element behaves in an

unpredictable way forces by opposite reasoning some kind of prespecification of the phonological input. Many

autors have considered the above line of argument as correct; for furttrer discussion on the prespecification

method see Kiparsky (1993), Inkelas & Cho (1993), Zoll (1993) and Inkelas, Orgun, Zoll (1994), among others.

As stated above, Eval selects the most harmonic candidate which is phonologically fully specified and it is

irrelevant whether or not this optimal output contains prespecified material as part of the underlying structure.

The issue of lexical listing of phonological material is of some interest to the interplay between phonological

input and set of procedures (or constraints), but crucially not in determining the most harmonic phonological

output. Optimality Theory remains silent on the tradeoffbetween input versus set of procedures or constraints.

We can choose to prespeciff phonological information in the input and have Faithfulness constraints dealing

with the listed information, ranked among other constraints, or we may account for the phonological behavior

directly in the set of constraints themselves. ln the latter case unpredictable phonological patterns are related ro

individual morphemes or to sets of morphemes and therefore constraints must be able to refer to them, for

instance in a grammar that has multiple constraint-rankings or in a system that allows morpheme-sensitive

constraints, conflicting with more general constraints.

While tentatively concluding that the prespecification method to exceptional phonological panerns is

always available (and perhaps necessary), I describe phonological patterns in terms of constraints that are rankei

differently, i.e. a grammar may exhibit multiple constraint-rankings, in contrast with the option to hare

morpheme-sensitive constraints under the hypothesis 'One grammar One ranking'e. There are a number o:

related issues involved, which will be discussed separately.

6 
See Verhijde (forthcoming), Cycles, Relics and Scars, PhD-thcsis, chaptcr 2.

TConsidcrSmolcns§(1994)ontheimpossibiliticsofcomputingthemostharmoniccondidatcbyEvalifundcrspecifiedinformarr::,

allowed in the output.t 
Steriade (1995) mcntions the notion of Lexical Minimality: underlying reprcsentations must rcducc to some minimum the phonoi;3 ::-

information used to distinguish lexical items. The notion originates in Halle (1959) and Choms§ & Halle (1968).
e Any nonlinguistic connotation is thought of as cxisting in the mind of thc rcadcr only.
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First, I give some motivation with respect to multiple constraint-rankings over morpheme-sensitive

constraints. As I demonstrate, the differences between these two approaches are less interesting than their

similarities; both concepts use some notion of morpheme-set that allows for distinctions.

Second, if we deny the methodology outlined in Inkelas, Orgun, Zoll (1994) to postulate multiple

cophonologies, then how do we justiff a distinct constraint-ranking? In addition, we like to know exactly what it

means to have more than one constraint-ranking. Constraints in Optimality Theory are highly conflicting in

nature; therefore it must be the case that multiple constraint-rankings are always conflicting with each other. For

example, are multiple constraint-rankings available that account for phonological patterns of derived words?

Finally, as I mentioned above, the familiar tradeoffbetween phonological input and set of procedures or

constraints has been extremely influential in generative phonology, at least since Chomsky & Halle (1968).

Optimality Theory as a more declarative approach to generative phonology may improve our understanding of

the above interplay of input versus constraint-set, on the condition that it receives a non-derivational

interpretation. To put it differently, any (pseudo-)derivational extension of the Optimality Theoretical

framework will fail exactly in the tradeoff-theme. Examples of such extensions are, for instance, the introduction

of cyclicity (Kenstowicz 1994) or the theory of correspondence relationships benreen input and output

(McCarthy & Prince 1994, McCarthy 1995, Orgun 1994, 1995; Inkelas 1995).

The paper is organized as follows. An Optimality Theory overview of possible srategies with respect to

morpheme-sensitive phonology is presented in section 2. I will focus on two issues here, namely phonology that

is sensitive to individual morphemes or a particular set of morphemes, and multiple consrant-rankings within a

single grammar. Vowel-zero alternations or yers in Polish phonology are the subject of section 3. As I will

demonstrate, within Optimality Theory it appears to be irrelevant whether or not yers are represented as part of

the phonological input; instead reference to a specific set of morphemes mst be made, which requires a distinct

constraint-ranking. In section 4 the proposal is elaborated upon with references to other aspects of Polish

phonology. Some remarks are discussed in section 5.

2. Morpheme-sensitive phonolory

Leaving the prespecification method aside for the moment, the interplay of constraints and specific morphemes

may be captured basically in two opposite ways. Either we allow constraints to become less universal by

incorporating morpheme-specific information directly into them, or we maintain the hypothesis of universal

constraints and allow for multiple constraint-rankings within a single grammar. In other words, we may choose

to increase the complexity of constraints (section 2.1.) or to extend the number of consfiaint-rankings (section

2.2.). But first the notions 'morpheme' and 'set of morphemes' have to be clarifiedlo.

I consider a morpheme in the first place as a minimal meaningful element, in the structuralistic tradition

that goes back to Bloomfield (1933). Of course, many different views may be positioned as to what the notion

'meaningful' means. ln a given context a morpheme is considered to be a composite element ttrat exhibis a

number of distinct characteristics, such :§ semantic structure, glammatical function or phonological form. These

r0 My assumptions conccming morphemes and sets of morphemcs arc largcly similar to the views discusscd in Spcnccr (1991:4-8),

although (i) I implicitcly rssumc allomorphy to arise from constraint intcraction and (ii) I do not discuss the topic ofsuppletion.
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properties and their various combinations make up individual morphemes. While selecting a specific

characteristic it is possible to group specific morphemes together as sets. In other words, a set of morphemes

may be seen as a temporary and artifical generalization across individual morphemes that illuminate (at least) a

single linguistic property.

The following examples illustrate the informal view given above. Prefixes are a set of morphemes that

share the property that they are concatenated at the left edge of another set of morphemes (such as stems or

roots). Nouns are a morpheme-set that may be characterized by the property of their grammatical function. As

research from Siegel (1974) to Fabb (1988) indicate, sufftxes in English may or may not be described as divided

into two different sets of morphemes (or classes), largely depending on hypotheses concerning their distribution

and phonological make-up. In principle any linguistic prope§ can be isolated across individual morphemes to

create a morpheme-set.

In addition, sets of morphemes may be thought of as containing more than a single linguistic property.

It is here that the notion of a well-defined morpheme-set becomes less well-defured or fuzzy. An illuminating

example is given in Itö & Mester (1994) in which Japanese morphemes, raditionally divided into four

contfasting morpheme-sets (or strata), are analyzsd as being constructed from a large number of interactive

phonological constraints. Similar idiosyncratic morphological information like [+Latinate] in English (Chomsky

& Halle 1968) or [Learned] in French (Walker 1975, Dell & Selkirk 1978) may be captured as single linguistic

properties that divide morphemes into sets, but could perhaps be reduced to other characteristics, as it seems to

be appropriate in the Japanese case.

2.1. Complexity of constraints

The introduction of Generalized Alignment (McCarthy & Prince 1993a) in Optimality Theory allows a direct

reference to sets of morphemes and, according to some researchers, to individual morphemes. Generalized

Alignment has been proposed as a way to capture effects of constituent-edges in phonological and

morphological theoryrr.

(l) Generalized Alignment

Align(Catl, Edge l, CaA,EdgeZ) =a.r

V Catl I CaA such that Edge I of Catl and Edge 2 of CaA coincide

Where: Cat l, Cat2 e PCat r.; Gcat; Edge l, Edge2 e {Right, Left}

As McCarthy & Prince suggest, PCat and GCat consist of sets of prosodic and grammatical (morphological or

syntactic) categories provided by linguistic theory. The set of prosodic categories includes at least elements such

as PrWd, F, o, lr and segmental (featural) information such as Place features or Tone. With respect to

grammatical categories a more restricted set of choices is proposed, namely MWd, Stem, Affix and Root.

" In essence thc thcory of Generalized Alignment is not limited to any sp€cific phonological or morphological subtheory, as it is indicated

in McCarthy & Princc (1993a:El).
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Alignment interacts with other constraints in a language-specific constraint-ranking. A familiar example

from Tagalog may be illustrative here. In Tagalog,-the affix -um- wants to be concatenated as close as possible

to the left stem-edge, provided that its final nasal consonant is not syllabified into coda position. Thus, whereas

prefixation is preferable, infixation occurs under domination of the constraint NoCoda (McCarthy & Prince

1993a:79; dots represent syllable boundaries).

(2)

(3) a.

-um- Infixation in Tagalog

u.ma.ral

su.mu.lat

gru.mad.wet

* um.su.lat

* um.grad.wet

'teach'

'write'

'graduate'

McCarthy & Prince account for this pattern via two interacting constraints. First, the wish for leftmost position is

attributed to Align([zz]nr,L,Stem,L), satisfied in the ouput umaral, but minimally violated in sumulat and

grumadwet. Due to the dominance of the prosodic constraint NoCoda possible altematives such as * umsulat and

* umgradwet are less harmonicl2.

The general schema of Alignment is provided by Universal Grammar. However, this need not be true

for the possible arguments PCat and GCat. The theory of Generalized Alignment in itself does not provide a

principled method to limit possible candidates, because this largely depends on available theories of prosodic

and grammatical structures. Lack of restrictedness on the argument set allows for any kind of coincidence

between prosodic and morphological information. Consider the following examples of alignment between

prosodic and grammatical categories below.

b

c

d.

e.

f.

ob'

ALIGN(SrEM, & o, R) (McCarthy & Prince 1993a)

in Axininca C*pu, Lardil, Hebrew, Bedouin Arabic, Kamaiurä

ALIcN(STEM, L, PRWD, L) (McCarthy & Prince 1993a)

in Axininca C*pq Lardil, German, Polish, Malay-lndonesian, English

ALrGN(STEM, L, FT, L) (Kager 1994)

in Sibutu Sama

ALIcN(SrEM, & h, R) (Kager 1995)

in Estonian

ALIGN(Roor, L, PRWD, L) (Rowicka 1994)

in Polish

At-rcN(pg, & MWD, R) (Zec 1995)

in Neo-§tokavian dialect of Serbo-Croatian

ALIoN([PRWD],"', & §ucleusl, R) (F€ry l99a)

in German

12 Noticc that NoCoda is violucd oncc in thc corect output candidatc sumulat and twice in gntnadwet.lt appeaß to make a differcnce
whcthcr a constraint is addrcssed to in a nondcrived or a derived form. McCarthy & Princc (1994) discuss this uncxpcctcd property that
cmerges from thc vcry mechanisms of constraint intcraction used in Optimality Theory.
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All alignment constraints cited above are attested and proposed for various reasons. However, there are some

remarks with respect to the interaction between phonology and morphology.

2.L.1. Morpheme-sensitive constraint§

The use of the grammatical category luml,r in the Tagalog Alignment constraint is confusing. McCarthy &

Prince (1993a) undoubtely assume a distinction between GCaFAffrx and a specific member of this category -

um-. Due to the line of their argument it is necessary to show the behavior of an affix that ends in a consonant;

only here the conflict with NoCoda becomes apparent. Consequently, the Alignment constraint is not

morpheme-specific, because it does not refer to individual morphemes such as -znr-.

Does Optimality Theory allow constraints to refer to individual morphemes or only to sets of

morphemes? As pointed out in Russell (1995), it all depends on the definition of morphemes. It is perfectly

plausible to view morphemes as objects of linguistic analysis, e.g. as representations that may be processed

upon. Differences between morphemes can be contributed to differences in representations. This clearly

emphasizes the prominence of phonological input.

. The introduction of morpheme-specific constraints into the above representational approach suffers

from two disadvantages. First, concerning the tradeoffbetween input and set of procedures (or constraints), it is

redundant to add constraints that refer specifically to individual morphemes, hence burden both input and

constraint ranking13. Second, it is not clear how to rank a constaint that refers to an individual morpheme. To

illustrate this point consider an example from Inkelas (1994). Here several morpheme-specific Alignment

constraints are used to capture the exceptionality of nonneutal morphemes in Turkish süess patternsrn. Thus she

proposes ALtcN(mq L, o', R), At tcN(/yoa L, 6'ßt, L) and AtlattQtenlere, & Ft, R) to account for the pre-

stressing slffrx l-Mel, the initial-sressed suflix l-lyorland the penult-stressedroot lpelerel, respectively. Notice

that these Alignment constraints should outrank other constraints responsible for the (sub)regular stress

assignment. However, the exceptional behavior of these morphemes is thus encoded twice, as individual

arguments of the Alignment constraints and as a result of their ranking position.

As pointed out in Russell (1995), the opposite view is to treat morphemes as (clusters of) constraints,

which speciff what kind of properties the phonological representation must have. This approach is mainly

developed in theories of Declarative Phonology, but has also been suggested within the Optimali§ Theory

frameworkr5. Russell illustrates this approach with an example of Nisgha coronal coalescence that may be

accounted for in terms of a number of Alignment constraints that refer to sets of morphemes, such as the 3sg

marker.

The position I am assuming here is that several individual morphemes may share any intelligible

property which group them together as a set of morphemes. I do not see any motivation to limit possible criteria

for the formation of morpheme-sets, which is in contrast with the position taken in Inkelas, Orgun, Zoll 099$.

Below I discuss their objections against a similar unrestricted view to describe patterns in phonology.

l3 
As pointed out to me by Jan Don, personal communication.

'o "ln the Alignmcnt constraints we will invoke for cxceptional stress, a morphologicat category - really, a specific morphemc - is aligned

with a foot or a stresscd syllablc", i.c. ALlcN(moryhcmc; Edge; o'lFoot, Edge) (Inkclas 199,4:221.
15 Thcories of Declararive Phonology include Bird (1990), Scobbie (l99l) and Russell (193), examplcs of a declarative approach towards

Optimdity Theory arc Russcll (1995) and Hammond (1995).
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I hypothesize that these sets of morphemes, instead of individual morphemes, function as categories of

constraints, viz. Alignment constraints. Consequently, the possibility that constraints can refer to individual

morphemes should be excluded.

2.1.2. Sets of morphemes

A possible set of morphemes can be defined with reference to Inkelas, Orgun, Zoll (1994), especially regarding

their objections to allow separate cophonologies for nonproductive phonological patterns and exceptions16.

Inkelas, Orgun, Zoll discuss data from Turkish phonology, which contains an example of a productive pattern in

stress (Sezer stress), a nonproductive pattern in vowel harmony (Labial Attraction), and a case involving

exceptionality (of a regular segmental rule of Coda Devoicing). Based on the Alternation Criterion as mentioned

above, only Sezer sress is morphologically active, thus is captured within a distinct cophonology. Why are both

Labial Attraction and Coda Devoicing exceptions denied a separate cophonology?

Labial Attraction is a root-structure constraint. If a vowel /a/ is followed by a labial consonant and a

high back vowel, respectively, then that high vowel must be round, i.e. lu/.Inkelas, Orgun, Zollrefer to these

patterns as /aBu/ sequences. The examples cited below are taken from their article.

(4) a. Some roots that obey Labial Attraction

karpuz 'watermelon'

sabun 'soap'

Habur (place name)

b. Some roots that disobey Labial Attraction

kapl 'door'

KalamlS (place name)

tavlr 'attitude'

c. Labial Attraction does not apply across morpheme boundaries

kitap 'book'

kitab-l 'book-Accusative' *kitab-U

Within Optimality Theory, the constraints responsible for Labial Attraction must have at least two properties.

Labial Attraction is not active in derived environments. This suggests that we have here a case in which the

active constraints need to be sensitive to a set of morphemes, namely roots. In.addition, they must make

reference to a separate group within these roots. In other words, it seems to be unpredictable whether or not a

root shows Labial AttractionrT.

Coda Devoicing applies in a straightforward fashion to Turkish syllables. Inkelas, Orgun, Zoll (1994)

show that plosives in coda position are devoiced. Voiceless obstruents do not alternate. Some examples are

given in (5).

ru A cophonology is defined in tnkclas, Orgun, Zoll (t994:5) as a rankcd set of(univcrsal) constraints. Hcrc it is assumcd that distinctions
in phonologrcal pancms may bc anributcd to distinct cophonologies, irrcspcctive ofhow such cophonologics arc structurcd.
" Orgun (1994) demonstratcs that lcss than ?5% of the roots that mntain an /aBu/ cnvironmcnt actually show Labial Attraction.
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(s)

(6)

(7)

a. Coda Devoicing on voice obstruents

kitabl kitap

kitap-lar

kitap-tan

kitab-i

kitab-a

b. No Coda Devoicing on voiceless obstruents

ldevlet/ devlet

devlet-er

devlet-i

'book' (nominative)

'book-plural'

'book-Ablative'

'book-Accusative'

'book-Dative'

'state' (nominative)

'state-plural'

'state-Accusative'

Again it seems that the constraints which are responsible for the absence of Coda Devoicing in forms like etrid

must refer to a separate set of morphemes.

Inkelas, Orgun, Zoll investigate if it is possible to capture the phenomena of nonproductive patterns

(e.g. Labial Attraction and exceptions to Coda Devoicing) in a similar way as to productive patterns (e.g. regular

stress and Sezer stress). They propose distinct phonological patterns to be a oonsequence of having multiple

cophonologies; morphemes are subjected to these cophonologiesrs.

Exceptional behavior of some roots to Coda Devoicing

/etüd/ etüd 'etude'

etüd-ler 'etude-plural'

lkatalogl katalog 'catalog'

katalog-dan 'catalog-Ablative'

a. hoductive Sezer stress

. Cophonology A: enforces Sezer stress - place names, derived, underived, borrowings

. Cophonology B: enforces word stess - all other words

b. Nonproductive Labial Attraction

. Cophonology C: enforces Labial Attraction - some roots

. Cophonology D: enforces no Labial Attraction - all other roots, plus derived forms

c. Coda Devoicing exceptions

r Cophonology E: enforces root-final coda devoicing - some roots

. Cophonology F: enforces no root-final coda devoicing - all other roots

The authors point out that defining phonological patterns by postulating different cophonologies for each

individual pattern raises five objections, which I present as questions below.

It Noticc that the approach outlined in Inkelas, Orgun, Zoll (1994) presupposes morphemcs to bc objects ofphonology, i.c. representations
that can be processed upon.
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L Indeterminacy: How do we classify morphemes that do not meet the stmctural description of the constraint

that is reponsible for a separate cophonology

2. Uninteresting cophonologies: How do we avoid establishing separate cophonologies to observed

regularities that are applicable to all morphemes?

3. Astronomical cophonology proliferation: If one constraint may be suitable to set up a distinct

cophonology, thus dividing the morphemes of the language, and if a morpheme may be subjected to several

cophonologies, then how do we restrict the number of cophonologies of the language?

4. Heterogeneous morphemes: Are morphemes assigned exclusively to a single cophonology, i.e. how do we

avoid violation of a distinctive constraint with respect to a morpheme?

5. Heterogeneous words: Are derived forms assigned exclusively to a single cophonology, i.e. how do we

avoid violation of a decisive constraint with respect to a complex word?

On the basis of possible answers to these objections Inkelas, Orgun, Zoll 099$ propose to use (some form of)

prespecification of Labial Atraction and Coda Devoicing exceptions. My aim is to show that this is not a

necessary conclusion. The five objections are valid only within a particular view on Optimality Theory. By

means of an alternative perspective, it will be shown that the objections are not as troublesome as they appear to

be at first glance. There are rwo assumptions which may be interpreted in a different way, thereby providing an

escape from prespecifi cation.

First, I do not agree with the assumption expressed in Inkelas, Orgun, Zoll (1994) that the observed

phonological patterns differ on single constraints only. Optimality Theory does not use inviolable constraints,

but allows constraints to be dominated under certain conditionsre. Instead of being the result of single constraint,

it is assumed that any phonological pattern may emerge from a number of competing and conflicting constraints.

For instance, Inkelas, Orgun, Zoll 099$ argue that on the basis of the derived form tgmhtra-n-dl 'stringed

instrument-lsg.poss-Past', we cannot decide whether or not it is subjected to Cophonology C, enforcing Labial

Attraction, whereas nonderived teahua may belong to Cophonology C. However, exactly these phonological

patterns are to be expected in an Optimality theoretic frarnework where the effects of constraints may be

obscured2o. Therefore, objections concerning Indeterminacy, Heterogeneous morphemes and similar words do

not seem to be correct.

Second, it is true that within a framework that interpretes morphemes only as representations the

problem of cophonology proliferation arises. A single morpheme may obtain membership of numerous

cophonologies, each ofthem describing a single aspect ofthe phonological representation. Inkelas, Orgun, Zoll

are right as they claim that this does not lead to extremely interesting phonological insights. However, the shift

from a merely object-oriented view of morphemes to a more constraint-oriented one makes the whole question

about proliferation redundant. In other words, I assume that constraints and their relative rankings are also

te Optimality Thcory diffen from other declarative phonology theorics in the use of'soft' constraints, i.e. constrainls that need not be

surfacc-Euc. ln a slightly differcnt way McCarthy & Princc (1994) discuss this thcmc, named as the Fallacy of Pcrfcction (or FoP).

'o The panem of rambura-m-dl illustratcs atso another aspcct of Optimality Theory, namcly the occurrcnoe of more unmarkcd structurc in

morphologically derived environmcnts. Consider McCarthy & Prince (194) on this phenomcnon.
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actively involved in describing the phonological representation of morphemes2r. The objections regarding

cophonologies are thus valid only from a particular point of view.

This eliminates the essence of the critique of Inkelas, Orgun, Zoll (1994) on establishing cophonologies

for nonproductive and exceptional patterns. Notice that it does not remove the prespecification method from the

grammar, as lexical listing of phonological information is always available as a last resort option. However,

morpheme-sensitive phonology may be properly expressed by means of multiple cophonologies, exploiting

constraints that are sensitive to any kind of morpheme-set.

2.1.3. Ranking and morpheme-sensitive constraints

Constraints in Optimality Theory are ranking in a language-specific order. How can we observe activities of

morpheme-sensitive constraints in the ranking? I discuss two analyses that show Alignment constraints which

have particular sets of morphemes as their arguments. In Kager (1994) Aligament constraints that are sensitive

to word, stem and root morphemes govern the distribution of main stress and secondary stess. In Golston

(1995) the phonological characteristics of roots and words are expressed in terms of Alignment. Notice that the

constraints refer to specific morphemes such as stem and word which are part of a hierarchical structure. More

concretely, due to the Alignment format we know that it is the phonology at the edges of these morphemes that

is refered to. However, what happens if the phonological patterns at a similar edge are distinct? How does

Optimality Theory account for these phenomena in derived forms?

Kager (1994) observes that stress in Sibutu Sama22 is sensitive to morphological structure. Main stress

is strict penultimate, whereas secondary stress in unprefixed words is initial.

(8)

(e)

Stress in unprefixed words in Sibutu Sama

bissäla 'talk'

bissalä-han 'persuading'

bissala-hfur-na 'he is persuading'

bissala-han-kämi 'we are persuading'

Kager proposes binary trochaic feet to account for the data. Main stress is distributed by ALIGN(PrWd, R, Ft, R)

and dominates another Alignment constraint which is responsible for initial secondary sfiess. In prefixed words

multiple secondary stresses are observed.

Stress in prefixed words in Sibutu Sama

a. maka-bissäla

pina-bissalä-han

m äka-pägba-b issalä-h an

'able to talk'

'to be persuaded'

'able to cause persuasion'

2l Noticc that I do not abandon the idea lhat morphemcs may bc scen as rcprcsentations, mercly that I do not see an absolute opposition
bctwccn the two approaches.
22 Sibutu Sama is an Austronesian language spokcn in thc Southcm Philippines. Kager (1994) makes refercnce to the work of Allison
(le7e).
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b kä-pag-bissäla

tä-pag-bissalä-han

'able to talk to each other'

'the thing able to be spoken about'

ALIcN(Stem, L, Ft, L) explains the distribution of initial stress both on the stem and on prefixes (analysed as

derived stems). In other words, whenever there is a stem, its left edge should coincide with the left edge of a

stress foot. Notice the nice interaction between alignment of main stress (e.g. to the prosodic word edge) and

alignment of secondary stress (e.g. to the stem edge). ln (9b) there are three possibilities for application of

AltcN(Stem, L, Ft, L), twice at the prefix edges and once at the innermost stem edge. Due to Ft-BrN, not every

possible edge may coincide with a stressfoot. Kager assumes that the constraint ALIGN(Foot, L, PrWd, L) or

ALL-FT-LEFI is responsible for the observed patterns.

However, Sibutu Sama also exhibits a fluctuation of secondary stress in prefixed words, which forces

the introduction of another Alignment constraint: ALIcN(Root, L, Ft, L). The examples of the variation are given

below.

( l0) Variable secondary stress in Sibutu Sama

a. pä-missalä-han = pa-missalä-han

' instrument for speaking'

päg-bissalä-han * pag-bissalä-han

'the thing spoken about'

b. maka-pag-bissalä-han = mäka-pä-bissalä-han

'able to persuade them'

täpag-pa-bissala-hän-bi * täpag-pä-bissala-hän-bi

'you (pl.) are able to make them persuade someone'

The root is interpreted as the innermost stem morpheme. For a better understanding of the issue involved, a more

detailed account of the argument is necessary. First, note that ALtcN(Root, L, Ft, L) and AI"tcN(Stem, L, Ft, L)

will describe a similar pattern in cases of unprefixed words. The constraint ALL-FT-L is active in prefixed words,

while it must dominate AllcN(Root, L, Ft, L). To see why this is so, consider the tableaux below (see Kager

1994:.7; morpheme boundaries indicated with square brackets, foot stnrcture with round brackets, dots as

syllable boundaries).

( I I ) Ranking argument between At-tcN(Stem, L, Ft, L) and At-t--Fr-L

At-rcN(Stem, L, Ft, L) All-Fr-L At-tcN(Root, L, Ft, L)
c [(kä-pag):bis.(sä. la)] ** *

[ka-(päg:bis). (sä. la) J
:l* I(A!

[ka-pag:bis.(sä.la)

Notice that the two top candidates have a tie at At-tcN(Stem, L, Ft, L) and here At-l--Fr-L is decisive. However,

in the words that show fluctuation the constraints ALL-Fr-L and At-lcN(Root, L, Ft, L) are violated in turns and
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it is only in these words that the Alignment constraint that refers to the root morpheme is motivated. Kager

therefore assumes that in Sibutu Sama two opposite rankings are active, (i) All-Fr-L >> ALIcN(Root, L, Ft, L)

and (ii) ALIcN(Root, L, Ft, L) >> ALL-FT-L.

(12) Ranking argument benveen At-tcN(Root, L, Ft, L) and Au-Fr-L

/pa=nissalahanl AucN(Stem, L, Ft, L) At-t--Fr-L At-tcN(Root, L, Ft, L)

- [(pä=nis).sa.(lä.han)J

- [pa:(mis.sa).(lä.han)]
[pa=nis.sa.(lä.han)]

* *

* pa!
*r!

The Alignment constraint that is sensitive to the root morpheme is dominated by a similar Alignment constraint

on the stem morpheme. Its consequences will never be observed, except under special conditions (e.g. preceded

by a monosyllabic prefix); then it may compete with other constraints.

Optimality Theory predicts that constraints, including morpheme-sensitive constraints, may be

dominated. Whether we are able to observe the activities of a morpheme-sensitive consfaint does not only

depend on the kind of constraint, but crucially also on is position in the constaint-ranking.

Golston (1995) discusses phonological properties of roots and words in Sanskrit23. Verbal roots are

monosyllabic and bimoraic. The bimoraic condition [pp] may be captured as consisting of a single Foot. Then

the constraints that reflect these properties are At-lcN(Root, o) (or Roor:o) and AllcN(Root, R, Ft, R). Some

examples of possible roots are given below.

( l3) Verbal roots in Sanskrit

aj

gam

sta:

bandh

sa:dh

'drive'

'go'

'stand'

'bind'

'succeed'

Sanskrit phonology exhibits a number of neutralization phenomena word-finally. Consonant clusters are

resolved, obstruents are devoiced, deaspirated and depalatalized.

( l4) Neutralization word-finally in Sanskrit

a. dantl*, dan],

b. jambhJn,- jampJ,

c. vacJRr - vak],

'tooth

'chew up, cush'

'voice'

" Colston (1995) crucially argucs against multiple constraint-rankings in a language if constraints are atlowcd to make rcference to (ttl:

edges of) specific morphemcs.
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Golston assumes that Alignment constraints can take *Feature specifications as their arguments2a. The word-

final neutralization facts follow from At-tcN(Wd, R,_.*CC, R), ALIcN(Wd, & *LA& R) and ALIGN(Wd, R,

i HIGH, R) respectively.

What happens in derived forms that contain both a root and a word? Golston demonstrates that Sanskrit

phonology may be properly described with the above mentioned constraints, that refer to different morphemes.

The constraint-ranking is given below, the Alignment constraints that are sensitive to the word morpheme are

abbreviated as in Golston (1995).

( I 5) Constraint-ranking of Sanskrit

Roor:o, ALIGN(Root, R, Ft, R), Parse

The role of the Parse constraint is crucial here: phonological material that is contained within the root morpheme

is properly parsed, except in the situation that the right edges of root and word morphemes are the same. In that

case the word-sensitive Alignment constraints become active and neutralization emerges.

Kager (1994) and Golston (1995) demonstrate analyses which refer to constraints that are sensitive to

morpheme-sets. These constraints signal two aspects, namely (i) the existence of specific morphemes such as

stem or root and (ii) the phonological pattern linked to such morphemes. Now what exactly does it mean to have

morpheme'specific constraints ranked among other constraints? It seems that the position of these constraints

with respect to other constraints presents an argument for conflicting constaint-rankings within a single

phonology. In other words, a phonological system which has constraints that refer to sets of morphemes equals a

model that makes the conflict in ranking position more explicit, by having multiple constraint-rankings.

Consider for instance constraint AI-lcN(Root, L, Ft, L) (Kager 1994) which is dominated in virtually all

contexts in Sibutu Sama, but whose activity can be observed under certain circumsümces only. As pointed out in

Kager, the root morpheme is actually nothing more than the innermost stem morpheme. Thus any violation of

ALIcN(Stem, L, Ft, L) properly includes a single violation of ALtcN(Root, L, Ft, L). Now recall that it is the

activity of another constraint, namely ALL-FT-L, that inüoduces the interesting phonological variation pattems.

Under the influence of the root morpheme a bifurcation in the constraint-ranking occurs, i.e. At-l-Fr-L is

dominated and dominates ALIGN(Root, L, Ft, L). It all depends on the fact whether the root morpheme is

available as a grammatical category for Alignment. To explain the fluctuation of secondary stress in Sibutu

Sama we need two competing constraint-rankings.

Sanskrit phonology as outlined in Golston (1995) has to be accounted for in a similar way. We can

observe that the featural distinctions at right edges of root and word differ dramatically, which is expressed in a

set of Alignment constraints that refer to word-final position. Golston uses the Sanskrit case as an argument in

favor of a single ranking, with morpheme-sensitive constraints. However, what is actually expressed is a

phonological system that exhibits multiple rankings, motivated by the different phonological patterns at the

edges of distinct morphemes.

2o tFcature constraints arc pan of Don't Associate constraints, consider discussion of this particular group of constraints in Princc &
Smolens§ (1993). I think that the Alignmcnt constrains that show the neutrdization effec§ in Sanskrit arc in fact bettet understood as

NonAlignment constraints, i.e. Don't Align.
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If it is fnre that the use of morpheme-sensitive constraints expresses the fact that there are instances of

competing and conflicting constraint-rankings, then why should we not explicitely refer to multiple constraint-

rankings? Such an approach has the advantage that it may decrease the complexity of constraints in Optimality;

the consequences that follow from constraints that refer to sets of morphemes may be captured by a model that

uses more general constraints active in several rankings. At the same time the disadvantage is that the decrease

of complexity of constraints tends to run parallel to the increase of complexity in constraint-rankings.

2.2. Complexity of constraint-rankings

Constraint-rankings explain the phonological patterns of a language. If different patterns are conelated with

different morpheme-sets, then we may want to express these distinctions more directly by postulating multiple

constraint-rankings. ln this section I demonsfiate that (i) by their very nature, constraint-rankings must always

conflict with each other, and (ii) consequently, we need to determine possible relationships between competing

constraint-rankings. My aim is to offer a consistent view on the interaction that occurs in systems with multiple

rankings.

2.2.1. Confl icting constraint-rankings

As has been observed by a number of researchers, it is usually the case that rankings within a single language

tend to differ minimally. For instance, with respect to stress in Manam2s, Buckley (1994) motivates several

constraint-rankings that are sensitive to morpheme-sets. Buckley assumes that the morphemes (or morphological

levels) root, prefixed form, word and clitic form in Manam are interacting with ranked constraints. Each

morpheme level is associated with a separate consüaint-ranking. Below I give a rough and incomplete overview

of the constraints involved26.

( l6) Constraints active in Manam (incomplete)

ALIGNHD - ALIcN(PrWd, R, Head(Prwd), R)

FrBrN - Feet are binary under moraic or syllabic analysis

*CLesu - Clashing feet (stresses on adjacent syllables) are

prohibited

FrONsrr - A foot must have either a phonological or a

morphological onset

WDII.rrgc - "Integrity of word constituency which i§ established at

the previous level is respected"

In (l7a-c) I focus on the differences in constraint-rankings as outlined in Buckley Q99a334a)

" Man", is an Austronesian language which is spoken in some parts of Papua New Guinea. Buckley (1994) rcfers o work of Lichrcnberk
( r e83).
2t I choose not to give an extensivc ovcrvicw ofall constrains that arc proposed in Bucklcy (t994), which would ccrrainly provide a bettcr
understanding ofBuckley's ingenious analysis, to which I refer for morc details. For my argumenl, however, it is ncccssary only to show
thc rankine distinctions of rclevant constraints.

" t do notiuk. into account the indiosyncratic ranking for AP sufüxes at thc word levct, nor the inhercntly srcssed sufftxes or roots.
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(17) Multiple constraint-rankings in Manam

a. Root level: FTONSET, *ClesH

Word level: ALIGNHD

b. Prefix level: FTONSET

Word level: Al-lcNHo

c. Clitic level: WDINTEG

Word level: FrBIN

Ar-rcNHo

FTONSET, tCLasH

At-tcNHo

FrONsrr

FTBTN

WolNrec

It must be clear that conflicting rankings are a necessary consequence of having multiple constraint-rankings

within a single language. The abstract overview above illustrates the situation in Manam with respect to sress

assignment, but any phonological system that exhibits more than one ranking invokes competing constraint

positions. How do we relate multiple consraint-rankings to each other?

2.2.2. Serialism versus parallelism

There can be only two options for constraint-rankings to be related to each other. In a derivational approach we

assume a relationship in terms of some linear ordering principle between distinct rankings. For instance, on the

premise that there is a hierarchical structure of stems and words, we propose to order a stem constraint-ranking

to precede a word constraint-ranking. Serialism has several important consequences, which I will discuss frst. In

a nonderivational approach constraint-rankings are not derivationally linked in any conceivable way. Due to the

fact that constraint-rankings are always in conflict with each other, there is no automated outcome within a

nonderivational view on the topic of priority between stem or word ranking. Parallelism is discussed in the

remainder of this subsection. It is my aim here to argue against a serial and in favor of a parallel view on

multiple constraint-rankings.

Buckley (lgg4) proposes that different levels are related in a derivational way2t. Each morpheme level

corresponds to a distinct constraint-ranking; is output is formed by a separate application of Gen. The ouput of

one level is the input of another level, which resembles a kind of cross-level serialism. Although there are no

derivational devices within Optimality Theory, the interaction between different constraint-rankings is assumed

to be derivational.

In the tableau presented below the interplay between word level ranking and clitic level ranking is

demonstrated2'. Due to the dominant position of PnnsrFr any stress foot that is part of the input of the clitic

levet must be in the output candidate. Only in the case of unfooted material a new foot is allowed3o (while

abstracting away from various important elements of Buckley's analysis, especially the influence of FrBrN and

ALIGNHD, I indicate clitic boundaries as '=', square brackets indicate word level footing and round brackets

signal clitic level foot structure).

2t Other proposals arc McCarthy & Prince (1993b), McCarthy (1994), Cohn & McCarthy (1994). Kenstowicz (1994) suggcsts that Gen
may bc applicable in a cyclic fashion, which would cxplain strcss patterns in lndoncsiut, Polish and Shanghai Chinese.
ä This tablcau is adapted and adjustcd from thc onc givcn in Bucklcy (1994:13).

'" Buckley (1994) argues that thc position ofthe constraint ParscFt dcscribes thc tendcncy for structure prcscrvation in Manam and at the

samc time allows cffecs that formcrly wcre anributcd to the Frce Element Condition (Princc l9E5).
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input: wa[bübuJ, :ä PansrFr PenspSyt-t-

c wa[bübu]-a *t

(wä [bu) (bu]:a) *f

;8) Clitic level ranking in Manam

rnput: [bäga]lo, :a PanseFr PanseSylt-

c [bäSa] (lö:a)

[bäga]lo-a
**!

All serial approaches towards multiple consüaint-rankings known to me assume that phonological information

established by Eval at a previous constaint-ranking influences the choice of input candidates for the next

constraint-ranking3r. There are striking similarities with the prespecification method mentioned in section I

above. For instance, in an analysis of Turkish stress patterns Inkelas (1994) demonstrates that the output of the

Sezer cophonology forms the input to the word cophonology. If a word contains a Sezer stem, the foot stmcture

parsed at the stem constraint-ranking forms part of the input to the word constraint-ranking. Of course, other

constraints at the word ranking will interact with the prespecified metrical structure.

As mentioned above, Optimality Theory and prespecification method do not have much in common. On

the condition that Eval selects an optimal candidate that is phonologically fully specified, it does not make much

difference whether or not the input candidates are prespecified for some kind of phonological information (or

underspecified for that matter). Prespecification of intermediate phonological stages can easily be traced back to

its origin, namely as an aspect of the familiar tradeoffbenueen input and set of constraints (or procedures).

In fact, as the analysis of vowel-zero alternations in Polish will show, there appears to be a redundancy

in a phonological system that postulates multiple constraint-rankings and states serialism to relate these rankings.

In section 3 I present two competing analyses of Polish yers within Optimal§ Theory. Yers may be part of the

underlying representation (e.g. as prespecified phonological information of some form) or inserted under

conditions such as syllabic well-formedness (e.g. as epenthesis into final consonant clusters). I will demonstrate

that the phonological patterns that follow from both assumptions are the same, which is an exciting result.

However, the crucial observation is that yers or the absence of consonant clusters are part of the stem

cophonology, whereas consonant clusters or the absence of yers are part of the word cophonology in Polish.

Hence, in this case it is redundant to use a prespecification'method, because it follows from the distinction

between stem and word constraint-ranking. I like to extend this conclusion to the claim that any serial approach

to multiple constraint-rankings pretends to do more than it actually does.

If serialism is incorrecg then how do we relate different rankings? I want tö propose a nonderivational

approach to this problem. To explain the mechanism involved I adopt the nonderivation model of Monotonic

Cyclicity as developed in Orgun (1993, lgg4)32.

Monotonic Cyclicity as a model of phonology-morphology interaction is first proposed in Orgun (1993)

to explain various cyclic effecs in Turkish. Morphologically complex words are attributed with phonological

" Orgun (1995) proposes anovcl cxtcnsion ofCorrespondence Theory as dcscribed in McCarthy & Princc (1994). He statcs that Eval

relates two strings, which arc usually an input and an output. Faithfulness constraints Ftu and PARSE are rcplaced in the new framcwork
by constraints that specitically relatc input and output" namely ComrspoNo and MATcH.

'2 Therc arc great similarities with unification based theories (e.g. work of Gazdar ct.al. 1985, Pollud & Sag 192, Fillmorc & Kay 1993)

as well as with thcorics of Declarativc Phonology (e.g. Bird 1990, among others).
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constituent structure trees, such as given in (19) below. Each node of the sffucture represents a function of the

nodes it immediately dominates. A node co-ntains a complete phonological string, segmental and metrical

structure included33. The following representations indicate that cyclic and noncyclic effects are avaitable.

( l9) a. Binary branching structure (cyclicity)

G(string 3, string 4): string 5

F(string l, string 2): string 3

string I 2 string 4

b. N-ary branching structure (noncyclicity)

F(string l, string 2, string3, string 4): string 5

3 4

An example from Polish may be illustrative. In (20) the phonological stmcture of the word czosnku 'garlic'

(gen.sg) is given. I distinguish stem and word morphemes; the diminutive aflix -,t actively selects for a stem,

while inflectional affix -u concatenates with a word.

(20) Morphological derived word from Polish

[czosn-k-uJ*, e Word constituent

Iczosn-k]r,
- ..

lczosn/ l-W <- Underlying representation

Note that aflixes are represented as partial constituent structure trees and that affixation is interpreted as

unification. In other words, aflixation is an important means to activate a specific constraint-ranking3a.

I assume that Optimality Theory may provide different constaint-rankings that correlate with different

constituents. In deviation from, among others, lnkelas (lgg4, 1995) I propose that Eval checks all constraint-

rankings in parallel and simultaneously, selecting optimal candidates for each ranking that is activated. Due to

the fact that constraint-rankings are in conflict with each other by default, it is predicted that what counts as an

optimal candidate for one ranking surely does not need to be most harmonic for another, competing ranking. I

hypothesize that beforehand there are no predictions available with respdct to the exact output; this differs on a

language-specific basis. However, the situation is not as unrestricted as it appears. Polish phonology offers a

nice testing ground for a number of phonological patterns that are expected to occur in a parallel Optimality

framework, while at the same time it proves that serialism of any kind is incapable to account for the facts.

33 Terminal nodes of lhe trec ar€ interprcrcd as thc undcrlying strings supplied by morphemcs, see Orgun (1993:9).

" Ink"las (t989) proposcs to trcat 
"d*.s 

as incompletc con$inrcnt stmcturc, which makcs it possiblc !o view amxation as a proccss that
activcly creatcs new prosodic stnrcturc. A similar obscrvation is madc in Borows§ (193).

+- Stem constituent

l-u/
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Summary: I have shown that constraints in Optimality Theory may be sensitive to particular sets of

morphemes, excluding the possibility to have constraints that refer to individual morphemes. Then it was argued

against the hypothesis that nonproductive patterns and exceptions are denied separate cophonologies (e.g.

constraint-rankings), Ieaving them as prespecified items. Instead, any kind of morpheme-set must be available as

arguments for constraints. Two analyses that use morpheme-sensitive constraints gave evidence for the

possibility to express this sensitivity to morphemes in a more direct way, namely by postulating multiple

constraint-rankings within a single gftlmmar. While discussing different constraint-rankings, I pointed out that

due to their nature rankings must always conflict, which leaves open the question how to relate these competing

constraint-rankings. I have argued against cross-level serialism within Optimality Theory and have offered a

preliminary nonderivational approach to this problem.

3. Vowel-zero alternations in Polish phonolory

The argument of this section concerns the behavior of the vowel-zero altemations or yers in Polish phonology.

Previous attempts to account for this fuzzy phonological pattern can be grouped under two headings. Either we

assume yers to be part in some shape of the underlying representation, or we assume that yers arise as a result of

epenthesis, triggered by well-formedness conditions on mainly syllable structure. The first direction of research I

will call the Underlying Representation approach to Yers, abbreviated as uRyER. The second line is termed

NOURYER, the abbreviation of the No Underlying Representation approach to Yers. I briefly show in section 3. I .

some proposals with respect to both approaches. Many generative phonologists have been working in either

uryer or nouryer and a large number of proposals exist that exclusively show URYER or NoURYER to be correct.

Optimality Theory shows that this issue is irrelevant, which seems to be a surprising consequence. In

section 3.2. I present both analyses in terms of constraints and their ranking to prove this point. Instead, what is

crucial for an adequate analysis of Polish yers is the recognition that there are two competing constraint-rankings

in Polish phonology, which effects can be observed in different environments. Crucially, yers belong to the stem

level constraint-ranking, whereas huge consonant clusters are part of the word level constaint-ranking. I use the

model of Monotonic Cyclicity (Orgun 1993, 1994) as the framework in which the two conflicting constraint-

rankings will operate. However, I demonstrate that only a nonderivational relationship between stem and word

constraint ranking is capable of explaining the Polish facts.

Thus, I argue that the case of Polish yers as analyzed in this paper presents nro important views on the

theme of morpheme-sensitive phonology within Optimality Theory. Firsq fuzzy phonological patterns may be

captured by means of distinct consmint-rankings. Second, multiple consüaint-rankings may be related to each

other in a nonderivational way. The following facs represent an overview of Polish vowel-zero alternations.

Yers are denoted as capital E, as is common in Slavic literature.

(21) a. Noun inflection:

Neuter nouns

'apple'

'box'

Nom.sg.

jabLko

pudeLko

Gen.pl.

jablEk

pudeLEk
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'writing-table'

'window'

Feminine nouns

'spring'

'daughter'

'mother'

'aunt'

Masculine nouns

'boy'

'dog'

'lion'

b. Derivational suffrxes:

-k- (diminutive)

-n- (adjectival)

-sk- (adjectival)

-stw- (nominalizing)

biurko

okno

Nom.sg.

wiosna

cörka

matka

ciotka

Nom.sg.

chLopiEc

piEs

lEw

stuna 'roe-deer'

krfi 'blood' gen.sg.

diabwa'devil' gen.sg

blazna 'clown' gen.sg

biurEk

okiEn

Gen.pl.

wiosEn

cörEk

matEk

ciotEk

Gen.sg

chLopca

psa

lwa

sarEnka

krEvny 'relative'

diabElski

bLazBnstwo

c. Prefixes (cf. Rowicka 1994)

ve+ss*aC 'suck in' vEssem (lst sg. Pres) vsYsaC (Sec.lmp.infl

3.1. unysn versus NoURYER

The basic assumption are that yers are part of the phonological input (underlying representation, lexicon). All

things being equal such an element will surface; but other conditions may prohibit the realization of yers. The

following table lists some UR\rER proposals.

o

o

Gussmann (1980) assumes a tense/lax distinction on [+high] vowels in underlying representation, plus a

procedure Lower that either shifu high lax vowels to [e] in proper contexts, or deletes such vowels.

Rubach (1984) proposes a similar distribution of [+high] vowels in U& but divides the original procedure

Lower into a procedure that alters such vowels to [e] in a cyclic manner and a procedure Yer Deletion that

erases stray (high) vowels.

Spencer (1986) argues for a distinction of specified and unspecified V-slots in UR. He sets up procedures

that fill in segmental information in the course of the derivation and allows for special conditions like

extrametricaliry on certain V-slos.

Rubach & Booij (1990a,b) assume yers to be represented as floating feature matrices in underlying form.

They have a procedure Yer Vocalization that links floating information to skeletal tier in certain contexts,

together with a general procedure of deletion elsewhere.

o

o
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a Szpyra (1989, 1992) argues in favor of a distinction of specified and unspecified root nodes, while she

proposes procedures that provide segmental material in proper contexts and a procedure of deletion
elsewhere.

The motivation for any URYER approach is that the occutrence of yers is not predictable, thus needs to be
stipulated or prespecified in the input (cf. Szpyra 1992).

(23) kopEr

kopr-a

a.

b.

'dill' (nom.sg)

'copra' (nom.sg)

'battle'

'farm' (noun)

'oar' (nom.sg)

'he pasnrred'

'broom' (nom.sg) -

'he swept'

kopr-u (gen.sg)

kopr (gen.pl)

A number of researchers have seen that prosodic aspects may be relevant in the realization of yers, but other
(non-phonological) factors govern these prosodic considerations. The uRyER analysis abstracts away from such

additional factors by allowing a difference in the phonological input.

The basic assumption of the NOURYER approach is that yers are not represented in underlying form, thus
there is nothing that may surface, unless other conditions, especially syllable well-formedness. force the
insertion ofyers. The following researchers have proposed an epenthesis analysis.

Both Gorecka (1988) and Czaykowska-Higgins (1988) assume that there are no yers in underlying form.
Epenthesis is triggered due to two Coda constraints: on Sonority Sequencing parameter and on coocurrence

of two sonorant segments- The exceptions to Coda constraints are found in word-final position only.

o

The motivation for the Nounyen approach is that there are constraints on possible codas which are active in
Polish phonology and they determine the position of yers. But unfortunately other conditions (e.g. phonological

and/or non-phonological) interact with these constraints (cf. s4yra 1992).

(24)

(2s)

(26)

a. walk-a

b. folwark

a" wiosl-o

b. pas-L

a. miot-L-a

b. miöt-L

walEcz-ny

folwarcz-ny

wiosEl (gen.pl)

* pas-El

moit-El- (gen.pl)

* miöt-El

'brave'

'farm' (adj.)

In (25b, 26b) we can see the labiovelar glide as the preterite marker, in (26a) it functions as a nominalizing

suffix. Notice that the contexts are similar in segnental and syllabic perspective.

Vowel-zero alternations as depicted above thus appear to be unpredictable on base forms, but quite

regular in certain derived words. The stategy I suggest here is to locate the unpredictable property as part of the
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morphological structure instead of viewing it as a phonological characteristic. More concrete, base forms that

exhibit yers can be viewed as a distinct morpheme-set, apart from the morphemes that do not show this

phonological pattern. In other words, the phonology of Polish must be able to refer to this separate morpheme-

set. If we focus on the vowel-zero alternation the distinct morpheme-set appears to extend also to derivational

structures, while the contrasting set of morphemes may be grouped with inflected forms.

3.2. Multiple constraint-rankings in Polish

Vowel-zero alternations in Polish reveal a complex interaction between phonology and morphology. With

respect to the phonological aspects, something needs to be said about syllable structure and statements on well-

formedness of codas. With respect to the morphological side, the distinction between stem constituents (e.9.

derivation) and word constituents (e.g. inflection) appears to be relevant. My hypothesis regarding the

interaction between phonology and morphology is that the stem level exhibits different phonological

characteristics than the word level. More concrete, yers seem to be part of the stem level phonology, whereas

consonant clusters at word-edges are part of word level phonology. The following morphological complex forms

will be used in my argument.

(27) Morphological structures of [sarEn] 'roe-deer' (gen.pl), [sarna] (nom.sg)

[sarn]*o [sarn-a]*"

IsarnJ' IsanrJ*

(28) Morphological structures of [sarEnka] (nom.sg. dim) and [sarEnEk] (gen.pl. dim)

Isarn

rrJnr /,J,/

,,J,,

Jruo

Isarn-k]r,

Isarn-k]*,
I

Isarn-kJ*

IsarnJ*

:1)
There is a crucial distinction between the statement that a morphological form is stuctured in a complex way

and the fact that there may be constraint-rankings that are conelating with each node of such morphological

complex structure. The model of Monotonic Cyclicity is capable of expressing,the different phonological

patterns (or cophonologies) that correlate with different nodes of the hierarchical structure. The special situation

of Polish vowel-zero alternations illustrates the conflicting nature of constraint-rankings associated with stem

and word level. I hope to show that any serial approach of relating such competing cophonologies must

hopelessly fail; for this reason I assume a parallel application of Eval, checking all constraint-rankings at once.

First, I present the unytn analysis that assumes yers to be present (in some shape) in underlying

representation. The analysis is largely based on Optimality Theory proposals of Zoll (1994, 1995) concerning

latent segments and I refer to her work for more sophisticated details. After arguing for the precise formulation
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of the constraint-rankings, I propose three hypotheses that account for the observed phonological patterns.

Second, the NoURYER analysis is presented, assuming that yers are absent from the phonological input, but may

be provided under certain conditions. I show the conflicting constraint-rankings and again point to three

hypotheses that take care of the fuzzy data. A consequence of my presentation of the analyses URYER and

NouRyER is that both approaches seem to be compatible and therefore equally adequate. I take this as an

indication that from an OT perspective it does not matter whether or not yers are present in underlying

representation.

3.2.1. URYER in Optimality Theory

Yers are represented as root nodes, indicated as "@". The Faithfulness constraint PARSE-@ states that every yer-

root must be assigned to a syllable. I assume that PARSE-@ conflicts with another constraint that resticts the

number of syllables in the output, *STRUc-o, or "Have no syllables"3s.

(2e)

input: sar@n (gen.pl) Pnnsr-@ *SrRuc-o

sar<@>n *l

qr sarEn tt

In the diminutive form [sarEnEk] (gen.pl) both underlying yer-nodes are realized, against the penalizing

constraint *STRUc-o.

(30)

input: sar@n -@k (gen.pl) Panse-@ iSrRuc-o

sar<@>n<@>k **!
sarEn<@>k *l

sar<@>nEk *l

<7 sarEnEk ***

A different optimal output form must result in the cases of [sarna] and [sarEnka]. In the form [sarna] (nom.sg)

the yer-node is unparsed, that is, some constraint (for instance'*STRuc-o;" dominates the faithfulness Plnsg-@.

(3 l)

input: sar@n -a (nom.sg) *SrRuc-o PARSE.@

(r sar<@>na ** *l

sarEna *rrl

In [sarEnka] the conflict between Plnse-@ and *Stnuc-o is more complicated. If *SrRuc-o dominates PARSE-

@ then no yer-root will surface, which is clearly false. However, if PeRse-@ dominates *SrRUc-o a// yer-roots

3sConsider Zoll (194,1995) for furrher motivation of this spccial vcrsion of Prince & Smolens§'s gcncral constraint 'Sruc.It totice that the actual choicc ofthc constraint 'Struc-o is irrelevant herc, as long as two aspccs are exprcssed in thc analysis: (i) Pane@
is dominated in onc contcxt, but in anothcr contcxt appears to undominated; (ii) these contexts are thercfore conelating with conflicting
constraint-interactions.
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will surface, which is also the wrong output. ln addition, Pense-@ may be applicable only on the outmost yer-

root, which is not to be predicted on the basis of the current constraint-ranking.

(32)

input: sar@n -@k -a (nom.sg) *StRuc-o Pansr-@

sar<@>n<@>ka *:ß **
q't sarEn<@>ka

rf** t

sar<@>nEka * *:r *

sarEnEka ****f

I propose three hypotheses that will guide us to a more complete understanding of Polish yers.

Hypothesis I: The solution to the paradox mentioned above is related to stem and word level phonology,

that is, different stem and word ranking of the same constraints. PARSE-@ is ranked above *STRUC-o at the

stem level, but vice versa at the word level.

o

(33) Multiple constraint-rankings in Polish

a. Stem ranking: PARSE-@

b. Word ranking' * Srnuc-o

*StRuc-o

Pense-@

a Hypothesis II: The following conditions regulate satisfaction of constraint-rankings.

a. Eval checks a ranking of constraints iffthere is a node in the morphological hierarchical structure. I

assume such nodes to arise by means of derivational and inflectional morphology, corresponding

with a stem cophonology and a word cophonology, respectively". I also assume that an initial stem

cophonology may be projected as the consequence of an idiosyncratic property of a morpheme-
_38

set

b. Eval checks all available constraint-rankings, i.e. maximizes cophonology satisfaction.

c. In complex forms that contain both stem and word morphology, the constraint-rankings conflict.

Here word cophonology as a consequence of overt inflection takes priori§ upon stem

cophonology, which means that the word constraint-ranking must be satisfied, at the cost of the

stem constaint-ranking. I hypothesize that this conflict is strictly local due to the fact that Eval

maximizes satisfaction of constraint-rankings.

d. Both constraint-rankings compete and produce separate optimal candidates if there is no overt

inflection and no derivational evidence available. This predicts variation or fluctuation on

nonderived forms without overt inflection.

'7ln an informal manner, an activc constraint-ranking should be understood as a node in thc morphological structurc that at least contains
prcvious unproccsscd matcrial. Similar statcmcnts havc bccn made in lnkelas (19E9) with rcspcct to afüxation that activcly constructs
prosodic constituency structurc, in Borows§ (l9a) with rcspcct to the postulation of prosodic and morphological structußs in
compounds, and in Inkclas & Orgun (1994) on Lcvel Economy as a method to limit available cophonologics in Turkish.
'"The influence of idiosyncratic morphemic information on the phonology is discussed in morc detail in the ncxt section.
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o Hypothesis III: The paradox between stem and word cophonologies can be resolved only in

nonderivational approach. Eval operates on stem and word constraint-rankings in parallel and

simultaneously.

Below I present the relevant structure with conflicting constraint-rankings. The lefrnost column contains the

correct output, the middle column gives the conflicting constraint-rankings, where "y'" graphically signals

satisfaction of ranking.

(34) Word ranking due to overt inflection: [sarna] 'roe-deer' (nom.sg)

/*StRUC-o >> PeRsE-@ * 
[sarEn-a]ru,

Pnnsr-@ >> *SrRuc-o
[sarEnJ'

r,Je,v

The above structure shows that the stem constraint-ranking is not operative due to the fact that there is no

derivational suffix available. The word cophonology dictates the absence of yers.

(35) Stem ranking due to oveft derivational suffix: [sarEnEk] (gen.pl. dim)

[sarEn-EkJ*, *StRuc-o >> PeRsE-@

I

* 
[sarn-k],uo

trurl,-tl-

IsarEn]r, [sarnJ*

rrJervrrJre,v l-w l-w

In (35) above the diminutive suflix -* renders the stem constraint-ranking operative. The absence of any overt

inflection results in the phonological pattern that contains yers. Notice that I assume the morpheme sarn to

project an independent stem constituent.

In the situation that no suffrxation is available there appears to be a choice. Either the surface form

exhibits the word level pattern (e.g. consonant clusters) or it may show the stem level phenomenon (e.g. yers).

Consider the sfuctures in (36) below, which are illustrative for the observed variation.

(36) Both word ranking and stem ranking are checked and provide optimal candidates, variation on

nonderived stems without overt inflectional element: [sarEn] = [sarn]

[sanr]*o / *Stnuc-o >> PAR5E-@ [sarEn]*o

/ trJBrt*

rc)nnt rcLrnt
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The fourth pattern is found in the cases in which both stem and word morphology is available. At first glance it

seems as if the word constraint-ranking must obscure any effect of the embedded stem cophonology. But this is

not the case, as can be seen in (37).

(37) Conflict between word and stem ranking, due to both word and stem elements.

[sarEn-k-a],r, r' *STnuc-o >> PAR5E-@ * [sarEn-Ek-a]*o

-kJ', Pansr-@ >> *Srnuc-o

,rul,,

While the word and stem cophonologies exclude each other due to their very nature (with the word cophonology

as the winner), notice that the conflict appears to strictly local. In other words, the word constraint-ranking as

activated by the inflectional suffrx -a excludes the favourable phonological make-up selected on the basis of the

stem ranking, but because there are multiple nodes that are correlated with stem constituents only the topmost

constituent is ovemrled.

There are two other possibilities that relate these competing constraint-rankings. First, we could assume

that due to the fact that there is a diminutive sufüx the stem level cophonology must be applicable, that is, we

expect some sort of preservation of previous information (or cycles). However, as can be seen from the

righthand structure of (37), this cyclic approach makes a wrong prediction. Second, we could assume that due to

the fact that constraint-rankings conflict, the ultimate surface sEucture should always pattern with the ranking of

the topmost constitutent and we may formulate this as a kind of dominance relationship between ranking. Hence

the word cophonology must always obscure any evidence from stem level constraint-rankings. To see why this

approach is also wrong, consider the righthand structure below.

(37') Conflicting word and stem rankings

IsarEn-k-al*o { *Srnuc-o >> Pense-@

Pensg-@ >> *SrRuc-o

* [sarn-k-a]*,

IsarEn]r,

,,Je,v

Isqrn]r,

,,J,,

I think there is a straightforward answer as to why both the Preservation-option and the Dominance-option

predict incorrect output candidates. These alternative options of relating constaint-rankings are not capable of

expressing the correct phonological patterns, precisely because they assume a derivational relationship in the

hierarchical structure, and thus between the constraint-rankings. Only a nonderivational approach is suitable to

account for the Polish vowel-zero alternations. In fact, the above hypothesis that Eval ma,ximizes the satisfaction

of constraint-rankings already includes the nonderivational aspect of my proposal.
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The above URYER analysis accounts for the observed phonological patterns in a straightforward way

Let us now consider the results ofa NoURYER approach.

3.2.2. NouRyERin Optimality Theory

This analysis is based on the assumption that yers are interpreted as not available in the phonological input, and

need to be provided by epenthesis, or in Optimality terms as a Fn-l-p violation. The syllabic well-formedness

constraint *CoMpLExCoDA3e dominates faithfulness FIll--pr and is thus responsible for the occurrences of yers.

(3 8)

input: sarn (gen.pl) *COt*,tPt-gxCOoa Ftt-t--p

siun +f

<v sarEn *

Since yers are not underlyingly present, the position of epenthesis has to be specified. I assume that the

constraint ALtcN(Stem,&o,R) states the position of epenthesis. ALIGN-R is not ordered with respect to

*CoMpLExCoDA and FILL-F. The stem-edge is graphically indicated as'l'

(3e)

input: sarn (gen.pl) At-tcN-R *COupLExCoDA Ftt-t--p

sarn I E *l

a sarEn I

*

Basically, these three constraints govern the surfacing of yers in Polish in a Nounvsn proposal. In [sarEnka] the

relevance of the syllable structure conskaint ONSET is visible, dominating ALIGN-R.

(40)

input: sarn -k -a (dim, nom.sg) ONssr AI-ICN-R *COUpLEXCODA FILL-pr

s,unlkla ri **!
(? sarEnltla t * t

sarnlEkla **!

sarEnlEkla r*!
siunlEkla *f

The form [sarEnEk] is problematic for the analysis presented so far because the ill-formed structure [sarnEk] is

predicted to be more harmonic.

seProbably thc constraint .CouplrxCope is iself constructed as a targe cluster of indepcndent constraints, which rcgulate thc possible

wcll-formedness of codas in Polish. In my argument I abstract away from thcsc deuils.
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(4 l)

o

input: sarn -k (dim, ge.pl) ONssr At tcN-R *CouplrxCooa Ftt-t--p

sarnlkl t*l

sarEn I k I
*l

<r ? sarnlEt I

* * *

c sarEn I gt 
I

* **

Tableaux (a0) and (41) point out an additional problem with respect to interpreting the most harmonic candidate.

In both cases there are two distinct stem-edges which may be adressed to by ALICN-R. Notice, however, that in

evaluating *Cotvtpl-exCooe the distinct stem constituents are also taken into account. In (al) the candidate

lsarn lt | ] is violating *CoMpLExCoDA twice, once as [sarn] and once as [sarnk].

As in the URvER analysis described above I presume that three hypotheses bring a solution to the above

problems. Actually, the versions of the hypotheses are quite similar, indicated here by means of a prime '.

Hypothesis I': The constraint *Cot',tpt-exCooa is active on the stem level, but is dominated on the word

level. It has been extensively documented that Polish allows huge consonant clusters at word-final positions

(for example in Rubach & Booij l990a,b). This observation can be captured while using multiple

conflicting constraint-rankings at stem and word level.

(42) Multiple constraint-rankings in Polish

a. Stem ranking' tConaplExcoDA

b. Word ranking: FILL-p

Ftt-t--p

*Cotr,tpLExCoDA

Hypothesis II': The following conditions regulate satisfaction of constraint-rankings.

a. Eval checks a ranking of constraints iffthere is a node in the morphological hierarchical structure. I

assume such nodes to arise by means of derivational and inflectional morphology, corresponding

with a stem cophonology and a word cophonology, respectively. I also assume that an initial stem

cophonology may be projected as the consequence of an idiosyncratic property of a morpheme-set.

b. Eval checks all available constraint-rankings, i.e. maximizes cophonology satisfaction.

c. In complex forms that contain both stem and word morphology, the constraint-rankings conflict.

Here word cophonology as a consequence of overt inflection takes priority upon stem

cophonology, which means that the word constaint-ranking must be patisfied, at the cost of the

stem constaint-ranking. This conflict is strictly local due to the fact that Eval maximizes

satisfaction of constraint-rankings.

d. Both constraint-rankings compete and produce separate optimal condidates if there is no overt

inflection and no derivational evidence available. This predicts variation or fluctuation on

nonderived forms without overt inflection.
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a Hypothesis III': The paradox between stem and word cophonologies can be resolved only in
nonderivational approach. Eval operates on stem and word constraint-rankings in parallel and
simultaneously.

Below I give the relevant structures and indicate how the different constraint-rankings are interacting. It may
become clear that, apart from the actual choice of constaints, the structures depicted in (43) to (46) bear a huge
resemblance to the previous presented structures of the unvgR anarysis.

(43) Word ranking due to overt inflection: [sarna] 
.roe-deer, (nom.sg)

Isarn-aJ,r, / Frut-p >> tCoupLExCoDA

*CoupLExCoDA >> Flt t--p

* 
[sarEn-a]ru,

[sarEn]r,
1,,

rr.l"u
rc!^r

(44) Stem ranking due to overt derivational suffix: [sarEnEk] (gen.pl. dim)

[sarEn-Ek]*,

/ *CoMpLExCooa >> FrLL-p

,r/ *ConaplExCoDA >> Ftt-l--p

Ekl"

{ *CoMpLExCooe >> FttL-p

[sarn-k],uo

[sanrJ*

[sarEn],no

I

[sarEn]r,

,,J,

* 
[sarEn-Ek-a],*o

rt

IsarEn]r,

,,J, ,,J,
(45) Both word ranking and stem ranking are checked and provide optimal candidate, variation on
nonderived stems without overt inflectionar element: [sarEn] o [sarn]

Isarn],^,

I

[samJ*

,rl"-

/ Fttt-p >> * CoupLExCoDA

(46) conflict between word and stem ranking, due to both word and stem ..signaling 
elements,,

[sarEn-k-a]t,, / Fil-t-lr >> t Corr,tpLExCoDA

*ConapLExCoDA >> Ftt-t_-p

,r/ *Coupt-ExCoDA >> Fltl--pIsarEn]r,

,rL- I ,l*,,,

AII the arguments that I have given in the uRvrR analysis are applicable in the N9NURyER account. For instance,
notice the importance of a nonderivational approach to the phonological pattern in (46), which is stated in the
hypothesis that Eval maximizes constraint-ranking satisfaction. It must be evident that the uRyER and the
NOURYER approaches lead to the same description of the vowel-zero alternations. of course this result,
surprising as it may be, must be traced back to the notion of what the approaches actually represent, namely
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different choices with respect to the theme of the tradeoff between phonological input and set of procedures or

constraints. I conclude therefore that the question addressed to in these approaches, do we assume yers to be

phonologically underlying present or not, is irrelevant from the point of view of Optimality Theory.

Notice that at this point of my argument the URYER approach appears to suffer from an internal

inconsistency: it seems as if the information about yers is encoded twice in the phonology of Polish. On the one

hand I have argued for the fact that vowel-zero alternations are related to a stem level versus word level

constraint-ranking, but on the other hand the URYER option chooses yers to be part of the underlying

representation in a distinct group of morphemes. As further research may conclude, such redundancy should be

excluded a priori. Although I assume in the remaining of this paper a NoURYER approach towards Polish yers, I

do not motivate this choice, precisely because from an OT perspective that question seems to be of little

relevance.

4. Some other phenomena in Polish phonolory

Within the framework of Monotonic Cyclicity a distinction may be made between noncyclic and cyclic

constituency. Noncyclic forms are represented as n-ary branching or flat structures, whereas cyclicis arises in

cases of binary branching stmctures. In the frst part of this section I discuss word level phonology in Polish. I

willgive attention to a typicalword-levelsuflix, namely Comparative Degree Formation; the interaction of the

constraints PaRsE-segment and FILL-p at the word level will thus be demonstrated. Then I show how cyclicity is

expressed at the Polish stem level cophonology, while using binary branching structure. The interaction between

noncyclic and cyclic structures as it happens to be in Polish phonology is a crucial aspect of my proposal. It can

be concluded that the distinction between morphemes that exhibit yers and those that do not relates to an

unpredictable morphological proper§, which results in an initial stem constituent.

4.1. Comparatiye Degree Formation as word level sulfix

Comparative Degree Formation or CDF comes in rwo phonological shapes: as -szy and as -Eszy. As Szpyra

(1992) and Bethin (1991) point out, the choice of the allomorph -Eszy arises in cases of an unsyllabified

consonantao.

(47)

glup-i

nvard-y

manrd-y

zimn-y

'silly'

'hard'

'wise'

'cold'

gLup-sz-y

tward-sz-y

manrd-Esz-y

zimni-Esz-y

The extended allomorph is also selected in cases of a morpheme that exhibis a yer, such as [pewiEn] 'certain' -

[pewn-y].

ooAll 
data are from Szpyra (1992) and Bethin (t gg2).
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r 48)

(4e)

(s0)

(5 l)

pewn-y

godn-y

'certain'

'wofthy'

pewn i-Esz-y

godni-Esz-y

*pewiEn-sz-y

*godEn -sz-y

Also in cases of a derived adjective that in turn contains a yer-morpheme, such as [hanb-a] 'shame' - [haniEb-n-

y] 'shameful', the extended allomorph is selected.

haniEb-n-y 'shameful' haniEb-n-Esz-y *haniEbEn-sz-y,

thanbEn-Esz-y

The analysis of the above data may be developed along the following lines. Let us assume that the enlarged

version of the CDF-suffix results from epenthesis exactly in the cases in which morphemic material tends to

remain unsyllabified. In OT-terms this can be expressed as the requirement that every segment must be faithfully

parsed, forcing a violation of Ftt-t--p. What is important to note is that the constraint-ranking at the word level

does not allow dominance of Ftlt--p by the constraint *CoMPLEXCoDA, as I have explained in the previous

section.

Optimality Theory assumes constraints to be violable under certain conditions. This is precisely what

we encounter in the situation of Comparative Degree Formation. ln other words, although Fnl--p is highly

ranked in the word cophonology, it is itself dominated by the constraint Pensr-segment. I propose the following

morphological constituents to account for the CDF-examples.

[nvard-sz-yJ*o / FtLL-lr >> * CorrapLExCoDA * [manrd-sz-y]*,

l-szl I
A

lmanrdl l-szJ t-yl

A closer look at the structure of [manrd-sz-y]*" shows that the final segment of the morpheme cannot be parsed

into syllable position, therefore epenthesis occurs.

input: manrd -sz -y Pnnsp-segment Ftt-t--p

manr<d>ser *l

qr manr.dE.sn,

In the case of the derived base [hanb-n], an interesting conflict between stem and word constraint-rankings

occurs. Notice that the constraint *CorrlplexCooe forces a Ftt-L-p violation on the stem [haniEbl, but in the

competing area of [haniEb-n-sz-y], the word level ranking does not allow epenthesis to occur twice, at the cost

of leaving the nasal unparsed. The following morphological structure may express this observation.
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(s2)

J*o /PansE-SEGMENT >> Flrl-p (>>
*ConaplrxCoDA)

* CorraplexCoDA >> Flll--pr

/ *Coupl-rxCo»A >> Flt-t--pr

/PensE-sEGMENT >> FttI--p (>>
*Cot*,tplexCoDA)

tCouplexCoDA >> Ftt-t--p

/ *CoMPLExCooe >> FttL-p

* [haniEb-<n>-sz-y]*,

ST

[haniEbJ*

l*

[haniEb],,

nLnur Äunar

Why doesn't epenthesis occur in the position predicted by the stern level constraint-ranking? I propose that this

possibility is excluded due to the fact that the stem cophonology of [hanb-n] is conflicting with the word level

constraint-ranking activated by means of the inflectional marker -y, in the exact same way as constraint-rankings

of stem and word level compete throughout the Polish phonology. In other words, the epenthetic site may not be

positioned within the stem constituent, because the constaint *CoMPLExCool is not outranking Flll--p at the

word level.

This interaction between constraints and their rankings can not be achieved in a derivational approach.

For instahce, as the lefthand example of (53) may illustrate, an account that allows information of embedded

constituents to be preserved makes the wrong prediction that the allomorph -s7 will be selected. In constrast, if
the word cophonology is dominant on a global scale, then due to PARsE-segment an epenthetic segment will

surface, but crucially in the wrong position. To see why this is the case, consider the righrnost sructure of (53)

below, motivated by the tableau in (54) (dots signal syllable boundaries).

(s3)

(54)

[haniEb- l*,

[han iEb-EnJ*

J',
I

lhanbl

* 
[hanb-En-sz-y],"o

J*
I

lhanbl

input: hanb, -n, -sz, -y PARsr-segment tCotvtpLExCoDA

hanb.<n>szy üt

han.<bn>sqy *r!
ha.niEb.<r>szy *l

'l c han.bEn.szy *

<7 ha.niEb.nE.sry trt

j c ha.niE.bEn.szy *:l

If the word consfaint-ranking turns out to dominate all other cophonologies, the incorrect output candidate

[hanbEnsry] will be selected as the most harmonic one, based on its number of FILL-violations. Notice that

tableau (53) also allows an alternative candidate [haniEbEnszy] to compete with the actually optimal one. I think
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that the emergence ofsuch different possible output candidates are consequences ofthe statement that there is a

single dominant constraint-ranking. Unfortunately, this assumption turns out to be wrong; it se.gms to me that

any correct analysis can only come forth in an approach using multiple constraint-rankings in a nonderivational

way.

4.2. Stem cyclicity

Below I show that the stem level must be binary branching, which expresses cyclicity. Consider the example

[cukErECEk] 'candy' (dim. nom.sg) and [cukErECka] (gen.sg), as given at the lefthand and righthand side,

respectively.al

(s4)

IcukErEkEkJ,- Frur-p >> *CouPLExCoDA (/)

({) *Cot*,tpLExCoDA >> Ftt-t--p

{ *CorraplrxCopA >> Ftu--p

,/ *ComplExCoDA >> FIll--p

[cukErEk-kaJno

1,,

[cukErEkJ*

cukErELu,*

[cukErEkJ*

t.r*-iltt\
l.lur,rl t-k/ t-k/ /cukr/ l-W l-W l-al

A flat structure, representing noncyclicity, makes a complete false prediction here. Consider tableau (55) below

that may illustrate this point. Tableau (55) results in the selection of incorrect output forms [cukErkEk] and

[cukrEkEk], based on the number of Fill-violations. The actual ouput candidate can be achieved only on the

condition that Eval checks the constraint-rankings on all depending stem constituents (dots represent o-

boundaries, " l" indicates morpheme boundary).

(5s)

input: cukr -k (dim) -k (dim) PensE-segment ÜCOupLExCoDA Ftt-t--pr

cuk<> l<to l<tc> **rl

cukrl<tol<k> **!

cuk.rlEkl<k> *f

cukrlklEkl *
jq cukErl.tlEkl tt

I a cuk.r I E.t< I Et< I

rl*

c cukE.r I E.k I er I

As can be seen in the topmost forms, any unparsed segment creates a final violation; observe that a violation of
*CoMpLExCooe is also forbidden. Therefore, the number of Ftut -p violations must be decisive. A flat structure,

processing the whole sring in a single computation, cannot explain why epenthesis should occur three times, i.e.

why does the correct output form contain three Fill-violations. Only the crucial assumption that the complex

o'ln 
the structures of (54) the palatalization of the velar is not taken into accounl
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word [cukErECEk] exhibits multiple stem constituents, each with their own stem level constraint-ranking and

related by a nonderivational method, provides an adequate explanation for this unexpected redundant fact.

4.3. Stem constituents on morphemes

Polish phonology exhibits an unpredictable distinction between morphemes that show yer-phenomena and those

that do not. In other words, there exists an separate morpheme-set which I will call yer-stems. A yer-stem

constrasts with other morphemes because it projects an initial stem constituent that preceeds any morphology,

i.e. it exhibits a distinct cophonology or constraint-ranking. This assumption is similar to the proposal of a stem

'cycle' as outlined in Inkelas (1989)42. This is expressed in the following hypothesis:

o Hypothesis IV: There is no distinction between an URIfER and a NOURYEn analysis. Yers are not specified

phonologically, but follow from the constraint interaction on the stem level. Base morphemes that show

yers are different, because they project an additional stem constituent, that correlates to an additional stem

level constraint-ranking. Eval checks optimal candidates on all rankings, included this initial stem level.

I assume that the constraint-ranking of the yer-stem constituent is,similar to the regular stem level ranking. This

assumption allows for a consistent and elegant explanation of morpheme-sensitive phonology in Polish.

Nonetheless, I do not exclude the possibility that further work on this language may reveal that such abstract

similarities are not motivated; but these considerations are not explored in this papera3.

The following structures illustrate the distinction in morpheme-set. On the lefthand side a yer-stem and

its complex structure is given, whereas the righthand example contains a contrasting morpheme. It is important

to see that the distinction is expressed in terms of absence versus presence of a stem constituent. Also notice that

it is due to derivational morphology that a stem constituent arises. The tableau in (57) demonstrates that the

initial stem level ranking precisely make up the difference in phonological patterning (only the stem constraint-

rankings are given).

(56)

[walEcz-n-yJ,*

* CorrapLExCoDA >> Ftt-t-- pr

{ *Coptpt-ExCoDA >> Ftt-t--p

Ifolwarcz-n-y]wD

[walEcz-nJs, Ifolwarcz-nJsr

lwalk/ l-n/ l-yl lfolwarczJ l-n/ l-yl

a2l owe this suggestion to Sharon lnkelas and Orhan Orgun (personal communication);thcy rcfer to Perlmutter (1988) and to Henniss
(199r).
t3For instance, in a footnotc abovc I havc suggcsted that the consüaint rCoMpLExCoDe actually may bc interprctcd as a cluster of
constraints. lf this is thc case, thcn wc may cxpect lhis cluster to behavc differcntly in dificrcnt cnvimnments. Thc examplc cited in Princc
& Smolens§ (193) of a constraint that actually consists of a largc numbcr of constraints is llNuc.
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input: walcz, -n *CoupLExCoDA Ftt-t--pr

walcz ln I
** 

!

walEcz ln I
*l

(v walBczl En I

:t*

(s7)

input: folwarcz, -n *COUpLEXCODA Ftlt--p
folwarcal I

*l

q folwarczEn I

*

folwarEczEn I
**!

In this section three aspects of my proposal concerning vowel-zero alternations in Polish have been considered. I

have argued for a distinction between noncyclic and cyclic structures that are both operative in the grammar of

Polish. Noncyclic word cophonology and cyelic stem constraint-rankings conflict. Arguments that are crucially

in favor of a nonderivational approach to the interaction between cophonologies have been brought forward in

the cases of Comparative Degree Formation and cyclic stem constituents in multiple diminutive forms. Finally, I

have proposed to account for the behavior of bare morphemes with respect to vowel-zero patterns in terms of an

initial stem constituent.

5. Consequences and further remarks

Many prominent questions remain untouched in this paper. In this concluding section I merely indicate various

aspects that need to be explored in future research. From a phonological point of view one could ask whether or

not there exists additional phonological evidence for the proposed division between stem and word

cophonologies. For example, Gussmann (1992) discusses several voicing phenomena in Polish, that relate to

syllable structure and word constituency. Consonant clusters in word-final position show neutalization effects to

the extend that any [+voice] specification on obstruents is lost. Thus the word constraint-ranking captures the

fact that huge consonant clusters are allowed, but at the same time disallows contrasting featural voice

specifications on tlese clusters. One may wonder whether the stem cophonologies differ in this respect.

Another interesting topic not covered in this paper concerns the phonological patterns in morphological

complex structures that contain prefixes. As among others Gussmann (1980) shows, prefixed forms behave

differently in a number of phonological respects such as vowel-zero alternations and palatalization effects.

From a typological perspective a large number of important issues can be stated which concern both the

conceptual aspects of the Monotonic Cyclicity model applied to the Optimality Theoretic framework as well as

the nonderivational nature as outlined in this paper. For instance, if morpheme-specific phonology in Polish can

be described in the way I have proposed here, does this also imply that Inkelas, Orgun, Zoll (1994)'s division of

the Turkish phonological patterns may be accounted for in the same way? It also raises questions about the

common differentiation between phonological information that is supposed to be listed in the lexicon and similar

information that is generated via application of a set of procedures or constraints.
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