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0. Introduction

It is nowadays Eaken as commonplace that the success of a
Iingui.stic ttreory carmot be measured exclusively in terms ot
formal elegance or descriptive coverage, buE must be subject to
the litmus EesE of learnabiliEy. The reason for this is obvious:
language is a cognitive object, and it is the (se1f-imposed, but
eminently reasonable) ultimaEe task of the lingiuist to describe
Ehis object, rather t.han it,s text,ual manifestat,ions. ft follows
from this that t.he archit,ect.ure t.hat a linguistic theory projects
onto langruage must be learnable under t.he usual conditions of
inevitability, spont.aneiEy, speed, perfect,ion, and irrelevance of
environmental condltions oEher Ehan availabiliEy of ordinary
language input. to t,he chiId. The question Eo be asked in this
paper is E.herefore whet,her or noE the concept,ion of grammar
underlying Optimality Theory meets such learnability criteria.

This paper summarises Ehe issues as discussed in Mccart,hy &

Prince (1993), Prince & Smolensky (1993), and Tesar & Smolensky
(1993), and is organised as follows. In section 2 I int,roduee
OpEimaliEy Theory ('OT') for the benefit of the uniniEiat,ed
reader, availing myself of a fragment. of the syllabificaEion
grammar of Imdlawn Tashlhiyt ('fT') Berber, originally analysed
in De11 & Elmedlaoui (1985, 1988) and previously presented in
secE.ion t here, and f compare t,he OT descriptive achievements
wit,h those of t,he st.andard theory. In section 3, I explore the
mechanism for Ehe est.ablishment of underlying forms under OT.
Fina1ly, in section 4 f scrut.inise the learnability of language-
specific const.raint ranking, Ehe keystone of OT grammars.

1. fT Berber syllables

The Imdlawn Tashlhiyt dialect of Berber, described in DeII &
Elmedlaoui (1985, 1988), presents some remarkable syltabification
characterist,ics. Consider f irst the data in (1) (syIlab1e
division is indicated by a dot. throughout) :

(1) di
ba
da
da
di
Ia
za

i1
ir
in
im
iz
LY,

'he pulled'
' he carried on his back'
' he shook (mi 1k ) '
'he was born out'
'he puE together'
'he got lost'
'he digged'
'he selected'
'he untied'
'he wenE out (fire) '

iY
is.ti
if . si
ix.si

Such syl1ab1es as in (1) are as ordinary as any syllables can be.
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In particular, all the words in guestion exhibit a syllabic
struct.ure VC.CV. CV is of course the universal core syI1abIe,
from which VC is readily obEainable by onset delecion and coda
addiE.ion, as discussed in ClemenEs & Keyser 1983. Note that
alt.hough such (word-initial, ot, more accurately, phrase-initial)
onset.less sylIables are optionally provided with a glott.a1 sEop
onset (cf. Dell & Elmedlaoui 1985: 127, fn. 20), this is a lat,e
phonetic process that plays no role in syllabificat,ion as such,
and conseguenEly it will be ignored here.

Cons ider now the f orms in Q) :

Q) Er. glt
ts . krt
tx. znt
tz .dmt
t1.nYt
tr. kst
tn . §rt
tm. sxt,

'you ( sg)
'you (sg)
'you (sg)
'you (sg)
' you (sg)
'you (sg)
'you ( sg)
'you (sg)

locked'
did'
stored'
gathered wood'
stepped onto'
hid'
grazed ( skin) '
trans formed'

These words are remarkable in that, they have no vowels (NB. some
ul,tra-short transiEional vowels can reporEedly be heard, but
these are totally predict,able from Ehe phonetic conEext and have
no phonological significance; cf. Del1 & Elmedlaoui 1985: 1L5
ff.). what is striking is that, not only are t,hese words
pronounceable, indeed Eot.ally ordinary in IT Berber, buE. t,hey are
syllabified into t,wo syllables each. This is of course a truly
bizarre sit,uat,ion from the perspective of the speakers of
'regßlIar' langruages like English or German, but iE is st,rongly
substantiated by evidence from speaker intuition, emphasis
spread, geminat,ion, intonation, versificaEion pract.ice, and
prosodic morphology (cf. DeI1 & Elmedlaoui 1985, 1988, Elmedlaoui
198s).

As a background Eo our analysis of fT Berber syllabificaEion, we
noy'l provide t,wo alt,ernative formal representations of the
(universal) basic syllable sLrucEure. The first, in (3a), is
tradiEional, and purely stipulaEive, while Ehe second, in (3b),
is grounded on X-bar t.heory, and was originally proposed in Levin
(1985):

(3) a. o- b . N''
/\

/\
/N',

//\
/ N\

/\
/\

o R

/\
NC

pen pen

On either represent,aEion, Ehe core of each syllabIe is a vocallc
nucleus, indeed the common siEuation universally. As is well-
known, Ianguages like English or German also a1low sonoranE
consonants t,o consEiEute syllable nuclei under certain condicions
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(cf - e.g. LitE[1], buctln), Nebtll , werttn) etc.). A close
examination of the data ih Q't witt reveal' t.hat, some of the
proposed syllables cont,ain a sonorant consonant, which can
therefore reasonably be construed as the nucleus of Ehe
respective syl1ab]e. In ot,her cases, such a nucleus is, even less
plausibly, apparently consEituted by a fricative. SEi11, this
sit.uation is also not Eotally unfamiliar t.o us, since fricat.ive
nuclei are found in English informal, relatively fast speech (cf.
e.g. Is]port 'support' vs. [s]port 'sport,'). The designated
nuclei äre made explicit in (4) by means of capit,alisation:

tgL(4) rR
tz
IL
TS

tx
IR
IN
tM

när
dMr

. kRt

. zNt

. kxt

. §rr

. sXt

'you (sg)
'you (=g)
'you ( sg)
'you ( sg)
'you(sg)
'you(sg)
'you ( sg)
'you ( sg)

'she
'she
'she
'she
'she
'she
'she
'she
'she
'she

locked'
gathered wood'
stepped onto'
did'
stored'
hid'
grazed (skin) '
E,rans f ormed'

pul l ed'
carried on her back'
shook (mi lk ) '
was born out'
puE together'
got 1ost',
digged'
selecE,ed'
unE, i ed'
wenE out, (fire) '

From a Eraditional perspecEive, IT Berber could t,herefore be
considered only to differ from such common-or-garden languages as
English and French in it.s more liberal attitude Eo Ehe
nucLearisation of sonoranE and fricat,ive consonants. Consider,
however, the forms in (5):

(5) mA.rA.tGt 'what will happen of you'
rA. tK. t, I ' she wi 11 remember'
tF. t,Kt, 'you suf f ered a sprain'

Here, alongside vocalic nuclei (mA, rA, t.I), we find ot,hers
consisting in an obstruenE stop, whether voiced (EGt.) or
voiceless (EK, EKt). C1early, we cannoE go any further down on
t,he scale of sonoriEy, and conseguently we must conclude thaE in
IT Berber ail segnnents gualify as syIlable nuclei.

The apparent.ly crazy situat,ion just uncovered, where some (but
obviously not, all) of a word's consonants bear the syllable
nucleus, fräy lead one Eo believe thaE this language simply has a
few lexicalised consonant.al nuclei, precisely as represented in
(4) and (5) above. That Ehis is not Ehe case is forcefully
brought out by the data in (5), which exhibit. alternaEion wit,h
those in (1) above (non-nucleic first sy11able cönsonanE in (1)
nucleic first sylIable consonant. in (5) ) :

(5) IL. dI
t,R. bA
tN. d.A

TM. dA
tz.dr
tä. rA
tY. zA
IS . T I
tF. sI
tX.sI
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Indeed, were it Eo be just a matter of arbitrary lexicalisation,
we would expect t.he distribution of such syllabic consonant,s to
be random. However, as will now be shown, IT syllabification is
const.rained by tshe two principles in 17):

(7) IT syllabif ication principles:

i. no hiatus (i.e. *NN)

i i . maximisat, ion of number of syl lables

The principle of no-hiaEus ent.ails obligatoriness of onseEs in
aI1 posit.ions but phrase-initially. As a consequence, the
parsings in (8a), but not Ehose in (8b), will be legitimate (NB.

/w/ = non-nucleic /u/t /y/ = rlorl-rlucl-eic /L/) t

(8) a. EI.wN.tAs
rA. ylt4m. yI

(rO) a. T. zMt
rAT . IU. IT

'you climbed on him'
' he wi 11 grrow '

'she is stifling'
'you will be born'

*TI.I,Jn.t,AS
* rA. Imm. yI

b

In turn, the principle of syI1able maximisation implies both
syllabification recursiveness and minimisation of coda
consErucEion (subject Eo some furEher const,raints on the
sEructure of Ehe sytlable) . In a nuEshe1l, the idealised effect
of Ehe IT Berber syllabificat,ion algoriEhm is as schemat,ised in
(e):

( 9 ) rr core syllable : Cv ( subsequent ly increment ed)

pref erred syllabif icat,ion: cI/.cI/.c5/.cI/.cI/. . . .

oN. oN. oN. oN. oN. . . .

Underpinning the succession of core syllables CV.CV. is of
course Ehe sonority subst.ance of segments and the universal
principle of sonority dispersion (cf. Clement,s 1990), according
to which sonority differences beEween onseL and nucleus t.end t.o
be maximised, while sonoriEy differences between nucleus and coda
t,end t,o be kept to a minimum $ is obviously the optimal such
minimum). The role of sonority in IT Berber syllabificat,ion goes
however beyond such universal effect.s, as illustrated in (10)
(NB. onsetless stops are evenEually desyllabified and
incorporated into Ehe adjacenE syllab1es, as commenEed on in DeIl
& Elmedlaoui 1985: t27, fn. 15; we abstracE, away'this event,uality
for the sake of clarity and simplicity of exposition; note
interesEingly Chat the pre-desyllabificaEion level is made use of
in Berber poetry, as discussed in DeII & Elmedlaoui 1988):

b *LZ. mT
* rA. tL . wl,t,

Here, the parsings in a. and b. both comply with the basic
syllabificaEion requirement,s of the language (remember thaE
onsets are not. obligatory phrase-initially, since no hiaEus
results). This noEwiEhsEanding, only t,he parsings in a. are
legigimate, for reasons relating to sonoriEy, as will become
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clear directly.

As a prelimirrärlr I shal1 make explicit the (unremarkable) 1T
Berber sonority hierarehy (f ignore a few additional, exotic IT
Berber consonanEs for Ehe sake of graphic simplicitsy):

(11) IT Berber sonority ranking:

voice less sE.ops ( t , k, q)

Armed with such sonority-based grading of IT Berber sesJments, I
will now provide the basic syllabificaEion algorithm of the
language, nucleus assignmenE being indeed algorithm-governed, and
noE lexical, as hinted at, above:

(L2) core syllabification algorit,hm (Dell e Elmedlaoui 1985, 111) :

'associat.e a core syllable with any sequence (y)2, where Y
can be any segment and Z is a segment of E)rI)e T, where T is
a variable t,o be replaced by a cerLain seE of feature
specifications [= descending sonority, IMR]'

The segrment. on the lefthand side, Y, can only be missing phrase-
initially, as we already know, an import,an! restricEion which is
however not made explicit. by Dell & Elmedlaoui in the algorithm
iEse1f. The following derivations illustrate the workings of Ehis
algorithm (Ehe forms in parent,heses result, from t.he operation of
coda format.ion, not part, of the core algorit.hm; nucleus parsing
is symbolised by means of a vert,ical Eree line): '
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(r: ) trba

/l
trbA

/l/l
TRbA

(ra) a. R"kSx
bA.yNn

t zmt

/l
tzMt

l/l
TzMI

l/l\
(TzMt )

'I hid'
' they (m. ) appear'

/l\/l/l
(rAt lUIr) coda

.b. *Rk . sX

"bAy. J2ltI

'she carries
on her back'

'you will be born' ' she is stifling,

This algorithm is stiI1 ambignrous when applied to such underlying
forms as /rksx/ 'I hid' and /bainn/ 'they (m. ) appear' , äs
illust,rated in (14) :

rat Iu 1t

/l
rAt lu1t

/l /l
rAt IUlt

/l /l/l
rAT IU}T

step 1

step 2

step 3

the core
s t anda rd

The difference between the two sets of output.s is a funcEion of
direcE,ionality (L-to-R in a. vs . R-t.o-IJ in b. ) , which must.
accordingly also be specified in the procedure (L-to-R). This
enrichment is however still insufficient,, and further conditions
need Eo be imposed. For inst,ance, w€ must rule ouE
ambisyllabicity ( *(x(*'*) l, and prevent destrucrion of
st.ructure ( (N)yX -/-> (ONC) ), in line with the so-called Free
Element Condition (cf. Prince 1985). Finally, while the high
vocoids /L/, /u/ can be parsed in the onset when required by the
algorithm, as we have seen, Ehe low vocoid /a/ is only parsable
in t,he nucleus, as illustrated by the following data f rom t.he
similar Ait. Seghrouchen dialect, analysed in Guerssel (1985) :

As can be seen, hiat.us is resolved by consonant, epenthesis ( tyl ,

highlighted for convenience), rat.her than by the assignmenE of
/a/ to t,he onset, (cf . e.g. *In.nA.ax).

we shaI1 now take brief st,ock and bring Eogether
syllabificat,ion machinery of IT Berber under the
analysis of De1l & Elmedlaoui (1985):

(15) standard syllabification machinery of IT Berber:

i . algorit hm (L2')

i i . exhaust iviEy condit ion
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iii. free element condition

iv. ambisyllabicity ban

The problem wit.h this procedure concerns not so much it.s obvious
complexiEy (on1y partially alleviated by the universality of some
of its component,s), buE specifically the apparenE lack of
connection between t.he various rules and conditions, the
relat,ion beEween which, if exist.ent, is anything but obvious. As
we will see in the next section, Ehis difficulcy is elegantly
circumvented by OT.

2. Optimality Theory

The principles of OT are lucidly expounded in McCarthy & Prince
(1993) and Prince & Smolensky (1993), and will now be summarised
for t.he reader's convenience.

The basic mechanism of OT is extremely simple, and is made up of
thro component,s, viz. Gen and a set, of constraints. I will commenE
on t.hese in t.urn.

Gen (short for 'generat.or') is a device parsing each of a set. of
universal input,s int,o a (universally accepEable) set of out,puts.
Thus, for instance, given a string of segrment,s, Gen will produce
a sequence of universally (NB. noE necessarily language-
specifically) well-formed syllables (the guestion of which
syI1ab1es are universally well-formed is iEself of course sti11
open, at Ieast. on E,he edges; the fulI answer to Ehis guest.ion,
whaE.ever it may be, will Ehus simply be incorporated into t,he
body of Gen, according to OT t,enet,s) . An important corollary of
the rest,rict,ion of Gen acEiviEy Eo parsing is that OT does noE
count.enance physical deletion as such, and so any input, will be
cont.ained in each of its ouEpuEs (tne 'Principle of
ConEainment') .

If Ehe grammar of all langruages consisEed exclusively of Gen, all
languages would be identical. More precisely, there would
1itera11y be only one langruage, subject to random variaEion,
given the relative unrestrictedness of Gen. Clearly, t,herefore,
further principles are necessary Eo reflect both (relative)
langruage-internal invariance and cross-linguistic variat.ion. The
key feat.ure of the OT framework j.s thaE all such principles are
couched in t,erms of (positive or negative) constraints (NB. not
ruLes), which are moreover postulated to be universal, hence not
learned (Gen is obviously also part. of Universal Grammar). Again,
given the universality of Ehe constraints, the prediction is t.hat
all languages will be identical (eguivalently, only one langruage
will be in existence). This predict,ion is of course
counterfacEual, and OT consequently aIlows for t.he ranking of
constraint.s according Eo language-specific stipulat.ion, the
universal, inviolable principle being that compliance with higher
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ranked consEraints Lakes precedence over compliance hrit.h their
lower ranked counEerparts. In this way, the preferred output will
be the optimaT output, (i.e. the outpuE that. best, meet.s Ehe
principle of higher ranking priority), rat.her Ehan the perfect
ouEpuE (i.e. Ehe ouEpuE EhaE violat.es no const.raints) , which is
more often than not simply unobtainable (note a1so, and
important,ly, that, because all const,raints apply Eo the output of
Gen simultaneously, OT countenances no derivat,ions).

I shaIl now illustrate Ehe workings of t.his simple model by
applying iE Eo our familiar IT Berber data. Let, us first
formalise a couple of constrainEs playing a basic role in
syllabification in general (for discussion of these constraint.s
and other part,s of t,he theory, and for a more exEended OT
analysis of IT Berber, see Prince & Smolensky 1993):

(tl ) two ( outpuE ) const raints

a . Onset = syl lables must, have onset,s

b. Nuclear Harmony (NucHarm)

The interpret,at.ion of Ehese constraints is straight,forward. In
particular, Onset simply requires sy11ab1es Eo have onsets
(remember thaE Ehe most unmarked core syllable is §/, not, V), in
a manner equivalent to the Minimal Onset, Satisfaction principle
of Roca (1994) (in turn incorporaEing insights from Selkirk 1982,
St,eriade 1982, etc.). NucHarm dictates that, given two segment.s x
and y, such that, x is more sonorous than y ('l*l , lyl'), then x
isabetEer(or,moreharmonic,)nuc1eust'hany(,Nuc,/x>-
Huc/y') . Again, this is clearly a simple rephrasing of a
universal principle of markedness.

LeE us next look at t,he int.eract,ion beEween Ehese t.wo constraint.s
in IT Berber. We shal1 postulate the ranking in (18):

In prose, saEisfaction of Onset, must Eake priority ('>>') over
saEisfacEion of NucHarm.

In order to justify this ranking, we shall examine a tableau (= a
t,able displaying a set of possible candidat,e parses out,put by
Gen, and t,heir respective faLe under each constraint) for the
underlying form /txznt/ 'you sEored' (each * represents one
consEraint violaLion; an exclamat,ion mark ! signals that the
corresponding violation mark is fatal, i.€. that it. effectively
disposes of Ehe candidate being evaluaEed; t,he optimal candidat.e
is marked wiEh an arrow head '>') :
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(1e)

candidaEes commentsconstraints

Onset I UucHarm

T.X .2.N. T * I *** nzxt.t, NucHarm irrelevant

T .xZ. Nt *l n zt NucHarm irrelevant

n x opt imal

Tx. zNt n t! l"l l"l, ltl l*l

trXz. nT x! t l*l l"l, t irrelevant

CIear1y, the tsro constrainEs in ( 18 ) will not be suf f icient t.o
account for all and only the existing E)4)es of syllab1es, both
universal Iy and in IT Berber. Accordingly, furt.her
syllabification-relat.ed constraint,s must. be postulated, as
follows:

(20) further syllabification consEraints :

Parse =
segrmenE.al material must, be ineorporat.ed int,o syllabic structure

PiII =
syllabic strucEure can only be built on segmenEal material

C -Coda
t,here no coda

d. -14/ a =

/ a/ is not parsed in the syl lab1e margin

Parse and Fi11 are t.he trro 'fait.hfulness' const,rainEs enforcing
isomorphy between underlying and surface! represent,at.ions. -Coda
(or No-Coda) again aims at t.he universally unmarked syllable CV-
FinalIy, -14/a is an extreme insEantiaE,ion of NucHarm, simply
excluding t.he maximally sonorous segment /a/ from t.he syllab1e
margins (thus forcing its parsing in Ehe syllable nucleus).

I now illust.rate E,he ranking of these constrainEs, and its
conseqJuences, in IT Berber. For convenience, I shall use the
abst,ract, underlying seguences /naa/ , /nia/ , /na:./, and /Lk/
(dotted vert.ical Iines between consErainEs in tableaux
conventionally represent eguality of ranking; a continuous line

a

b

1S
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indicates a left-to-right hierarchical relation) :

(21)

I oxs : pARSE : FrLLnuc z -y!/ a I rrl,l,onset 
;

lr::ll
NucHarm -CODA

naA

nA<a>

nA. A

*l

*l

ctd

a

*

a

a

a

*t

nI . tle

nIa

*l

an
aa1

*t a

1 *

nA. tl r

naf

a

a

1

*

*l Ia1

*t

rilk

k

*l *

As can be seen, all the fact.s of IT Berber syllabificaEion are
account.ed for satisfactorily. The obvious adwantage of this
analysis over its counterpart in the sEandard Eheory lies in the
simplicity and homogeneiEy of iEs machinery. In particular, the
constraint invenEory is universal, all t,he desired facts then
simply falling out of a given langruage-specific ranking, as has

reversing in phrase-initial position; this undesirable t,wist is
however replicated in the unsighEly sLandard condition '(Y) = A

only phrase-init,ia]}y') . By conErast, the standard machinery
displayed in (16) above is disturbingly diverse, as we pointed
out at t.he t,ime.
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3. Underlying Representations in OT

As mentioned in the introduct,ion, t,he acid Eest for theory
evaluation is not, so much descriptive success (which OT

manifest. ly achieves for t,he data under scrutiny), but
psychological plausibility from the perspective of ordinary
language learning. This issue is directly addressed in Tesar &

Smolensky (1993), who taxonomise knowledge of language under OT

as in (22) :

(22 ) knowledge of language under OT

i. Gen (= mapping of universal input,s ont.o universal out.puts)
ii. consEraints (on Gen outputs)

111
iv.

underlying f orms
constraint ranking

On these, i. and ii.. are part, of Universal Grammar, and
unlearned. The learning problem therefore only concerns iii
iv., t,o which lre now Eurn.

thus
and

The issue of how underlying forms are seE up by Ehe learner,
typically overlooked in Ehe phonological literature, is
specifically addressed in Prince and Smolensky (1993) under t,he
labeI 'lexicon optimisation'. In particular, these authors
propose to constrain underlying forms by means of Ehe following
principle:

(23't Lexicon Opt.imisation (Prince and Smolensky 1993:]-92]. :

'suppose Ehat several different inputs 11' !2' ...' Ir. when
parsed by a grammar G lead t,o corresponding output.s 01 , 02,
..., On, all of which are realised as the same phonetic form
Ö - E,hese inputs are all phoneticaTTy eq'uivalent with
respect to G. Now one of t,hese ouEputs musE be the mosE
harmonic, by virt,ue of incurring t,he least sigmificant
violat,ion marks: suppose t.his optimal one is labelled Ok.
Then t,he learner should choose, as the underlying form for
Ö, rhe input rk'.

This principle can effectively be interpret,ed as implementing
respect, for PARSE and FILL, t,he faithfulness 'consEraints (so-
called precisely because their role is indeed Eo ensure a
faiEhful reproduct,ion of the underlying representaEion in the
surface form) , by t.he learner seEEing up underlying
represenEations, as we shall now see.

Take for example t,he sequence ICv], which constitutes the
universally preferred sy1IabIe. Ot.her things being egual, it
of course makes sense to posEulate /Ol/ as Ehe corresponding
underlying represent,a!ion, as any self-respecEing phonologist
undoubtedly knows. BuE how is this underlying form arrived at. by
the learner from the perspective of OT? Remember that t,he
relevant. constraints are PARSE and FILL, Ehe faithfulness

r64



consEraints. I illustrate various logical possibilities in (24) z

Qq ) pos s ib Ie sources of t CI/l :

surface parse hlpothes ised URs constraint violat ions

CI/
cr/. <v>
<c>.cr/.<v>
<c><c> . cI/. <v><v>
c tl
tlv
ntl
[ ] v<c>
<v>c t l
et,c.

VC
<c>v [ ]
<c>vc
tl c
vtl
<cc>v<v>c<c>
etc.

/6r/
/ü^r/
/csnr/
/ccc:.,t\nl/
/c/
/v/
/a/
/vc/
/vc/

* PARSE
* * PAITSE
****PARSE
* FILL
* FILL
* * FILL
*FILL, *PARSE
*PARSE, *FILL

* -CODA
* -eoDA,
* -CODA,
* -eoDA,
* -eoDA,
* -eoDA,

Iexical
now be

*PARSE, * FTLL
* PARSE
* FILL
* FILL
****PARSE

As can be seen, all but Ehe first of these UR candidates, /61/,
incur violat.ions of the üwo given constraints. Consequent,ly, by
Ehe lJexicon Optimisation Principle in (231, /$l/ wLLl be selected
as Ehe underlying form of [Cv], all according to common sense and
phonologisE's inuuition, as pointed ouE.

The irrelevance of the remaining constraints to
opEimisation, iD the sense of (23) above, will
demonstrated. Suppose Ehat the input datum is [VC]:

(25 ) poss ible sources of [vC] :

surface parse hlpothesised URs consEraint violations

/vc/
/61 /
/6rc/
/c/
/Y/
/cqnrcc/

*ONSET,
*ONSET,
*ONSET,
*ONSET,
*ONSET,
*ONSET,

As can be seen, any deviaEion of the UR from t,he surface form
auEomatically results in the violaEion of t,he faithfulness
consEraincs. Additional constraints are cont,ravened by parsings
yielding ouEputs at variance with universal uhmarkedness, but
this siEuat.ion cannot be repaired by tinkering wit,h t,he uR, since
constraint violat.ion is obviously computed on the surface form,
and Ehis is given. The upshot of the discussion is t,herefore t.hat
the Lexicon opEimisaEion Principle Q3) will force the select,ion
of URs identical to the surface realisation, a resulE no doubt
highly encouraging for the hard-nosed empiricist phonologist, all
along suspicious of SPE-t1pe abstractness.

The joy of such a phonologisE wilL however be short-Iived, since
chings become considerably more complex (and more lively) as sooa
as alternation (a fact of life for naEural langruages) is broughc
into Ehe pict.ure. In parEicular, Prince & Smolensky formulaEe a
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Minimal Redundancy Principle disfavouring the presence of lexical
mat.erial:

(26) Minimal Redundancy Principle (Prince & Smolensky 1993: 195):

To t.he maximal ext.ent. possible, inf ormation should be
excluded from the lexicon which is predictable from
grammat ical consE.raint.s

A more general (and more extreme) ,

t,his principle is given in (27)
constraint :

opt imal ity- couched vers ion of
in the form of a negative

(21 ) -Spec (prince & Smolensky 1993: L95) :

Underlying material must be absent

The relevance of Ehese additional considerations will now be
exemplified with the passive conjugation allomorphy of Maori,
as described in the by now classic account. of Hale (1973). The
basic morphology is presented in (28):

(28 ) Un
stem affix

Ct/C\/
kite
patu

C\/CI/
wero
tohu
hopu

+ C\A/
+hi a
+$i a
+kia

surface
inflected uninflected

+V
+a
+ä

cJ/ . e\r. v
ki.te.a
pa. tu. a

cr/. ev
ki. te
pa. tu

cr/. cr/
we.ro
Eo. hu
ho.pu

surface
inflected uninflected

cI/.cr/.cr/.v
.hi.a
.üi.a
.ki.a

' t,o embrace'
'Eo ki1I',

' to st,ab'
' Eo point ouE'
'to catch'

As can be seen, inflection consists of a suffix -a, added to the
(Cl/CV) root. The URs posrulat,ed simply foIlow from the principle
of Lexical OpEimisat,ion in (231, specifically from the action of
the faithfulness const,raints.

Cons ider now t,he f orms in Q9)

(2e) trR
stem affix

we.ro
Eo.hu
ho.pu

The postulated URs are again faiEhful to t,he surface forms. The
difference wit,h (28) lies in t.he suffix, which is now CW, with
the additional complication t,hat, its initial consonanE is
seemingly unpredictable. St,ricE adherence to the faithfulness
constrainEs will Ehus inevit,ably lead to t,he esEablishment of a
sizeable number of conjugat,ion classes, with t,he corresponding
mulEiplicaEion of underlying suffixes (i.e. one for each
consonant,), against Ehe grain of Ehe economy principles 126) and
(27) .

An alternat,ive analysis circumvenEing both these difficulties is
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however available:

(30) UR

stem affix
surface

inflected uninflected

c5/. cI/ . cr/. v
we

to
ho

' to stab'
' to point ou*r '
'to catch'

CVC\/C
weroh
tohu$
hopuk

+\A/
+ia
+ia
+ia

.ro.hi.a

.hu.Iii.a

.pu.ki.a

cI/. cr/. <c>
we.ro
to. hu
ho.pu

nhat we are now doing is assigning the ost,ensibly suffix-initial
consonanE to the stem. The immediate consequence of this move
is the reduction of the suffixal allomorphy to /a/ and /ia/. This
remaining allomorphy is moreover reducible t,o rule (/a/ aft.er a
vowe1, and /La/ after a consonant), and consequently, we can do
away with all conjugaEion classes.

we are sti11 seemingly paying the price of a deletion rule
disposing of the underlying stem-final consonant. in uninflecEed
forms. Prince & Smo1ensly, however, point out, that. such deletion
will faIl out of the (inviolable) syllabic template of Maori:
(C)v. fn particular, because codas are disallowed across the
board in t.his langruage, Ehe constraint -CODA will be undominaE.ed,
i.e. placed aE the cop in the ranking (this ranking is of course
stil1 unavailable at t,he time URs are being Learnt,: Prince &

Smolensky are simply anticipating this result. at this point,, note
however thaE the guesEion sEill remains as to what makes the
learner decide precisely for the desired UR in t,he absence of the
relevanE ranking informat,ion). Such a posit,ion in the ranking
(crucially shared with FILL) wiIl ensure delet,ion (more
precisely, underparsing) of E,he underlying stem-final consonanE
of verbs word-finally, and t,hus no specific rule or equivalenE
will be necessary to achieve this result,:

(31)

ct FILL : -COD PARSE ONSET

*

we.ro.h<i>a *l
a

we. ro. <h>i. a *l **

we.roh.i.a
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b FTLL t -COD PARSE ONSET

we.ro.ht] *l

*

we . roh *l

Underlying forms such as /weroh/ are therefore opt.imal in the
context of t,he observed alternation, even Ehough they infringe
t.he Lexicon Optimisation Principle (23). In particular, this
solut.ion is superior Eo t.he one t,hat multiplies the UR of
suffixes, examined above, äs a consequence of t,he Minimal
Redundany Principle (26» (or its bare bone constraint. incarnation
in (27). This means t,hat, in the event of conflict between these
t.vro principles, t.he Minimal Redundany Principle (261 emerges
vicE,orious, since it is precisely this principle t,hat. licenses
violat.ion of t,he faithfulness conditj-ons, and t.hus the existence
of URs diverging from surface forms.

The implications of this scenario for learnability are obvious.
We must. assume t.hat both Ehe Minimal Redundanry Principle (261
and the Lexicon OptimisaEion Principle (23') are uEilised by the
learner as part of t.he general language learning algoriEhm, and
that, this algorit.hm awards greaEer rreighting to t,he former
const.raint (itself crucially restrained by the caveat 'to the
maximal exEent, possible', which obviously stands in t,he way of
wild suppression of surface substance underlyingly). We have
shown thaE,, given Ehis assumpEion, t.he desired results fo1low
aut,omat.ically from t.he set of available data. NoE,e, however, tha!
in t,he real world such data clearly do noE become accessible
instantaneously, and t.herefore Ehe acquisition of URs will
necessitate gradual exposure to a rich array of dat,a over time.

4. Learnability of Constralnt Ranking

we now turn our aEEention Eo the issue of 'learnability of
constraint, ranking, specifically addressed in Tesar & Smolensky
(1993).

As will be recalled, Tesar & Smolensky (1993) assume that. the
basic material available to Ehe learner are surface forms (given)
and their corresponding URs (arrived at in t,he way described in
t,he previous section). Thus, assuming the surface form [tola] for
some hlpot.hetical langnrage LL, Ehe specif ic evidence directly
available to t,he learner will be as in (32) (' [] ' symbolises the
abstract. segimenE resulEing from overparsing; we are obviously
assuming t,hat. epenthetic consonants are realised as tEl in this
language) :
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(32) positive evidence

olas []o.la.<s>

V. CI/C
o.las

* [o.las]

<V> . CI/<C>
<o>. la <s>

L
1

Ito.1a]

The proposed underlying form /olas/ is of course not faithful to
t.he surface form [tola] , and t.herefore we must assume the
existence of alternations in the general data body of Lt
motivat.ing such a degree of abstraet,ness, in line with our
discussion in the previous sect,ion (remember, in particular, that
infringemenEs of Lexicon q)Limisation must be offset by successes
of Minimal Redundancy) .

The parsing corresponding to Lt in (32) is thus empirically
legitimised. By cont.rast., all other parsings generat,ed by Gen
from the given UR will be in conflict wiEh the facLs. Such
parsings (corresponding to languages LZ, L3, L4, eEc., ad
infinit.um given FfLL, all distinct, from Lr), displayed in (33)
beIow, const,it.ute Eherefore negat.ive evidence readily inferable
by Che learner (NB. vowel epenthesis is assumed to be implemented
as til in these langruages) :

( 3 3 ) negat ive ( inferred) evidence :

L2

L
3

* [ ]al

<v>.cr/.c[]
<o>.la.s []

* [Ia.si]

ad inf initum

As can be seen, the legitimate and illegitimate forms (a11 of
t,hem parse 'candidates') in (321 and (33), respectively, incur
(or may incur) a number of constraint, violat,ions. The list of
constraint.s being universal, and therefore unlearned, iE will be
possible for the learner readily to verify such violations, as we

now represent in Ehe table (NB. not tableau!) in (34):

L4
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( 3+ ) Lr candidate evaluation:

: ONS -COD:FILLnuc:PARSE:FILLons

a . *V. CVC .* *

b. *<v>.cr/.<c> ** .
a

c. *<v>.cr/.c[] * *

d. t]v.cr/.<c> * *

The table simply displays which of the various consEraints are
violated by each candidate. Such candidate evaluat.ion is of
course completely independenE of consErainE. ranking (Ehe
consEraint.s are obviously stil1 unranked, the whole point of Ehe
exercise being precisely E.haL of arriving at a ranking on t,he
basis of the raw daEa).

The data in (32) and (33) above (a11 accessible to the learner,
as we have seen) can readily be arranged as daEa pairs, as in
(35) :

(3s) data pairs:

<v> . c5/. <e>

<v>.cr/.c[]

t I v. cr/. <e>

t I v. cr/. <c>

t I v. cI/. <e>

In part,icular, each possible but empirically unsubstantiated
parsing of t,he UR is stat,ed as less harmonic (' -<' ) Ehan the
aEEesEed parsing (corresponding Eo L1 in our example), as
corresponds to t,he general scheme in (36) (in Tesar & Smolensky's
t.erminology, 'subopt,imal' refers to Lhe parsings E.hat. yield
illegit.imate forms, and 'optimal' to Ehe parsing corresponding to
t.he at.test,ed form) :

Specif ica1Iy, each
harmonic t,han its
definition ! ) .

subopEimal parsing ('subopti') is less
opt imal ( ' oPE' ) congener ( indeed bY

Now, such data pairs, auEomatically derived from Ehe conjunction
of Ehe posiEive and negative evidenCe, as we have seen, contain
lhe seed of constraint ranking. In particular, given Ehe logic of
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OT, where harmony is a funct.ion of constraint ranking, the
suboptimaf candidates can only be so if the constraint.s Ehey
vioLate (as manifested in the marks they incur) are ranked higher
than t,he consE.raint.s violated by Ehe opEimal candidat.e:

The next step in t,he procedure consequently involves Ehe
comparison of Ehe constraint violations of each of the suboptimal
candidates with those incurred by the optimal candidate, äs
illust,rated in (38) (the labels a ... d refer to the lines in
t,ab1e ( 34 ) above) :

(38 ) Lr mark-data pairs:

marks ( subopt ) marks ( opr )

t"ons, *-coD)
{ * pensE, * Fi;.,,lot= i

{*pansE, *PARSE} {*pansE, *F:- - 3.=i

<v>.cr/.c[] t I v. cr/. <e> { 
*pansg, *FrLLt'"} {*pansE, 'F:- - 3:s

As can be seen in (38), iE is possible for t,he same constraint. t.c
be violated by boEh the optimal and t,he subopEimal candidare i:
t.he same Line. Such a sit,uat,ion comes under the remit of :he
Cancellat,ion/Domination Lemma of Prince & Smolensky (1993) :

(39) Cancellation/Domination Lemma (Prince & Smolensky 1993) :

Suppose Ewo parses B and C do not incur identical sets
marks. Then B >- C if and only if every mark incurred by
which is not cancelled by a mark of C is dominated by
uncancelled mark of C

f n parEicular, harmony relat,ions are, re,asonably, c;-'.'
established on Ehe basis of uncancelled marks. Eguivaleni-1,',
marks incurred on t.he same const,raint, by boEh candidat,es j-n ::.=
same line have no effecE, on t.heir relat,ive harmony. Accordir.g-;.'
in the next sEep in t,he procedure, marks common Eo b:::.
candidaEes in each line are cancelled from the Eable of mark-:a:a
pairs (cancelLed marks have been st,ruck out, for great,er vis;a-
c-arity):
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(+O) common mark cancellation

marks ( subopt ) marks (opt )

{"ous, *-coD}
{ " 

pansE, * FrLLons }

{*Yl$$fi , *PARSE} {*Pl&\fi, *FrLLot=}

<v>.cr/.c[] il v. cr/. <c> {* Yl&$l , * FrLLnuc 1 {"P$*$fi, *FrLLot=}

The tsab1e in (40), processed directly from the raw evidence, as
we have seen, contains all the data on which the constraint
ranking learning algorithm will operat.e.

In t.he init.ial st,aEe of this algorithm, all constraints are
egually ranked (in fact., Ehey are supposedly unranked), äs
corresponds to their neutral state in Universal Grammar (notice
that this points Eo a Superset, Principle, by which languages
hypothesised at earlier learning sEages are supersets of
langruages hlpothesised later) :

(+ r ) constraint ranking learning algorit,hm ( ' H' 'hierarchy' ) :

initialisation: H = H^

{ous,"-coD, PARSE, Fu,Lnuc, Frr,Lonsl

examined. FILLons and PARSE are violated by the optimal
candidate. In the logic of OT, Ehis means thaE Ehey must be out-
ranked by the const,rainEs violated by the suboptimal candidate,
viz. ONSET and -CODA. In t,he model of Tesar & Smolensky, this
sit,uation induces rearranging of the present. constraint ranking.
In particular, FILLons and PARSE are demoted to the nexE lower
rung of the hierarchy:

ä: {ons, -coD, FrLLnuc}

{ rrr.,lons , PARSE }

highest, - ranked constraints

not -yet - ranked const,raints

Any suboptimal candidate incurring violat,ion of one of the
constraint.s ranked highest in (42l, is automatically account,ed for
by t.he current ranking, for Ehe simple reason that. such a
const.raint. is already ranked higher Ehan FILLons and PARSE, which
have been demoted in (421. ConseguenEly, any line containing a
violation of any of Ehe highest ranking constrainEs can be
eliminated from Ehe compuEation. This obviously disposes of line
a. in t,able (aO); also of line c., where t,he suboptimal candidate
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violates highest-ranked FILLnuc. The mark table is t.herefore
reduced as in (43) :

(43) reduced mark table:

marks subopt marks opt

{*Yl&gl , *PARSE} {" Pt#$fi , * FrLLons }

Not.ice t,haE PARSE, violat,ed by the suboptimal candidat.e in the
remaining 1ine, is not included in Ehe set of highest ranked
constraints in (42).

As expect.ed, the familiar demotion procedure is reapplied to the
reduced mark table in (43):

b: {eanse}

{ rnlons }

The ranking of PARSE above FILLons

next -highest ranked constraints

not -yet -ranked constraints

(4 3 ) . Af ter the removal of t,his
emp Ey , in the obvious hrä}r :

induces removal of line b in
1ine, the mark table becomes

( 4 5 ) reduced mark table :

marks subopt marks opt

Further application of constraint demotion to this Eable simply
terminates the algorithm, since Ehere are no constraints 1eft, E.o

be demoted:

(46) const.raint demotion:

lrrllons) next-highest ranked constrainEs

{} not,-yeE-ranked constraints

The resulting stratj.f ied hierarchy is t,hus as in (47) :

(47') L1 straEified hierarchy:
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{ous t -coD, FrLLnuc }

The crucial points are thaE the algoriEhm t,erminates, and that
t,he outcome has been arrived aE deterministically. The consEraint
ranking responsible for any particular form is therefore
Iogically learnable.

A differenE consideration concerns learnability load. In
parE.icular a 1ogically learnable ranking may not. be learnable in
real t.ime, specifically in the real acquisition t,ime pertinent to
Ehe acguisit,ion of langruage.

Tesar & smolensky (1993) contend however that. Ehis is not the
case. The steps in t,heir argumenE are as follows. First, each
pass through the t.able of mark-daEa pairs must. oucput. at least
one consEraint,. If so, t.he number of passes cannot, be great,er
than t.he number of (universal) constraints ('Ncons.r') . Second,
the number of sEeps in each pass cannot, be greaEer Ehan t.he
number of uncancelled marks in the Eable, i.e. maximally N"or,"t.
x Noairs ('Nouirs' = number of lines in the mark-dat,a table).
Con'sequently^, the total number of steps involved in the
implement.at,ion of the algorit,hm is as in (48):

(4 8 ) learnabi l iry load : (N"orr" t)2 *puirs

The product of this equation is 1ike1y noE to exceed a few
Ehousand, a f igrure readily copable wit,h by t.he neurological
machinery of man. Consequently, not only is const,rainE ranking
Iogical1y learnable, but iE also appears Eo be learnable under
t.he real-world condiEions relevant. t,o language. As things st,and
aE t,he moment, however, this conclusion applies to lexical items
piecemeal, and it, remains to be demonst,rat,ed t,hat, the induct,ion
of the general constraint ranking relevant to any one grammar
indeed is a feasible task. Crucially, learning of a langruage
involves learning of its lexical items, in t.he sense t,hat it
cannots be said t.hat, t.he language is known unless the lexical
it.ems are known. Clearly, if t.he lexical items are known, the
overall ranking, deterministically derived from such itsems, can
be learnt.
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