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The Syntactic and Semantic Properties of Free Relatives in Modern Greek*
Artemis Alexiadou (ZAS, Berlin) & Spyridoula Varlokosta (L'Penn)

artemis@fas.ag-berlin.mpg.de & sparti@linc.cis.upenn.edu

1. Introduction

In addition to 'headed' relatives there exists a type of relative clause which, using the
traditional terminology, 'lacks an overt head'. Such constructions are known as 'free' or
'headless' relatives (henceforth FRs). Unlike 'headed' relatives which modiff a head NP (cf.
(1)), FRs are not head modifiers (cf. (2)). Rather they are arguments of the matrix verb
similarly to wh-questions (cf. (3)):

(1)
(2)
(3)

I will buy the car which you are selling
I wilt buy what(ever) you are sellingl
I don't know what you are selling

FRs have attracted a great deal of attention within linguistic theory. Three major issues have
been the focus of a considerable amount of debate in the generative literature: A) their
semantic properties, B) their matching effects and C) their intemal structure.

A) As shown in (2), FRs in English are introduced by wh-words, which sometimes can be

suffixed by -ever.It has been argued that FRs introduced by plain wh-words have a reading

*Earlier versions of this paper were presented at the GGS 1995 in Jena and at the 2nd International conference on

Greek Linguistics. Many thanks to Elena Anagnostopoulou, Daniel Büring, Anastasia Giannakidou, Alex Grosu,
Geoffrey Horrocks, Jaklin Kornfilt, Andre Meinunger, Renate Musan, Cristina Schmitt, Melita Stavrou, George
Tsoulas and Chris Wilder for discussion.
I 
English exhibits FRs in a number of categories, NPs, PPs, APs, and AdvPs (cf. Bresnan and Grimshaw 1978):

(i) I will buy INP what(ever) you are selling]
John will leave IPP when(ever) Mary leaves]
John will grow IAP however tall his father grew]
I will word my letter [AdvP however carefully you word yours]

Larson (1987) points out that assuming categorial variation for FRs, involves a puzzling asymmetry between full
and free relative clauses since the structure of the former involves a head which is uniquely NP, whereas the
structure of the latter involves a broader range of categories. Furthermore, he points out that the positions
occupied by the FRs are not exactly positions where PP, AP, or AdvP exclusively occur but positions which
admit a broader spectrum of categories whose semantics is locative, temporal, and so forth:

I will leave IFR whenever Mary leaves]

I will leave [AdvP subsequently]

PP on Thursdayl

INP the day that Mary arrives]

Independently, there is evidence that when and where can be seen as bare NP adverbs (cf. Larson 1985, Eng

1986, Alexiadou 1994). Thus, the categorial varie§ of FRs, as put forward in Bresnan and Grimshaw (1978), is
an epiphenomenon. Thoughout this paper we will be assuming that FRs are DPs and that all FRs have a DP
structure, in the spirit of a more unified analysis of FRs a la Larson ( I 987). (We refer the reader to the Appendix
for arguments in favor of the position that FRs are DPs and not CPs).

a.

b.

C.

d.

(ii)
(i ii)



similar to the one of definite NPs like 'the thing', whereas FRs suffixed by -ever have the
meaning of a universal quantifier (cf. Larson 1987):2

(4) a. I ordered what he ordered:
I order the thing he ordered

b. I 
"Ä/ill 

read whatever you assign:
I will read everything/anything you assign

This claim has been challenged first by Jacobson (1988, 1995) and subsequently by others
(Srivastav 7991a,b, Grosu 1994, 1996, Rullmann 1995). These authors argue that what and
whatever can result in both definite and universal readings and that the universal reading of
FRs is due to some other factor. For example, according to Jacobson (1988, 1995) the
universal reading of FRs is in fact a plural definite reading, i.e., it arises because FRs can
denote maximal plural entities.

B) A second property of FR constructions which has attracted a lot of attention is the so-called
Matching Effects FRs exhibit in some languages (first discussed in Grimshaw 1977 md
Bresnan & Grimshaw 1978). Matching refers to the fact that the wh-phrase must be of the
same category as the position associated with the FR in the matrix, as shown in (5):

(5)

(6)

a.

b.

c.

I will love INP [{P whoever] you tell mel
I will love E{P this manl
*I will love [i{P IPP with whom] you go for a walkl

Pare opjon /sopjos erthi
take-ZSg whoever-Acc/* -NOM come-3 Sg

'Take whoever may come'

In languages with overt case marking, we observe Case Matching as well, that is, the case of
the FR pronoun is determined by the matrix verb and not by the verb of the FR clause.
Spanish and Modem Greek (MG) are matching languages (cf. Sufler 1984 for Spanish and
Philippaki & Stavrou 1986 for MG):

C) The third issue of controversy, and one very closely related to the other two just discussed,
is the internal structure of FR constructions. Some researchers have argued that the wh-
phrase in (2) is in the head position and a null nominal is in the clause-internal base position
(cf. Bresnan & Grimshaw 1978). This is claimed to explain the matching effects observed in
some languages (cf. Bresnan & Grimshaw 1978). Additionally, it is argued that an analysis
along these lines provides an explanation for the semantic properties of FRs since the burden
of supplying the quantificational force of a FR is borne by the lexical meaning of the FR wh-
word in the head position (cf. Larson 1987). On the other hand, some other researchers have
argued that the wh-phrase is in Spec, CP while a null nominal occupies the head position,
appealing to some other mechanisms in order to explain the matching effects observed in
some languages (COMP-accessibility hypothesis in Groos & Van Riemsdijk 1981 and for
different varieties of this proposal see Hirschbuehler & Rivero 1981, 1983, Harbert 1983,

2 
Larson's argument in favor of whatever having universal quantificational force comes primarily from 'missing-

Preposition'FR constructions; we refer the reader to Larson (1987) for more details and to Grosu (1996) for a

critic.
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Sufler 1984, Grosu 1994, anrong others) or the semantics of these constructions (type-shifting
operations as in Jacobson 1988, 1995).

In this paper we attempt to shed more light onto the aforementioned issues by examining the
FR construction in MG. But, why Modern Greek? Unlike English FRs, FRs in MG are not
introduced by the same elements that introduce wh-questions, but by a series of pronouns
which are morphologically distinct both from the wh-words used in interrogative
complements and from the series of relative pronouns that introduce 'headed' relatives. This is
shown in (7):3

'The FR series in MG includes the pronouns opjos/a/o 'whoever'o,/i 'whatever', opou'wherever', opote
'whenever', and osos/i/o lit. 'however much/many':

(i) a.

b.

c

d

e.

a.

b.

Tha fao o,ti mu pis
FUT eat-lSg whatever me tell-2Sg
'l will eat what you tell me'

Erxete opj os theli
come-3S whoever want-3s
'Whoever wants, may come'

Pai opou theli
go-3Sg wherever want-3Sg
'He goes wherever he wants'

Erxete opote theli
come-3 Sg whenever want-3Sg
'He comes whenever he wants'

Troi oso theli
eat-3 Sg as mush as want-3 Sg

'He eats as much as he wants'

With the exception of osos, all these pronouns are formed by a wh-element (pjos 'who', ti 'what', pu'where'
pote 'when') and the morpheme o-, which according to some scholars (cf. Andriotis 1967) is related to the
determiner, but according to others (cf. Hatzidakis 1907) is a morpheme responsible for the 'indefinite' reading
these relative pronouns have. Since the opinions vary, we will not put too much weight on the morphological
decomposition of these elements. Our approach here is compatible with either view.

FRs in MG can also be introduced by the -dhipofe series (opjosdhipote'whoever', otidhipote 'whatever',
opoudhipote 'wherever', opotedhipote 'whenever', ososdhipote 'however much/many'). There are distributional
and interpretational differences between the two series which arise from the fact that the -dhipote series has the
distribution and interpretation of a free choice item and thus, a semantically dependent use (see Varlokosta 1995

and Giannakidou in preparation). We will not discuss these cases here; we will rerstrict ourselves to the
o,ti/opjos series.

A final note about the FR pronoun osos: FRs introduced by osos seem to display an 'amount reading'
(see Carslon 1977 for amount relatives) and a behavior similar towhat (cf. Carlson 1977, Grosu 1996). More
specifically, osos FRs, like what FRs, appear with mass nouns or non-individual NPs, unlike the rest of the FR
pronouns:

Ipja oso krasi mu dosane

drank- I Sg as much wine me gave-3Pl
'l drank what wine they gave me'

*lpja oso potiri krasi mu dosane

drank- I S as much glass wine me gave-3Pl
'* I drank what glass wine they gave me'

1
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(7) a. Potisa pjos irthe
asked- 1 Sg who came-3 Sg

'I asked who came'

(Question)

Opjos theli erhete
whoever-NOM want-3 Sg come-3 Sg

'Whoever wants, ffiäy come'

c. Agorasa to spiti pu/to opjo mu arese (Headed Relative)
bought-lSg the-house-ACC thaVwhichme pleased

'I bought the house that I liked'

Besides their distinct morphological composition Modern Greek FRs exhibit very distinct
semantic and syntactic properties. First, although FR pronouns in Modern Greek appear to
behave llke whatever and not like what with respect to a series of diagnostics (cf. Iatridou &
Varlokosta 1995), we will show that their quantificational force is essentially determined by
the tense-aspectual properties of the sentence.

Furthermore, Modern Greek FRs exhibit matching effects. However, these matching effects
are restricted to certain positions, namely object and postverbal subject position. In
(preverbal) subject or dislocated positions FRS may not show matching, that is, (preverbal)
subject and dislocated positions allow for both matching and non-matching FRs (cf.
Philippaki & Stavrou 1986). The option of non-matching FRs in non-subcategorized positions
has been pointed out for Catalan (Hirschbuehler & Rivero 1981, 1983) and Spanish (cf. Sufrer
1984) as well. However, in this paper we show that at least in Modern Greek matching is also
available in preverbal positions. We argue that matching vs. non-matching effects in Modern
Greek FRs simply follow from the fact that these constructions occupy different syntactic
positions; non-matching FRs are instances of Ieft-dislocated structures (including preverbal
subject FRs) whereas matching FRs are either instances of focus constructions or hanging
topics (in the case of subject FRs).

*lpja osa potiria krasi mu dosane

drank-lS as many glasses wine me gave-3Pl
'l drank what glasses of wine they gave me'

Ipja opjo potiri krasi mu dosane

drank whatever glass wine me gave-3Pl
'l drank whatever glass of wine they gave me'

They receive a 'least amount' interpretation

Ipja oso ligo krasi mu dosane

drank-lS as little wine me gave-3Pl
* oso poli
as much

And they occur with Ns which do not cooccur with the other FR pronouns, crucially non-referential amounts:

(iv) zigizi osa/*opja kila perimena oti tha zigize
weighs what/whatever kilos expected-1S that FUT weighed
'he/she weighs what kilos I expected he/she would'

We will not discuss osos FRs here.

4
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Finaly, we will claim that our facts and the conclusions we reach with respect to the syntactic
and semantics properties of Modern Greek FRs are compatible with the analysis of FRs along
the lines of Vergnaud (1974) and Kayne (1995).

The paper is organized as follows: in section 2 we discuss the semantic properties of FRs. in
section 3 we review previous analyses of the structure of FRs. In section 4 we extensively
discuss the Matching effects.

2. The Semantic Properties of FRs

Before we turn to the semantic properties of FRs in MG, we will briefly review the discussion
concerning the semantic properties of FRs in English.

2.1. The Semantic Properties of FRs in English

As we mentioned earlier, it has been argued in the literature (cf. Bresnan & Grimshaw 1978

and Larson 1987) that wh-FRs appear to have an interpretation similar to definite NPs,
whereas ever-FRs have the quantificational force of a universal:

(8)

(e)

a.

b.

I ordered what he ordered :
I order the thing he ordered

I will read whatever you assign -
I will read everything/anything you assign

I read what was on the reading list -
I read everything that was on the reading list

Jacobson (1988, 1995), on the other hand, argues that this distinction is an oversimplification
and that all FRs are ambiguous between a definite and a universal reading (following
essentially Cooper 1983). According to Jacobson, there are FRs introduced by what that
appear to have universal force:

On the other hand, there are FRs introduced by whatever that do not have universal
quantificational force but a meaning much like a definite NP, with -ever simply indicating
ignorance on the part of the speaker as to the identity of the thing in question:a 

5

oThe'speaker's ignorance'reading is first discussed in Jacobson (1988, 1995) who attributes it to Eiliot (1971).

Tredinnick (1995) argues that this tse ofwhatever has an existential presupposition associated with it absent in
the normal use of whatever.

5 
Jacobson (1995) points out the following differences between whatever and universal quantifiers:

I) universals can be modifiedby nearly or almost, whatever cannot:

(i) a. For years I did neally/almost everything/anything you told me

b. *For years I did nearly/almost whatever you told me

II) universals license NPls, whatever does not:

(ii) a. I can read everything Bill ever read

b. *l can read whatever books Bill ever read

5



(10) Everyone who went to whatever movie the Avedon is now showing
said it was boring

Hence, Jacobson concludes that FRs have uniform semantics that are similar to that of definite
NPs, that is, they denote maximal individuals. The apparent universal force of a FR comes
from the fact that it can denote a maximal plural (i.e. non-atomic) entity (or from sum-
formation in Rullmann's (1995) terms).

However, there are arguments in the literature in favor of the original position, put forward in
Bresnan & Grimshaw (i978), ffid Larson (1987), that what has distinct distributional
properties from whatever. All these arguments show that whatever pattems with universals
like every in a number of ways:

r) what can participate in the making of a specificational pseudocleft whatever cannot (cf.
Iatridou and Varlokosta 1995):6

III) universals do not support anaphora by it, whatever does

(iii) a. xEveryone who went to every movie the Avendon is now showing
said it was boring
Everyone who went to whatever movie the Avendon is now
showing said it was boring

b.

However, there is counterevidence to Jacobson's claims about whatever. Concerning Jacobson's point (I),
latridou & Varlokosta (1995) point out that there are other universal quantifiers, namely each and both, that
behave like whatever with respect to modificationby nearly/almost:

( i') xFor years I did nearlylalmost each thing you told rne to do
* I did almost/nearly both things you told rne to do

As for (lI), Tredinnick ( 1995) presents evidence that NPIs are possible in whatever FPts

(ii') He got into trouble for whatever he ever did to anyone
I will go wherever the hell you go

Regardless of the disparity in judgements though, Iatridou & Varlokosta (1995) point out that universal
quantifiers like each and both cannot license NPIs either:

(ii") * I can read each book that Bill ever read
*l can read both books that Bill ever read

Concerning (IIi), Tredinnick (1995) argues that in cases similar to (üib)whatever has the so-called'speaker's
ignorance' reading. Iatridou & Varlokosta (1995) argue that pronominal anaphora is possible in (iiib) because the
sentence has as part of its presupposition that the Avedon is, indeed, showing some (of course, specific) movie
and it is this presupposition that licenses the pronoun; i.e., it is a referential pronoun, not a bound variable. If one

constructs an example with whatever but without the speaker's ignorance reading, anaphora becomes impossible
and Jacobson's sentence becomes bad (contrast iiib) to (iii')):

(iii') *Everyone who talks to whatever woman he meets on the street says she is beautiful

t'latridou & Varlokosta (1995) argue that whatever is not possible in (llb) because in the specificational
pseudocleft the FR functions as the predicate of predication (cf. Williams 1983) and universals cannot serve as

predicates. Jacobson (1988, I995) does not provide an explanation for this fact, nevertheless, she states that this
behavior ofever-FRs "seems to be orthogonal to their quantificational force".

a.

b

a.

b.

a.

b.

6



(11)

(13)

( 14)

a.

b.

c.

What John is is important to himself
*Whatever John is is important to himself
*Everything John is is important to him

He does what must be a difficult job
*He does whatever must be a difficult job
*He does everything that rnust be a difficult job

* O,ti ine o Janis ine arostos
whatever is John-NOM is sick-Masc
'What John is is sick'

ä) What but not whatever can restrict adverbs of quantification (cf. Tredinnick 1995, Iatridou
and Varlokosta 1995):

(12) a. When I go to the store, I mostly buy potatos
b. *Whenever I go to the store I mostly buy potatoesT

c. xEverytime I go to the store I mostly buy potatoes

äi) whatever is incompatible with epistemic modality in its clause (cf. Tredinnick 1995):8

a.

b.

c.

Hence, according to these authors whatever and generally -ever FRs, have universal force
which is derived from the nature of the particle -ever. What about the universal readings of
plain wh-words? Tredinnick (1995) argues that bare wh-words are also compatible with
situations that favor the universal reading, however, they do not have quantificational force of
their own. In contexts which are ambiguous between a definite and a universallyquantified
reading, -ever simply disambiguates in favor of the universal reading (or yields the speaker's
ignorance reading). In contexts which are universally quantified from some other source the
presense of -ever is not redundant, but it performs the function of widening the domain in the
same manner as free choice any does (cf. Kadmon & Landman 1990) (see also Srivastav
l99la and Grosu 1996).

2.2. The Semantic Properties of FRs in MG

Iatridou & Varlokosta (1995) argue that the FR pronoun o,ti in MG behaves not like what but
llke whatever and hence with universals with respect to the aforementioned diagnostics:
1) o,ti does not participate in the formation of specificational pseudo-clefts, although it can
form predicational speudoclefts:

a.

(specrficationat)

'1tZa1 can mean either'on most occasions when I go to the store, I buy potatoes'or'on occasions I go to the
store, most of what I buy is potatoes'. (12b) has only the Iatter interpretation.

3 According to Tredinnick ( 1 995) the ungrammaticality of ( I 3) indicates that whatever can never appear in non-
quantificational environments, such as those of epistemic modality.

7



O,ti ine o Janis ine spanio
whatever is John is rare
'What John is is rare'

rl) o,ti canrtot restrict adverbs of quantificatiorr'e

b.

@redicationat)

( 1 5)

( 16)

(17)

(18)

*O,ti agorazi
whatever buy-3 SG

o Yanis ine
John is

spania akrivo
rarely expensive

iii) o,ti is incompatible with epistemic modality:

a.

b

a.

*Kani

(s/he) does

*o,ti
whatever

o,ti
whatever

na ine dhiskolo
be difficult

prepi
must

To these diagnostics we also add that FRs in MG seem to be able to license NPIs:

prepl na slmvenl
must happen-3Sg

eki ine
there is

fovero
horrible

i Maria
Mary-NOM

Thavune opjus pune kamja kali kuvenda
burry-3Pl whoever-Acc say-3Pl any good word-ACC
ja to Jani

about John-ACC

O,ti ithele pote i Maria to agoraze
whatever wanted ever Mary-NOM it bought-3S

Examples (14) to (17) show that MG FRs pattern distributionally with whatever and not with
what with respect to a number of diagnostics, i.e. a universal reading is strongly preferred
with MG FRs. Does this mean that MG FRs lack definite readings altogether? We would like
to point out that o,ti/opjos are in fact compatible with the definite reading. Consider for
example the following situation, where John went to the bookstore and the speaker utters (18):

b

O Janis agorase o,ti
John-NOM bought FR

tou protine
cl-Gen suggested

The continuation of this sentence could be: namely, any book that Mary likes. (18) can also
result in the speaker's ignorance reading: but I don't know what exactly it was that he bought.
However, the continuation of ( I 8) could also be: namely, War and Piece. In other words, ( 1 8)

is also compatible with a definite reading (i.e. a reading where the speaker knows the identity
of the thing John bought).ro

'The ungrammaticaliry of the example simply indicates the inability of the o,rr-clause to restrict the adverb of
quantification, that is the unavailabilty of the reading in which the adverb quantifies over instances of buying.

't'In MG the definite reading is also expressed by a contrsuction which is headed by the demontrative pronoun
aftos/i/o 'this' and the relative complementizer pou, i.e by a headed relative:

O Yanis efage afto pou mageirepse
John ate this that cooked
'John ate what his mother cooked'

i mitera tou
his mother

8
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In (18) both the verb of the FR and the verb of the main clause is in the past tense and marked
with perfective aspect. If both the main verb and the verb of the FR are in the present tense, as

in (19), only the universal reading arises (note that the present tense in Modern Greek is
always marked with the imperfective stem). (19) means that John buys anything or the things
that Mary suggests to him:

Similarly, different combinations of tense and aspect in the FR and in the main verb result in
various readings:

( 1e)

(20)

(21)

o,ti
FR

O Janis agorazi
John-NOM buys

tou prottnr
cl-Gen suggests

tou proilne
cl-Gen suggested

i Maria
Mary-NOM

i Maria
Mary

O Janis tha agorasi o,ti tou protini i Maria
John FIJT buys-Perf FR cl-Gen suggests Mary-NOM

O Janis agoraze o,ti
John bought-IMP FR

It seems therefore that the tense-aspectual properties of both the matrix and the FR sentence
play a role in the interpretation of the FR clause. This is reminiscent of Srivastav's (1991a)
claim that universality effects arise when the tense-aspectual-modal properties of the clause
(the FR and the main clause) allow the FR to be evaluated in a plurality of worlds, whereas
definiteness effects arise when a multiple world evaluation is incompatible with the tense-
aspect-mood properties of one of the clauses. In (18) perfective aspect forces evaluation at a
single worde, while in (19) imperfective aspect allows a universal like construal.ll

To conclude, Modern Greek FRs appear to behave distributionally like whatever in English
(cf. Iatridou & Varlokosta 1995), however, they result not only in universal interpretations but
are compatible with definite interpretations too. Crucially, MG FRs exhibit both'definite' and
'universal' force.12 Thus, they seem to behave like indefinites in the sense of Heim 1t982;'3 i.,
that they get their quantificational force from their environment.

"Grosu (1996), following Srivastav (1991a), shows that universality effects in English also arise when the
context (in particular generic or modal operators found in both the relative and the matrix) allows the FRs to be

evaluated at a plurality of words; definiteness effects arise when a multiple-world evaluation is inconcistent with
the tense-aspect-mood properties of one of the clauses:

(i) a.

b.

I'll visit who/whoever you visited yesteray at exactly 5 p.m

I'11 visit who/whoever you visit

In (ia), Grosu argues a'definite' reading is present, while in (ib) due to the generic specidications in both clauses a

'universal' construal is established. Thus, English FRs seem to behave similarly to MG FRs in this respect. A
more careful examination of all factors that affect the quantificational nature of (MG) FRs awaits for further
research.

r2 
Potentially the force of the FR is not really that of a universal but that of a generic nominal which is responsible

for the 'on most occasions' interpretation (see Grosu 1996 for discussion).

'' See however Srivastav (l99la) for arguments against an'indefinite'type approach.
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In the next section we turn to the syntactic properties and the structure of FRs. The various
combinations of tense-aspect-mood operators in the FR and the matrix ought, in principle, to
have the same semantic effects whether the wh-phrase is in external head position or it is
clause internal.

3. The Structure of FRs

One of the most controversial issues concerning the structure of FRs has been whether they
have the intemal structure of an NP or their internal structure is similar to that of other wh-
constituents. There arc two main proposals concerning the internal syntax of FR
constructions. According to the first one put forth in Bresnan & Grimshaw (1978), the wh-
phrase is the head of the construction. According to the second proposal, the wh-phrase is

found in Spec,CP of a clause right adjoined to an NP (see Groos and van Riemsdijk 1979).

Larson (1987) points out that, if Bresnan & Grimshaw are correct in analysing the FR pronoun
as the external head of the construction, then the burden of supplying the quantificational
force of an FR is borne by the lexical meaning of the free relative wh-word in head position.
Similarly to ordinary headed NPs, where it is uncontroversial that the definite or universal
meaning is supplied by the lexical meaning of the Determiner the and every, English FRs are

assumed to derive their universal force from the presence of -ever in the external head position
of the clause and their definite reading from the presence of what in the head position (see

Larson 1987 and Kayne 1995). Larson claims that Groos and van Riemsdijk's account cannot
capture the quantificational properties of FRs, since these are related to the lexical items and

cannot be assigned by higher predicates. Yet, Larson is based on the assumption that definite
and universal readings are related to the presence of what and whatever respectively.

Leaving the status of the English FR pronouns aside, we have illustrated in the previous
section, MG FRs exhibit both definite and universal readings with the same pronoun. Seeing

this as evidence that it is not the external head that supplies the definite or universal readings
of MG FRs but rather these readings are determined by other factors, the variabiiity exhibited
should in principle be able to arise irrespectively of the actual structure of the FR clause. To
account for this variability either type shifting operations such as the ones proposed in
Jacobson (1995) and Rullmann (1995) or a clear specification of the conditions under which
the notion of maximalization (cf. Grosu 1996) can be maintained are needed.

In the following sections we will present syntactic evidence that the head-analysis is

not tenable and discuss briefly the syntactic role of the external head, leaving the exact
semantic formalization for further research.

3.1 LCA and the DET-hypothesis

Before we turn to the structure of FRs, Iet us outline our assumptions concerning pirrase

structure and briefly discuss the structure of 'headed' relatives, since our claim is that FRs

should be analysed in a similar manner.

The standard view on the structural representation of relative clauses is that they
adjoined to an XP. Since one consequence of the Linear Corcespondence Axiomla

are right
(LCA cf.

'oTh" 
"ssence 

of Kayne's proposal is that hierarchical structure fully determines linear order, according to the

LCA. The Axiom can be stated as follows: For any two non-terminals X, Y, if X asymmetricallv c-commands

10



Kayne 1995) is that right adjunction is prohibited, relative clauses cannot be right adjoined to
a maximal projection: if Y is adjoined to X, Y asymmetrically c-commands X, the terminals
of Y may only precede those of X in the string. A relative clause string typically follows the
string it is supposed to be adjoined to. Hence, the right-adjunction analysis is excluded. Thus,
relative clauses must be reanalysed as complements of D" or complements of No. The latter
solution, Kayne argues, seems implausible, as the clause does not seem to function as a
complement of a lexical predicate and does not capture certain facts concerning the
interpretation of gaps in relative clauses.ls (22) illustrates the structural configuration we will
urrr-".'u

(22) DP

DO CP

3.2. FÄs and Matching
3.2.1. General Facts

According to Bresnan and Grimshaw (1978), a FR is matching if the syntactic category of the
wh-phrase is of the same category as the whole FR. A FR is non-matching when the wh-

Y then all terminals x dominated by X precede all termirials dominated by Y.

15 
For instance the adjunction hypothesis cannot capture facts involving idiom expressions:

(i) a. The headway that we made was insufficient
b. *The headway was insufficient

The nominal part of the idiom must be generated as the complement of the verb of the expression. Under the head

raising analysis the idiom N head of the relative has raised from the object position of made. A second argument
which has been identified as a problem for the base generated extemal head hypothesis is the lack of deflniteness

effects on the trace of wh-movement:

(ii)

(i)

a.

b.

*there were the men in the garden
the men that there were in the garden

To ti vivlia grafi mu kani endiposi
the what books writes me makes impression
To na agosume aftokinito den ine kali idea
the SUBJ buy- 1PL car-ACC NEG is good idea

me stenahori to pu ise makria
me upsets the that are-ZS away
apo to oti kokkinise katalava tin tarahi tu
from the that blushed-3S understood-1S the excitement his

xena oti efige
a that left-3 S

(iib) shows that it is not a definite DP that is interpreted in the position of the gap. See also Carlson (1977) for
more arguments in favor of the head-raising and the determiner complementation hypothesis.

16 
In support of this, note that MG in general permits CPs to appear as complements of Do, having the distribution

of DPs (see Roussou 1991). In other words, MG has nominalized clauses (cf. i). Furtherrnore, only the definite
singular article can be prefixed, as we see in (ii):

a.

b.

C.

d.

(ii)
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phrase is different from the category corresponding to the syntactic position associated with
the FR relative in the matrix. [n languages with overt case marking, matching requires the case

of the wh-word/FR pronoun to be identical to that of the position the FR clause occupies, i.e.,
the case of the element is determined by the matrix verb.lT

There are thröe language types with respect to matching (cf. also Grosu 1994)

I) strictly matching languages like English:

(23) a.

b
John loves whom you despise
*John loves with whom you go for walks

ushafiands E{P IPP ana pammei] lagl
picking up on which he-lay
'picking up (that) on which he Iay...'

Agapo opjon/*opjos me agapa

love-1S whoever-ACCA{OM me loves
'I love whoever loves me'

II) strictly non-matching languages like Gothic (cf. Harbert 1983), Classical Greek (cf.
Harbert 1983, Stavrou & Philippaki 1987) or Medieval Greek (cf. Chila-Markopoulou 1991).
We observe in (24) that although the syntactic position of the FR is an NP position, the wh-
phrase is a PP:

(24) a.

b.

(Gothic)

aras INP IPP eph'ho] katekeitol
lifting on what he-lay
'picking up (that) on which he lay...'

(Classical Greek)

III) position-dependent non-matching languages like Modern Greek, or Spanish. In these
ianguages matching is obligatory in some contexts but not in others, as we will show in the
next subsection for MG.

3.2.2.MG

MG requires matching FRs in object position, as illustrated in (25a, b) (cf. Philippaki &
Stavrou 1986):

(2s) a.

rT lnterestingly enough identification of morphological appearance suffices, i.e. it is sufficient that the relative
pronoun is marked for a case that is not overtly different from the case assigned to the whole FR as the following
German facts (from Groos & Riemsdijk 1979) show:

[was Du mir gegeben tacc hast]*ey ist prächtig
what you me given have-2S is wonderful

(i)
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Tha voithiso opjon tu dosis to onoma mu
FIJT help-lS whoever-Acc o1-GEN give-2S the name my

*opjou 'whoever-GEN'
*s'opjon'to whoever'
*opju tu'whoever him-GEN'

'I will help whoever you give him my name'

Observe in (25b) that the presence of a genitive clitic in the FR clause is obligatory in order
for the sentence to be grammatical. We will come back to these facts when presenting our
account for Case Matching.

Matching is also required with postverbal subjects, as shown in (26):

Tha timorithi opjos / * opjon piaso

FIJT be punished-3 SG whoever-NOM/-*ACC catch-l Sg

'Whoever I catch will be punished'

On the other hand, in non-subcategorized and in dislocated positions MG permits non-
matching FRs. In other words, in (preverbal) subject (cf. 27a) and in dislocated positions (cf.
27b)both matching and non-matching FRs can appear (cf. Philippaki & Stavrou 1986):

b

(26)

(27)

(28)

a. Opjon I opjos piaso

whoever-Acc /-NOM catch-lS
'Whoever I catch will be punished'

tha timorithi
FUT be punished-3Pl

Opjos i opjon argisi ton timorun
whoever-NoM I -ACC is late-3Sg him-ACC punish-3Pl
'Whoever is late they punish him'

Notice the minimal pair in (26127a). Postverbal FR subjects are obligatorily matching and thus
always marked with Nominative whereas preverbal FR subjects can also be non-matching and
thus marked with either Nominative or Accusative.

Furthermore, observe the presence of the clitic in the matrix clause in (27b). The presence of
the clitic is obligatory in (27b). In the absence of the clitic the non-matching option
(Nominative) is ungrammatical, whereas the matching option (Accusative) can be grammatical
only with heavy stress. We will retum to this point later.

There is further evidence from pied-piping for the pattern just described. In general, pied-
piping is not allowed when the FR is in a subcategorized position. However, when the FR
appears in a dislocated position then pied-piping is obligatory, as the contrast in the following
strings shows:

b.

a.

b

*Kerdize m' opjon epeze mazi
won-3 S with whoever-Acc played-3sc together

M' opjon epeze mazi ton kerdize
with whoever-Acc played-3sc together him won-3sc
'Whoever he/she played with., he/she won against him'
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S'opjon dosis to onoma mu tha ton voithiso
to whoever-Acc give-Zsc the-name my FIJT him help-lsG
'Whoever you give my name to, I will help him'

3. 3 . Previous Analyse.t

In what follows we will review the main analyses that have been proposed in the literature
concerning the Matching Effects and the internal structure of FR constructions attempting to
reformulate them in the spirit of Kayne (1995).

3.3. 1 . The Wh-Head Hypothesiss

The first attempt to account for the properties of FRs was presented in Bresnan & Grimshaw
(1978). According to these authors, matching FRs are constructions with the wh-element base

generated in the head position and a CP adjoined to the wh-element:

(2e) a.

(3 0)

(3 1)

b

*Tha voithiso s' opjon dosis to onoma mou
FIJT help- 1 SG to whoever give the-name my

NP

*Ida opjoo-i ide i adelphi tu-i
saw- 1 S whoever-Acc saw-3 S his sister

,,A-- ,^-.

what(ever) you cook

Let us assume in a Kaynian reformulation of their proposal that the wh-element is base

generated in the Determiner head position, as proposed for MG independently in Horrocks &
Stavrou (1987) and in Philippaki-Warburton & Spyropoulos (1996). In that case apro form is
assumed to be in clause-internal position. This analysis, if tenable, accounts for the matching
effects in a straightforward way, because a head is expected to agree in Case and Category
with the construction it heads. However, there exist arguments based on a number of
languages which show that a 'head' analysis is not possible (for a thorough discussion on
German and Dutch see Groos & fuemsdijk 1979, Pittner 1995, and Grosu 1994 for Romanian,
Afarli 1994 for Norwegian among many others).

In this section we will present some of the arguments against the Head-Hypothesis. First of
all, as Bonneau (1990) points out, if the Head-analysis was onthe righttrack, we would not
expect FRs to allow parasitic gaps and to show WCO effects. However, the prediction is not
borne out, as shown in the following examples:

a.

b. aperripsa opjon fititi edose eksetasis horis na eksetaso

rejected-1SG whoever student gave exams without examine-1S

A further argument against the head proposal can be constructed from word order alternations

in MG. SVO and VSO are equally possible in MG. If the wh-phrase was base generated in Do,
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one would expect that it would be insensitive to these altemations. However. this is not the

case as the ungrammaticality of (32b) indicates:

(32) a. O,ti ithele i Maria to ihe

whatever wanted Mary-NOM it had-3S

I wonder what it is e that you saw
*Bob, who it is e that you saw

Whatever it is e that you saw must have been scarey

b. *O,ti i Maria ithele to ihe

*Opjos ton Petro ton ide mu to ipe
whoever the-Peter-ACC him saw-3 S me it said

The above facts and the claim that preverbal subjects are topics in MG (cf. Philippaki 1985,

Tsimpli 1990, Alexiadou 1994, Anagnostopoulou 1994, Alexiadou & Anagnostopoulou 1995,
1996a among others) illustrate that we are dealing with a movement dependency. That
prevebal subjects are left-dislocated in (32) is shown by the parallel behavior of (32b & 32c),

the latter involves a clitic-left dislocated DP)

Another agrument against the head-hypothesis exploits the constraints imposed by the focus
position of a cleft construction in English is given in Grosu (1994,1996):

c

(33) a.

b

c.

Grosu assumes that focused phrases (in general, and in cleft-constructions in particular) must
include an emphatically stressed element and that focused phrases in clefts have the force of a
comment rather than of a topic. The latter assumption is based on the observation that a phrase

in cleft-focus position may not be manipulated in ways that would force on it a

topic/independent variable construal. For example, it may not be reordered by topicalization
(cf. 33b). Wh-movement is of course permitted (cf. 33a). The grammaticality of (33c) is

accounted for under an analysis which places the wh-phrase in Spec,CP and not in the head

position.

Furthermore, if the wh-phrase was generated in head position, one could not account for the

fact that in some languages, as for instance English and MG, overt complemetizers cannot co-

occur with the overt head.

Finally, if the whole wh-phrase was base-generated in initial position we would not expect
(34) to be grammatical, where the reflexive can be bound by the NP 'Bill'. Assuming
Chomsky's theory (1993) of reconstruction, which only applies to A'-movement, the reflexive
after having been moved overtly to Spec, CP can be reconstructed in its initial position, i.e.

the complement of 'take', where it is bound by the NP 'Bill':

(34) Mary gave Jane whatever pictures of himself Bill had taken

With respect to non-matching FRs, Bresnan & Grimsaw (1978) allow for the possibility that

at least some of these constructions are derived by movement of the initial wh-phrase to

Spec,C'. For instance, in Moroccan Arabic, the FR fails to exhibit the rnatching effect and

allows for pied-piping with the relative morpheme. As Bresnan & Grimshaw point out
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themselves, in cases of pied-piping a movement analysis may lead to the simplest grammar, as

one could not possibly argue that the preposition is base generated in the head position, at
least for the cases where the preposition is not selected by the matrix clause:

(35) ja: m'a mn dwiti
came with whom talked you

To conclude, we consider the crosslinguistic facts as evidence that a Head-analysis for FRs is
not tenable.

3.3.2. The Wh-in-Spec.CP Hypothesis (Groos & Riemsdijk)

Bresnan & Grimshaw's proposal was challenged by Groos & Riemsdijk (1979) who argued
that the wh-element of the FR is in Comp adjoined to a null head:

(36) *L.
N'

N'-.
CP

e i\iP C'

A
what(ever) IP

Let us assume in a Kaynian reformulation of this proposal that the CP is a sister of a null D
head.

Groos & van Riemsdijk (G&R) point out that in languages like German and Dutch, FRs

appear in contexts of extraposition where simple NPs do not occur, but where clauses do.

Thus, the,v assume that extraposed restrictive relatives and FRs should be analysed on a par,
and that in (37b) the clause has been extraposed leaving a null head behind:

(3 7) a. Hans hat den Boten empfangen [den Gretchen ihm geschickt hat]

Hans has the messenger receive who Gretchen him sent has

Hans hat empfanged [wen Gretchen ihm geschickt hat]
Hans has received who Gretchen him sent has

b

To account for the matching effects, the authors propose that in some languages the null head

of the FRs can be, as put in Grosu (1994), by-passed, making the lower Comp accessible to
government from the higher verb. The result is that the wh-phrase is treated as being the head

of the construction with respect to case and subcategorisation properties.

A variety of the G&R proposal is found in Sufler (1984) who proposes that the empty head of
all free relatives is pro. Pro needs to be licensed and identified (cf. Rizzi 1986) and this is
achieved through case-matching according to the case-matching condition which states that
pro mrtst be non-distinct in case from the wh-phrase in Spec,CP. In languages such as

Spanish, when the free relative is already in subject position, pro is determined by Infl, so the
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case-matching does not apply (see Chila-Markopoulou 1991 for an analysis of MG FRs along
the lines of Sufler 1983). In English, Infl does not determine pro, thus case-matching must
apply.

Grosu (199416) proposes that the null element pro plays the role of an anaphor. The clause
itself serve as a sort of an antecedent to the external nominal. Anaphora in this case is
characterized as follows: the antecedent and the anaphor combine together to form a single
mention of a set. The antecedent is seen to be discourse novel. As Grosu atgues, pro has to be
identified FR-intemally. The basic mechanism for the licensing of the FR head is Case. The
domain of pro identification is the minimal domain of the head which includes its
complements and the constituents adjoined to it and its projections.

This wh-in-Spec,CP analysis captures the pied-piping facts and the movement dependencies

being able to account for all the problems that we have pointed out for B&G's approach,
namely the WCO, the parasitic gaps and the reconstruction. It is considered as the most
appropriated one for the non-matching cases. Hence, we will assume it throughout.

However, Bonneau (1990) points out several theoretical problems within the GB framework
which this analysis faces. Namely, it is not clear how the governing head would govem inside
S' when this S' is not an argument of the head of the relative nor of the governing head.

Additionally, this analysis entails that in matching cases the category-requirement of the V
must be satisfied after wh-movement to COMP. These problems do not arise with the Kaynian
structure. In section 4 we will present a way in which such theoretical problems can be dealt
with and how Matching can be accounted for in a more straightforward way. In our alternative
analysis, we will not appeal to pro but rather to the observation in both Sufler and Grosu that
matching is a property of the morphological component and does not involve syntactic
identity. Note also that an analysis which uses pro cannot straightforwadly capture the
quantificational properties of FRs, sincepro does not support universal readings.

3.3.3 Mixed Analvses

In order to account for the matching effects, Borsley (1984), Hirschbuehler (1976) and

Vergnaud (1974), have proposed that the wh-phrase moves first to Comp and then to the head
position.ls Crucially, both structures are exploited: Bresnan and Grimshaw's structure for
completely matching cases and G&R's structure for non-matching cases. A version of this
approach has been proposed for MG by Philippaki & Stavrou (1986). They argue that in the
matching cases the phrase raises into head position, whereas in the non-matching ones. it
remains in COMP. The basic problem an analysis along these line faces is that it seems to
involve improper movement from an A'to an A position (cf. Chila-Markopoulou 1991).

A version of these mixed proposals is put forth in Kayne (1995). In his brief discussion of
English FRs, he suggests that -ever is in Do. The wh-phrase raises from inside its clause first
to Spec,CP and subsequently incorporates into the Do. This is a case of N-to-D movement,
which is obligatory since -ever has a clitic nature and for reasons of Case licensing, though the
latter notion is not further specified. According to Kayne, this analysis explains the
impossibility of (38), where -ever carvtot co-occur with an overt determnier:

'* Alto Haider (198S) proposes a kind of mixed analysis where the wh-phrase is both the head of the NP and the

specifier of CP.
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(38) *We will hire the people whoever you choose

However. the 'cleft-focus' data presented above indicate that such an analysis cannot be along
the right lines.

4. Matching and Positions
41 MG

Before turning to the intemal syntax of the free relatives in MG let us first deal with matching
vs. non matching relatives in subject/object position.

With respect to matching FRs in object positions and non-matching FRs as the ones in
(28&29b), the account given in Hirschbuehler & Rivero (1981) can in principle be

maintained. A number of qualifications with respect to the former will follow in the section
dealing with the internal structure of FRs.

Let us now have a closer look at subject and dislocated FRs. As we have seen in section 3.2,

the generalization that pro-drop languages allow for non-matching relatives in subject
position is not correct. By this, however we do not imply that the pro-drop nature of the
language is not a factor determining the form of FRs. What is meant is that the data are more
subtle than originally assumed. Thus, there appear to exist cases where FRs in subject position
are matching. Below we repeat the relevant cases. (39a) is an example with a optionally
rnatching FR in preverbal subject position, (39b) shows that a matching FR is obligatory in
post-verbal subject position. §ote that MG does not stand alone in this contrast: similar facts
are reported in Grosu (1994) for Romanian and Izvorski (1996) for Bulgarian):

(3e) a.

b.

Opjon I opjos
whoever-Acc /-NOM

tha timorithi
FUT be punished-3Pl

plaso

catch- 1S

Tha timorithi opjos / *opjon piaso

FI-IT be punished-3 SG whoever-NOM/-*ACC catch-l Sg

How is this contrast to be accounted for? First of all with respect to the non-matching FRs in
preverbal subject position, we would like to propose that they involve left dislocation.
Crucially, FRs -which are DPs- behave like the other DP preverbal subjects in languages like
MG, a pro-drop language, (see Philippaki-Warburton 1985, Tsimpli, 1990, Alexiadou &
Anagnostopoulou 1995,1996a a.o. for discussion). Left-dislocated DPs are base generated in
initial position and thus always non-matchirrg.'' The fact that in languages like German and

English matching FRs appear in preverbal position FRs has to do with the unavailability of
pro-drop in these languages. In these languages but not in MG or Spanish the subject DP has

to move from its base position to Spec,IP to check the EPP feature in I (see Chomsky 1995

and Alexiadou & Anagnostopoulou 1995, 1996a for a comparative study of subjects in Null
Subject Languages and Germanic). Our proposal follows the intuition in Hirschbuehler and

Rivero (1983) unifying dislocated and preverbal subject positions. Supporting evidence for
our claim is presented below. As (a0) shows, left- dislocated FRs precede wh-constituents:

") Usually in these cases co-indexation between the left-dislocated FR and pro inside the IP is assumed
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(40)

(41)

As discussed in Alexiadou (1994) for MG, topics precede wh-constituents (see also Tsimpli
1990). (40) illustrates precisely this point. Therefore, the behavior exhibited b1'non-matching
subject FRs is essentially the same as the one of dislocated FRs in general. The only
difference between dislocated object FRs (which can be matching (cf. 41a)) and non-rnatching

subject FRs is the presence of an overt clitic in the former which pattern similarly to left-
dislocated object NPs:

opjon nikisume stus telikus ti tha kerdisi
whoever-Acc win-1PL in the finals what will he win

Opjon argisi ton timoroun
whoever-Acc is late cl-ACC punish-3Pl

I fitites, oli i kathigites tous ipostirizoun
the students-NOM all the professors c1-ACC support-3Pl
'The students all the professors support them'

Tus fitites, oli i kathigites tus ipostirizoun
the-students-Acc all the professors c1-ACC support-3Pl
'The students all the professors support them'

:F I FITITES ipostirizoun oli i kathigites
the students-NOM support-3Pl all the professors

a.

to Jani ton timorisan
the-John-ACC cl-ACC punished-3Pl

Let us turn now to matching FR in preverbal subject (27a) as well as object (27b) position.
The matching effect exhibited in these cases is a characteristic of focused constituents (see

Tsimpli i990 and Aggouraki 1990 on Focus). One major difference between dislocated and

focused noun phrases concerns the type of case assigned. Dislocated noun phrases bear the
case assigned to the resumptive clitic they are linked to (instances of Left Dislocation (cf.
42b)) or the default Nominative case (instances of Hanging Topics (cf. a2$). For discussion
on the differences between Left-Dislocation and Hanging Topics in MG see Alexiadou
(1994), Anagnostopoulou (1994), and generally Cinque (1990) a.o. Focused noun phrases

bear the case assigned to the argument position they are linked to (cf. Tsimpli 1990 and 43b
below):

b

(42) a.

(43) a.

b

TOIJS FITITES ipostirizoun oli i kathigites
the-students-Acc upport-3Pl all the professors

This is exactly the pattern exhibited by matching preverbal subject FRs; they bear the case

assigned to the argument position they are linked to. We would like therefore to argue that
matching subject FRs are instances of focus, at least some of them (see also Izvorski 1996 for
a similar conclusion independently). These FRs are sharply different from the ones that we
proposed to analyse in terms of left dislocation. Rather, these are moved to clause initial
position in a manner parallel to the movement of focused constituents in MG. Crucially, these

FRs are arguments and are linked to an argument position through a movement chain. This is
illustrated in (44):

b
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(44)

(1s)

(46)

(17)

(48)

(4e)

FP

DP(FR)i F'

o

VP

V'

We will come back to matching subject cases shortly, after we examine the non-matching
preverbal object FRs, like (27b) repeated here as (45):

ti

These are clearly not instances of focus. First, as noted, a typical characteristic of focus is the
absence of a resumptive clitic pronoun and in @5) a clitic is present. Second and most
importantly, Focus preverbal object FRs are possible in Modern Greek, but they are always
matching and bear heavylfocal stress as the contrast in (46a&b) indicates. This is expected
under the assumption that focused constituents are fronted from their base position to
Spec,FP:

Opjos argisi ton timoroun
Whoever-NoM is late c1-ACC punish-3Pl

OPJON ARGISI timoroun
Whoever-Acc is late punish-3Pl

*o Janis ipe oti o Nikos den ton andehi
the John-NOM said that the-Nikos-NoM NEG c1-ACC stand-3S

O Janis, afton den ton andeho
the-John-NoM him NEG c1-ACC stand-1S

O Janis ipe oti opjon/*opjos argisi
the-John-NOM said that whoever-ACC/whoever-NOM is late
ton timoroun
cl-ACC punish-3Pl

a.

*OPJOS ARGISI timoroun
Whoever-NoM is late punish-3Pl

What about (45) then? We propose that (45) is an instance of a Hanging Topic, also base
generated in initial position. The default Nominative case and the presence of a resumptive
clitic are characteristics of Hanging Topics. Furthermore, these cases pattern like Hanging
Topics with respect to two more diagnostics. Hanging Topicalization is a root phenomenon, as
indicated by the ungrammaticality of @7). Moreover, Hanging Topics are characterized by the
presence of an emphatic pronoun, as shown in (a8).

b

This is exactly the behavior we observe with object non-matching FRs in preverbal position:
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(50)

(s 1)

Returning now to the matching preverbal subject cases like (27a/39a), we would like to make
a few clarifying points. We proposed that these cases are instances of focus. In fact there are
two varieties of matching preverbal subject FRs. Those that are focused and which are

characterized by a heavy/focal stress. FRs of this sort are essentially answers to the question
"Who will be punished" (cf. 51). But there is another variety of matching preverbal subject
FRs, those that do not bear heavy stress but are characterized by an intonational break (cf.52):

Opjos/*Opjon argisi,
whoever-NOM/whoever-Acc is late

O Janis pistevi oti
the John-NOM believes that
tha timorithi
FIJT be punished-3s

afton ton timoroun
him cl-ACC punish-3Pl

(s2)

OPJOS PIASO tha timorithi
whoever-NoM catch-l S FUT be-punished-3s
'Whoever I catch will be punished'

Opjos piaso, tha timorithi
whoever-NoM catch- 1S FUT be-punished-3 S

'Whoever I catch will be punished'

We propose that the latter are Hanging Topics. They bear the default Nominative case and

they are not allowed in embedded contexts (cf. 53). Moreover, they do permit an emphatic
pronoun (cf. 54):

(s3)

(54)

*opjos/OPJOS piaso

whoever-NoM catch-lS

Let us conclude this section by discussing postverbal FRs which are also matching as we have
shown above (cf. 26139b). Postverbal subject in general in a language like MG are either
focused or part of the focus (see Alexiadou 1995 for discussion). However, one could not
possibly attribute the appearance of matching relatives in these positions to their 'focus'
nature. What seems to be essential for their matching properties is the syntactic position they
occupy which is an argument position. In these cases, the FR remains in Spec,VP as all
subjects in inverted constructions in MG (see Alexiadou & Anagnostopoulou 1995, 7996afor
discussion). In support of this, consider the following strings:

Opjos/*OPJOS piaso aftos tha timorithi
whoever-NoM catch-lS him FUT be punished-3s

ihe fai kala opios/xopion ihame kalesi sto parti
has eaten well whoever-NOM/whoever-ACC had-lPl- invited to-the-party
ihe fai kala o Janis

has eaten well the-John-NoM

(5 s) a.

b

(55a) is parallel to (55b). The order of the elements in the above examples, is participle. light
manner adverb and subject. In Alexiadou (1994) the relative order of the participle, and the

light manner adverb which marks the left edge of the VP, was taken as evidence for arguing
that the participle has moved out of the VP to the AspP (and see Varlokosta, Vainikka and
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Rohrbacher 1996 for a similar proposal on the basis of acquisition data). In both cases the
subject follows the adverb. Hence, we can conclude that the subject (the FR and the DP) is VP
internal. Thus, what seems to be crucial for the matching factor is the argument vs. non-
argument position. From the above facts we can conclude that FRs in argument position are

necessarily matching (see also Izvorski 1996 for similar ideas). Subject FRs which are left
dislocated need not be matching. Moreover, object and subject Hanging left dislocated FRs
which are ba§e generated in initial position are also expected to be non-matching.

4.2. Sonte Comparative Remarks

Strictly matching languages such as German allow for non-matching FRs in dislocated
positions (data from Grosu 1994). However, Ianguages such as English and French have

matching FRs even in contexts of left-dislocation. As known, pied-piping is generally banned
in English (cf. 56b&c [c from Grosu 1994D.

(56) a. wonach man eifrig strebt, das bleibt oft unerreicht
what-after one eagerly aspires, that remains often unattained'
'That towards which one eagerly aspires that remains often, beyond
reach'

?xTo whatever place you go, I do not care
*With whom you spoke,I do not want to see him any more

In whatever state he is, just ignore him

b,

c.

For the German cases an analysis along the lines of our proposal for dislocated FRs in MG is
in order. English and French pose a problem for such an approach. However, witness the
following example which show that dislocated FRs in English at the left edge are not that bad:

(s7)

If the judgements in (57) turn out to be widely accepted, then even in English in dislocated
positions non-matching FRs are possible. Thus, their treatment can be parallei to the Greek
cases.

Languages such as Classical Greek, Latin and Gothic permit non-matching FRs in object
position as well. As Grosu (1994) points out, in those cases what seems to be pied-piping is
nothing other than what he calls Kase. Under his view both Prepositions and Case are viewed
as special instances of a more general category called Kase.In other words, Prepositions are

regarded as a sort of Case (see also Sufler 1984). Kase is assumed to be the highest functional
category in a sequence of projections of a nominal extended projection. Grosu argues that
universally material that it is not included in the Extended Projection of the wh-phrase cannot

be pied-piped. Also Emonds (1993) proposes that prepositions and morphological case

markings actually play the same role in case-assignment. This property is open to linguistic
variation. If this is true, and in order to be able to reach a conclusion a more careful and

detailed study of corpora of the above mentioned 'dead' languages is needed, then these cases

can be straightforwardly accounted for.

Having dealt with the matching/non-matching FRs with respect to the positions they occupy,
let us turn to some details of their internal syntax and to the issue of Case-Matching.
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4.3. D-CP and Case Matching

As mentioned, we assume that FRs are nominal constructions. Their clausal §,pe internal
syntax is linked to the presence of a CP which is embedded to the nominal head responsible
for the nominal properties of the constructions. We take this nominal head to be a D head.
That a nominal head must be assumed to occupy the head position follows from the fact that
these construction show exactly the distribution of uncontroversial nominal constructions (cf.
the discussion in section 4 and the appendix). We believe that the presence of D actually
makes the clause into a nominal argument. As Borsley & Kornfilt (1996) point out clausal
constructions with nominal features are a consequence of the association of verbal functional
categories with one (or more) nominal fucntional categories, appearing above any verbal
functional categories. Thus, the possibility of CPs to appear in positions strictly reserved for
DPs is linked to presence of the determiner.20

Stavrou & Philippaki-Warburton (1987) argue that the suffix 'o-' which differentiates between
question wh-phrases and free relative pronouns (see footnote 3) is situtated in Do given that it
is very similar to the definite article o 'the'.21 If this was the case, we could in principle
account for the adjacency between the 'o' in D" and the wh-word in Spec,CP and the
movement dependenies observed. However, there are some problems with such a proposal.
The fact that we find non-matching relatives preceded by a preposition (cf. 58), strongly
suggests that the whole phrase is in Spec,CP:

(5 8) m'opjon epeze ton kerdize
with whoever-Acc played-3S cl-ACC won-3s
'lit- She won whoever she played against'

The light preposition that precedes the wh-pronoun could potentially be analysed as a case

marker (cf. Vergnaud 1975 and the analysis of the English cases /o however many people one
speaks, it is never enough in Kayne 1995. See also Sufler 1984 and Grosu 1994).If this is the
so, then the preposition must be part of the projection of the wh-phrase. Crucially, one cannot
argue that the preposition is base generated in Do together with 'o'. Thus, such a proposal
under which'o-' is in D cannot be maintained.

Moreover, we proposed that the wh- pronoun obligatorily raises to Spec, CP. It is clear that
the movement to Spec,CP is A'-movement due to the presence of some strong nominal (wh)
feature in C (Chomsky lgg5).22 This being so, how can we account for Case Matching?
Kayne (1995) implicitly proposes that Case Matching is the result of the movement of the wh-
phrase from Spec,CP to Do. We will show that such a movement is not n"".ss*y."

'o Roussou ( I 991) in her discussion of MG nominalized clauses (see footnote I 6) accounts for the presence of the
determiner as follows: the determiner is present for reasons of case assignment to a CP, since as Kayne (1984),
Scabolcsi (1987), Ouhalla (1988), among others argue the function of C is to turn the proposition into something
that can function as an argument. Roussou argues that if the above proposals are on the right track, then
nominalization is not due to D, since C is responsible for this role, but rather D is present for case reasons.
2r Actually Stavrou & Philippaki-Warburton in order to derive the adjaceny propose that the wh-word
subsequently right-adjoins to D".

" Not" that the wh-phrase in itself cannot move to check its case in a higher position as this would be an instance
of improper movement. If checking of case-features takes place these would be the features of the whole DP
which includes the FR.

"Kayne crucially follows Larson's (19S7) analysis. Note that Kayne proposes that only the wh-head moves to
Do.
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When the FR appears in a non argument position the wh-phrase obeys the case and
subcategorizätion requirements of the predicate of its clause. When the FR appears in
argument position, the DP which includes the FR and the FR pronoun have the case that the
non-complex DP arguments of the matrix predicate would have:

(5e)

(60)

a.

b

agapo to Jani

love-lS the-John-Acc
'I love John

agapo opjon me agapa

love- 1 S whoever-Acc me loves
'I love whoever-Acc

tha agapiso opjon tu dosi ena vivlio o pateras mu
FUT love-lS whoever-ACC cl-GEN give-3S a book-ACC the-father-NOM my

*opjou 'whoever-GEN'
*s'opjon'to whoever'
*opju tu'whoever him-GEN'

In (59b) the FR pronoun shows up in accusative case, the case the whole FR clause is
associated with. In the embedded CP though, the pronoun is interpreted as the subject and
should be associated with Nominative case. In (60) we see that the presence of a clitic in the
genitive is obligatory, but the wh-pronoun carries accusative which is associated with the
matrix predicate.

In the following we attempt an approach to Case matching which dispenses with the problems
of the COMP Accessibility Hypothesis, following the intuitions in Sufler (1984), Grosu
(1994) and Marantz's (1991) proposal conceming Case Theory. As we have already pointed
out, matching is relevant for the morphological component and it does not concern abstract
syntactic identity. In other words it seems to be relevant for the PF and not for the LF
interface. As is well known, all NPs appear at PF bearing a certain case affix. Maruntz (1991)
argues that the licensing of arguments is not related to the presence of Case or of any
morphological properties, but rather the surface apperance of arguments is linked to the
relations these bear to items in whose domain they appear. Case affrxation takes place after
Spell-Out and more specifically at Morphological Structure (MS). Case realisation is based
on what'govems' any link in the chain NP headed by N+Case and depends on which elements
at MS govern the DP that is headed by the D that governs the N to which the case affix is
attached.

Let us assume that'government' can be recasted in terms of the notion of complement domain
of a head which includes the complement of that head and whatever this complement
dominates (see Chomsky 1995: 178). In other words, let us assume that what matters for Case

realisation is in whose element's complement domain the NP (or any link of its chain) will
appear at MS. Now after Spell-out and thus at MS the N+Case under investigation, i.e. the
wh-phrase, appems in the compement domain of Do since it appears in the Spec, of the

complement of D". D" appears in the complement domain of the higher predicate which
determines the case features associated with the position of the FR and thus with the wh-
phrase. The specific case requirements in a configuration like (59b) force accusative case
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affixation.2o Si-il* configurations do not arise in dislocated contexts, i.e. the Do does not
appear in the complement domain of any predicate, thus non-matching is possible. The wh-
phrase, which must enter PF with Case specification, receives the Case associated with a link
of its chain.

This proposal can also account for the data in (60). However, something more needs to be said
here concerning the obligatory presence of a genitive clitic. As discussed in Alexiadou &
Anagnostopoulou (1996b) for Restrictive Relative Clauses with genitive clitics, in MG the
Goal argument can be introduced by an overt P. Alternatively, the Goal is introduced by a
covert P which is licensed by a clitic:

(6 1) a.

b

C.

edosa to vivlio sti Maria
gave- 1 S the-book-Acc to-the Mary-ACC
'I gave the book to Mary'

An empty dative preposition is licensed iff (i) or (ii)
(i) [p0] is identified by dative case morphology
(ii) [p0] is incorporated at some level into a verb

tis edosa to vivlio tis Marias
cl-GEN gave- I S the-book the-Mary-GEN

Relativization of goal arguments is possible in languages where a dative agreement marker, in
the form of a clitic, is present IP internally. (61c) illustrates a head-raising analysis of these
constructions:

o [cp anthroposi pu [rp tu eftiaksa ena keik [pp Oo [np tr]]]]
the person that c1-GEN made a cake

In this case, the PP remains in situ and the clitic serves to identi$r the empty preposition
which is stranded after the NP moves to Spec,CP. More specifically, the authors follow den
Dikken's (1992) proposal, according to which empty prepositions in languages with rich
morphological case can be licensed by the morphological case markings obeying the principle
below:

(62)

As Alexiadou & Anagnostopoulou (1996b) point out, the genitive morphology in Greek is not
sufficient to identify an empty P. Hence, to account for the Greek facts in (61c) they assume
that the clitic is needed to identify the empty preposition after the NP has moved. In other
words the clitic must be treated as the essential part of dative morphology in Greek. The
genitive morpheme alone is not sufficient to identify an empty preposition. The same
reasoning can account for the clitic in (60): it is needed to identify the empty preposition after
wh-movement to Spec,CP.

5. Conclusion

In this paper we have discussed the semantic and syntactic properties of FRs in MG. We have
shown that FRs in MG show quantificational variability regulated by their environment.

2a 
The wh-phrase in focused matching FRs receives the case it would receive in its argument position being linked

to it via a movement dependency.
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Moreover, we have discussed the patterns of (non-)matching and provided an account for
Case Matching exploiting theories of Late Insertion (cf. Marantz l99l) and the technical
apparatus in Chomsky (1995).

6. Appendix: FRs are not CPs

FR clauses bear a close superficial resemblance to interrogative complements in a number of
languages. Both are introduced by wh-words and both contain gaps:

(t )

(2)

(3)

a.

a.

a.

b

Je me demande qui tu as vu
I me-DAT ask who you AUX seen

'I wonder who vou saw'

J' ai vu qui tu as vu
I AUX see who you AIJX seen

'I saw who you saw'

Ich frage mich, was Du willst
I ask myself what you want
'I wonder what you want'

Potisa pjos/*opj os inhe
asked- 1 Sg who / whoever came-3 Sg

'I asked who came'

Opjos i *pjos theli erhete
whoever-NoM / who want-3Sg come-3Sg
'Whoever wants. may come'

(French)

(German)

(Question)

mach was Du willst
do what you want
'Do what you want'

Hence. a number of researchers have attempted to assimilate FRs to indirect Wh-clauses
(Jacobson 1988, 1995, Rooryck 1994, Afarli 1994). The main arguments used by the
advocates of this approach ate, first, the morphological identity of FRs and indirect Wh-
questions, and second, their semantic similarity. Thus, Jacobson (1988, 1995), for example,
suggests that FRs and wh-questions have a similar meaning which should be distinguished
from that of a relative clause. In particular, according to Jacobson a relative clause 'which I
ate' denotes a set of individuals which I ate. Therefore, relative which is an identity function
on properties. On the other hand, the wh-phrase in 'what John ate' has as its predicative
meaning the set of maximal plural entities that John ate.

Although FRs in some languages seem to have a close superficial resemblance to wh-
complements, there is a large number of properties which distinguish the two:
(i) As we have already seen, in several languages, MG among them, FRs are introduced by
morphologically distinct elements. The examples from MG are repeated below:

b

b

26

(rR)



(ii) Contra Jacobson (i988, 1995), Tredinnick (1995) points out that there are some
interpretational differences between interrogatives and FRs. Crucially (4a) is equivalent to
(4b) and not to (4c), whereas (5a) is equivalent to (5c) and not (5b). In other words, the
interpretation of the gap in indirect questions is an answer to a question, whereas the content
of the gap in FRs is the content of the FR as a whole:

(4)

(s)

(5)

(6)

(7)

a.

b.

c.

a.

b.

c.

John knows what Mary ate
John knows the answer to the question what Mary ate
*John knows x. Mary ate x.

Mary ate what John cooked
*Mary ate the answer to the question what did John cook
Mary ate x. John cooked x.

Rotise *posus / posi ithelan na erthun
asked-3Sg how many-ACC / -NIOM wanted-3Pl to come

Aftos ine o politikos-i pu den ksero pjos-j dorodokise t-1

this is the politician that NEG know-lSg who-NOM bribed-3Sg

*Aftos ine o politikos-i pu miso opjon-j dorodokise t-i
this is the politician that hate-1Sg whoever bribed-3Sg

?These are the readers to whom I know what books
the NYT recomrnends

(iii) FRs and interrogatives behave differently with respect to matching effects. Wh-clauses do
not seem to show matching effects:

Funher support comes from the fact that a kind of FR construction which has been
uncontroversially analyzed as a bare CP, namely infinitival or subjunctive FRs (cf. Grosu
1989,1994) do not exhibit matching effects, unlike the garden variety of FR constructions and
similarly to interrogatives.

(iv) FRs differ from indirect wh-clauses with respect to island properties: in particular,
extraction of arguments out of the wh-NP gives rise to strong ungrammaticality in the case of
FRs as opposed to indirect wh-questions. If FRs were CPs then we would expect no difference
in grammaticality between (6a) and (6b), since MG doesn't obey the wh-island constraint (cf.
Horrocks & Stavrou 1987), and only a weak wh-island violation in English (7b), both contrary
to fact:

a.

b.

a

b. *These are the readers to whom I buy whatever books
the NYT recommends

(v) Wh-questions in MG must be acompanied by the definite determiner when they appear in
the subject position of the sentense. FRs cannot (cf. Philippaki & Stavrou 1986):
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(8)

(e)

To ti psemata lei
the what lies say-3 sg

'It cannot be described what lies s/he says'

den perigrafete
not be described

amesos
immediately

(vi) In English, -ever is always a bound form in FRs, whereas it can be unbound in
interrogatives:

*To oti vivlia grafei pouliounte
the whatever books write-3sg are sold
'Whatever books s/he writes are sold immediately'

Further differences have been pointed out in Bresnan and Grimshaw (1978)

(10)

(11)

(12)

a.

b.

*I kissed who he ever kissed
Who did he ever kiss?

* Sara ate which dish John cooked
Sara wondered which dish John cooked
Sara ate what John cooked
Sara ate broccoli
We will live in whatever town you want
We will live in Athens

It is not obvious to me whether you are tall enough
*It surprised John whoever came

(vii) Interrogatives are sentential constructions, whereas FRs appear in NP positions as

complements of Vs and Ps:

a.

a'.

b.

b.t

C.

ct.

(viii) Interrogatives may appear extraposed from it, FRs may not:

a.

b.

Given this evidence, we conclude with other researchers that FRs are DPs (see Larson 1987,
Hirschbuehler & Rivero 1981 , Grosu 1994, among others).
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On E,he interyret,ation of Spanish n.-\dorCsiErena Herburge r, usczrnro 7 / Lg / g6

In some environments, it Seems that n-word.s2 like nada,
nad.ie, ningai.n should be transrated as the negative quantifiers
(NQs) nothing, nobody, no, whereas in other contexE they pattern
more closely Eo the negative polarity it,ems (Nprs) anything,
anybody, any. Thus, in the stand.ard paradigm exemplified in (1)

anc (2) , the n-words in the (a) sentences occur rdithout a

licensing negration, suggesEing that they are Nes. At, the same

time, in t,he (b) sentences the negation is necessary for the n-
word. t.o be acceptable, which strongly recalls the behavior of
NPIs:

(1) a. NaCie vino
\T-body came

b. * (No ) vino naCie
Not, came n-boCy
'NoboCy calne'

Q) a. Yo nunca habia estado en C6rdoba
I n-ever had been to Cordaba
b. Yo * (no) habia estado en C6rdoba nunca
I not had been to Cordoba n-ever
'T had never been to Cordoba'/'T had not ever been to
Cordoba'

on :he most simple-minded analysis, (1) and (2) would indicate

lln writ.ing this paper, r have benefitted a great deal fron
discussions Filippo Beghelli, Norbert Hornstein, Paco Ordofr.ez,
Barry Schein, Juan Uriagereka, and Miriam Uribe-Etxebarria. Juan
Uriagereka provided me with a crucial piece of data, ät a crucial
mom.ent, when he came across E,he Rodoreda example cited in the
tex:.

2Tkre term is due t,o Laka ( L 9 9 0 )



that n-words ale lexicarly ambiguous between Nes and. Nprs - Ehe
n-words in the (a) sentences are Nes, while the n-word.s in the
(b) sentences are Nprs. Less simple-mindedly, but in a simirar
vein, it has been argued that n-words are IexicaI1y
underspecifieC as to whether they are NQs and NPIs and receive
the relevant feature from the syntax (cf. Longobard.i Lg87, cited.
aft.er Zanuttini L991): when they appear in preverbal position
they are. assigrned the feature +no by rnf1, when they appear in
postverbal position they carry the..feature +ärg, cf . also van d.er
Wouden and Zwar:s (L994).

Both the approach that treats n-words as lexically ambiguous
and the approach that t,reats them as lexically underspecified
have not seemei. maximally eleganE to researchers in recent years.
ft is not surpri-sing then that several receni stud.ies of n-word,s
have resisted ad.opting' such treatmenEs, and aimed for univocal
analysis of n-words instead. On the one hanC, there is what, I
would like to call the NPl-analysis, which maint,aj.ns that n-words
are univocally l[PIs, cf. e.g. Bosque (1-980), Laka (1_990), Sufr.er
(1995). The opposite d.irection is taken by the Ne analysis,
which uniformly analyzes n-words as Nes (cf. Zanuttini L991).

C1ear1y, the univoqal analyses of n-word.s are appealingr, but,
Ehey do not come without a cost. Both the NPl-analysis and the
NQ-analysis have to provide some account of what from their
perspective amo'.rnts to a 'at1pica1' behavior of n-words, that is,
the NQ-like behavior of n-words in Ehe case of the NPf analysis
(cf . (a) sent,ences), and their NPf-Iike behavior, if one adopts
the Ne-analysis (cf. (b) sentenees). But even if accounting for
t.he respective 'at1pica1' behaviors is not straight-forward., it
would seem well worth the effort if the result j-s an empirically
successful urrified. account, of n-words

The ambigr:st approach can not only be faulted with a lack
of elegance. It also seems Eo suffer from a serious empirical
shortcoming (cf. Ladusaw L993, Sufler 1995): If n-words are
ambiguous between NQs and NPIs, then why can the n-words in the
(b) sentences nct occur without, a licensor? Unless some
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independ.ent e>cplanation for Ehe gap in the parad.igrn in (L) and
(2) is found, this consideration clearly poses a problem for an
ambigruist approach. On the oEher hand, the gap is e>cpected on the
NPl-analysis, although not on the Ne-analysis. The ambigruist
approach appears to have two problems ti:.en. Not only does it seem

ineLegant, it also offers no explanation for Ehe ungrammaticatity
of the (b) sentences in (1) and (21 .

This paper is an attempt to argrue for an ambiguist approach
Eo n-words, even if it is unat,tractive at first, sight. The main
empirical fact that I would like to draw attention to the fact,
init.ially obse:rred in Zanut,tini (t99]-l , that, the gap in the
paradigm illustrated in (1) and (2) is only apparent,; there are
in fact postverbal n-words that function as NQs, even if they are
difficult to see because their distribution is limited. But
their scarcity, I will argnLe, is ultimately due to pragrmatic

reasons. Consequently, in and of themselves the (b) examples in
(1) and (2) are in fact grammatical, their meaning is just so

bizarre Ehat, speakers normally reject them. ft is also argrued

that it is preferable analyze n-words in the (a) examples as NQs,

and not as NPIs, since this allows for a more straight-forward
analysis. At the same time, I argrue thaE the n-words in the (b)

examples are successfully analyzed as NPIs. The result of this
is an ambiguist analysis of n-words, they are both NPIs and NQs.

L . Init,ial n-words as NQs:

Beginning with the n-words in the (a) examples, t,he first
question to ask is what. is the relevant, dimension along which t,he

(a) examples differ from the (b) examples? While the contrasts in
(1) and (2) might suggest that it is preverbal (NQ-tike) vs.
postverbal (NPr-like) , the stand'ard parad'igrm is in facE somewhat

decept.ive, as is shown in Zanuttini (1991) . If we also take
examples like (3) into the picture, we can see thaE Lhe relevant
dimension is not preverbal vs. postverbai, but initial vs. non-
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initial, where 'initia1, vs. ,noninitLa!,, where initial, means
preverbal and not preceded. by another n-word (or licensor), and
'non-initial' stands for not preverbal- or preverbal but preceded
by another n-word (or licensor):

(3 ) Nad.ie nunca af irm6 EaI cosa
n-body n-ever confirmec such t,hing
'Nobody ever conf irmed. suclr tLring'

In (3), the second n-word t,ranslates as the NPI ever rather Ehan

as t,he NQ never. Although it is preverbal, it is non-initial anä
it is the latt,er fact which is responsible for the NPI-like
interl:retat,ion of nunca here.

Set.ting apart matEers of elegance for the time being, the
fact that initial n-words occur wr.thout a licensor suggests that
t,hey are NQs. This is also supported by their meaning, which
corresponds to that of NQs in English, i.e. initial nadie behaves
exactly like English nobody.

lrlhat further indicat,es that initial n-words are NQs is that
when they co-occur with negat,ion, which they can under certain
pragrmatic conditions, we get a double negation. This is oqpected
if the n-word has negative force of i;s or^in, i.e. if it is an NQ.

Consid.er (4 ) :

(4) a. A Josefina, nädie no Ia sa1uCa

to Josef ina, o-body not her grreet,s

(4) translates as 'Nobody doesn't, grreet Josefina', i.e. everyone
greet,s her. Analogously, a sentence .:-ike (5)

(5 ) Ninguno no vino

is a Couble negation, effect,ively meai.ing
I,aka 19 9 0 ) . Again, t,|te int,erpret.atio:: of
i f t,hre ini t, ial n-vüorC i s a \IQ .

'everybody came' (cf .

(4) and (5) makes sense
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Another reason for thinking of initial n_words as Nes is
that if initial n-words vrere ind.eed Nprs and. licensed. by some
abstract element, then we would g}q>ect other NpIs, such as the
lexical NPIs un reaT (a red cent), to also be licensed in initial
posit,ion (cf. Zanuttini 1991). This, however, is generally not
the case, äs the contrast between (5a,b) and (?a,b) shows - the
lexical NPrs here are not licensed in preverbal positions:

( 6 ) a. * (No ) tengo un real
Itiot, have a red cent
'T haven't, goL a red. cent'

b. *IJn real t,engo

A red. cent have-I
' T've goL a red cent, '

(7) a. * (Xo) vino un alma
not came a soul
b. *IJn alma vino
a soul- came

'I,Iot a soul came '

If init,ial n-words are NQs, then we e><pect that, t,hey should have
a Cistribution that. is different from that of lexical NPIs. The

d.ata in ( 6 ) and (7 ) thus provide a third argrument f or saying that
initial n-words are NQs.3

3 To be fair, w€ should also consider the following data,
due to Bosque (1980). At first sight, they seem to suggest that,
aL Least some lexical NPIs are licensed in initial position
wir-hout therd being any visible licensor. If so, this could be
used as an argument for saying that initial n-words are also NPI
that are licenseC hrithouc any visible licensor.
(i ) No he estaCo aqlli en mi / La vida

Not have been hers in mylt,hre life
( i i ) en mi i La vica he es tad.o aqui

In my/ thr.e Ii f e have been here
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Aiming at' a unified treatment, the NPI-analysis takes the
similarity between Nes and the n-words in the (a) examples to be
a superficial one, arg:uing that. the n-words are indeed. NpIs that
are licensed in the legitimate way. Concentrating on the
standard paradigm anc not incruding examples like (3), Bosque
(1980), for inst.ance, proposes that preverbal n-words originate
as postverbal NPIs that occur within the scope of a negation.
They then move to a lef t-peripheral position ( 'temat.izacL1n') , a
movement which is fol-lowed by the deletion of the negation. On

this view, the n-worCs in the (a) examples are NPIs and not NQs.

Similarly, Laka (1-990) argnres that preverbal n-words surface
in a functional projection ('SigrnaP'), which is headed by a
silent negative head. Under t,his view, what licenses preverbal
n-words as NPIs is that they stand in an agreement, relation with
the silent negiative head, cf . (8) .4

'T have never been here ! '

One way to make sense ouE, of (i) qnd (ii) on the current account,
however, is Lo analyze en mi vida/en 7a vida is elliptical for
nunca en mi vida/nunca en 7a vida. Depending on whether iE
appears initially or :lon-initial1y, nunca will then be analyzed
as 'never' or 'ever'. If t,his is on the right track, then the
cont,rast between (i) and (ii) reduces to an instance of the
stand.ard paradigrn

In this context, it is also interesting to consider (iii)
vs. (iv), where the negation can be elliptical.
( ii-i ) r coulCn' t care less
(iv) r cou1C care less

aFor a more elaborate analysis along similar 1:nes, see
Sufr.er (1995).
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(8) S icrmaP

nar/\igrma,

 

( 1a ) XaCie vino

Irr"g ]

vTno

one observation that is made to support the Npr-analysis of
preverbal n-word.s is that other Romance languages (e.g. Rumanian,
and high register Catalan) realize the negation overtly, as shown
in (9). The same is true of medieval Spanish, cf. (10) (cf.
Bosque f geb, Sufr.er 1995 ) 

s:

(9 ) N'r.rneni nu a veni-L (Rumanian)

n-boCy not, has come

' Nobo,Cy has come'

(10 ) a. I{ir:.guno no me quj-ere ( Celestina)
n-body not, me likes
'Nobody likes me

sciting a novel by Sänchez Ferlosio, Suff.er also adduces the
following dialectal data from the speech of Madrileff.o youth in
the 1950's:

(i ) Pues yo t,ampoco no te creas que habr6 ido mäs de un par
de veces o tres
well me n-either not you think that have-I gone more than
a couple of t.imes or three
'WeIl me either, don't you believe that I have gone more
than two or three times'

...para que ya nunca nadie no venga jamäs a arreglarse a
mi casa..
so that n-ever n-body not, come n-ever to get ready to my
house
'...so that nobody never ever wou1d, come to get ready in
my house anymore...'

(ii )
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b. Aunque esta vida de honor,
(Manrique)

Alt,hougril. tiris li-fe of honor,
'Alt,hougrh t,iris life of Lronor,

tanpoco no es eterna

n-eit,her not, is eternal
is not eternal eit,brer,

Although t,hese data are obviously significant from a hist,orical
and c=oss-linguistic perspective, it is not clear how much weight
they carry for the analysis of contemporary Spanish. Notice that
we could construct a paralle1 argrument for English: by appealing
to hist,orical and dialectal fact, vr€ could say thaE, modern
StanCard English NQs (nobody, nothing, etc. ) are NpIs, because,
hist,orically, they had to co-occur with a negat,ive elements,
arising from 'strengthened' indefinites (cf. the Jespersen Cyc1e,
e.g. äorn 1-989). Moreover, they stiIl do so in certain 'negrative
conco=d' dialects, cf . No doqs didn't chase no cats meaning 'No
dogs chased cats' (cf. Ladusaw 1-99L). Given that we do not want
to d.eny Ehat nobody in the standard, dialects of English is a NQ,

it i-s not clear that the d.ata in (9) and (10) can be used as
argrument for the NPf analysis. s

In favor of the NQ analysis of initial n-words, it may also

'Adopting an NPl-analysis, Sufer (1995) argrues that the
following examples of 'resumptive, negation independ.ent,ly support
f or the claim that preverbal n-worc.s are NPIs. The phenomenon is
shown to occur with clitic-left dislocation (i), focus movement
(ii1, and echo questions (iii):

(i) A ningiuno de ellos quiera saber por qu6 Juan ao les
escribi6 para Navidad,
co n-one of t,hem would-I like Eo know why Juan not them-
cl vrrote for Xmas

(ii) ;En NADIE dijo Pepe que gui6n Bo podria confiar?
in n-body said Pepe Ehat who not could trust?

(iii) aNingruno de }os alumnos de gai6n ao fueron becados?
'None of whose students rdere not, given a fellowship

Due Eo limitations of space, I wilL leave the discussion of these
interesting and potent,ially problernatic data as an issue for
future research.
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be noted that the NPI analysis d.oes not account for (3), (4t, (5)
and (6). Thus, it does not e>cplain why non-initial n-word.s that
are preverbal pattern as NpIs, cf. (3). Nor does it offer an
account why initial n-words can co-occur with an over-L negation,
cf . (4). Finally,it prei.icts thar lexical NPIs should be

acceptable preverbally, which generally does not seem Eo be the
case, cf. (5) and (5) .

Taken on its own, perhaps none of the arguments ior the NQ

analysis of initial n-words may be entirely conclusive. Taken
together, hotarever, they make a convincing case for treating
initial n-words as NQs. This is even more t.rue once we will take
int.o account the fact that their are independent reasons to
assume that n-words must have one interpret,at,ion where they are
NQs. This will be shown in section 3. There seems no poinE, in
invest,ing much effort and. technical apparatus t,o show that
iniCial n-word.s can be analyzed as NPIs when the NQ-analysis of
initial n-word.s is simple and. straight-forward.

2. St,anCard. non-initial n-worCs are NPIs:

2 . L. N-worCs in NPf -environments :

Turning now to Lhe analysis of non-initial n-words in the
standard paradigrm, in (1b) , (2b) and (3) we find that Ehe non-
initial n-word cranslate as NPIs rather E,han NQs. The same point
can be made in (11) . Like true NPf 's, the non-initial n-word.s

cause the sentence to be negated only once, rather t,han multiply:

(l-1) ;avier aul:ca le pice naCa a naCie

Javier n-ever cI asks n-thing to n-boCy

'Javier never asks anyone f or anyt,iliag'

FurLher support, for the claim that standard non-initial- n-words
are NPIs comes from (L2), which shows non-initial n-words in
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tlpical NPl-environments. (The examples are due to Laka 1990,
cf. also Bosque 1980). They occur in the scope of a Ne (12a), an
adversative predicate (12b), the complement of prepositions like
sja (without) (L2c), in comparatives (12d), and in the
restriction of a universal quantifier (L2e) z

(L2) a. Nadie 1e dijo nada a .Tuan

N-body cl said n-thing to ,fohn

'Nobody said anything to John'
b. Pedro duda que venga nadie
'L doubt that. anybody will come

c. Sin nada que comer, los prisioneros murieron de harnbre
'Vrlithout anyth.ing to eat, the prisoners died of hunger,
d. Maria canta mejor que ning:uno de vosotros
'Maria sings better than any of you'
e. En esta reuni6n, t,odo aguäl que t,enga nada que decir,
tendrä ocasi6n de hablarT
'In this meeting, everyone who has anyt,hing to say will have
a chance Eo talk'8

7It, should be noted that, the d.ist,ribuEion of n-words in the scope of
ur:.it-ersal qrancifiers is actually limited. The best cases involve Ehe
deterrniner todo aqueT wiEh a relative clause that is in trtre subjr:nctive.
Sen:ences with cada (each) and Codos ]os are less acceptable, if at, all.

B-.'It is interesting that Ehere are some environments where NPIs
can occlrr in English, but where n-words are barred in Spanish.
Thus, in English any-tpe NPIs can appear in both argaunents of
few, and in the restriction of most, but in Spanish and Italian
n-words are somewhat marginal or d,irectly impossible in these
contexts. Similarly, in Spanish n-word.s are not generally
licensed in yes-no questions, uniess they are rhetorical (cf.
Bosque l-980), nor are they licensed in jf-clauses. On the other
hand, both in English and also in Italian they are licensed. in
this environment. These differences in the licensing condit.ions
of NPIs do not show that Spanish/it,alian postverbal n-words do
not function as NPIs, but they merely show that t,he set of
environments where Spanish n-words are licensed as NPfs is
smaLler than the set of downward-entailing envi-ronments, which is
generally considered to aLlow for NPfs in English, cf. e.g. van
Cer Wouden and Zwarts (1993).
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b' v(x) person(x) v(y) thing(y) -[asks (Javier, x, of y) ]e

These processes get the truth-cond.itions right. But they are
problematic because :hey treat the negative component of nadie,
for example, in two cifferent ways, while maintaining that Ehe
treatment, is unified.. when nadie appears initially, its negative
component is treat.ed as semantically active, i.e.it behaves like
a regrular NQ. Yet, 'rrhen nadie functions in an NpI-like manner,
its negative component is treated as being semantically inactive,
i.e. is either consii.ered a sheer agreement marker, or it is
deleted altogether. 3y doing so the NQ-analysis has the semantics
undo what is present in t,he syntax, and, as a consequence it runs
counter to the princ:ple of FuIl rnterpretation and. the
compositionality of ': nLerpretation.

A further difficulty that the Ne-analysis faces, and which
it does not add.ress, as far as r can see, is that n-word,s that
function as NPrs are not only licensed by other n-word.s or by
negation, äs in the cases discussed so far, but Ehey are also
licensed. in other NPl-envirorunents, in particular by adversat,ive
predicates, prepositions rike sjn (without), in the scope of
certain quantifiers, cf .. (L2) . Extending negiative
absorption/agreement E.o this cases wou1d. not. only face the
compositionarity problem, it would also require more lexical
d.ecomposition and more semantic categories than would be

esemantically, decorq:osingr n-words int.o a universal quantifier and, a
narrow scoBe negration (V-) is eguivalent to decomposing them into a wid,e scope
negation and an existential qr.:.antifier (-f). Zanuttini.,s reason for choosing
ehe first option over the second. one is that n-words can be modified by qr.rasi
(rtr. )/casj (Sp. ) (aJmosE), which Zanuct.ini, f ollowing a wid.ely held. view,
takes t,o be arr indicatior. that they are r.miversal rattrer than existenEial .

at the same time, i: is also worth noting, howewer EhaE n-\,vords can
aBpear in existentlal coi:ext.s, as in (i), which generally bars r:niversal
gtrant,if iers ( cf . Suf,er 1995 ) :

(i) No hay nada que tu puedas hacer slara convencerme
not be n-thing thac.:rou can do Eo convince me

'There isn,! anythr:g you can do Eo convince me'

Since I argue thats non-in:t,ial n-words in the standard paradigrm are NPfs and
Ehau we therefore do not. :eed lexical decomposition, I will noE further
discuss the issue here.
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2.2. The NQ-analysis:

How does the NQ analysis account for non-initial n-words in the
standard paradigm? In order to accounE for their Npf-like
behavior, Ehe NQ-analysis has to neut,ralize the negative of force
of these n-words. Specifically, it is proposed that non-initial
n-words move at LF to a negative projection where they ,agree,

with the negative head. As a result, of this what are two
slmtactic instances of neqation, namely ehe negation and the NQ,

wind up functioning semantically as one. Thus, it is then due to
SPEC-head agreement, that, (1b) is analyzed as being a single
negation, rather than a double negation:

(13 ) (l-b) uo vino naCie

na

NEGPl

,{\qG

/\
no

vino t,i

As for examples like (L1), where several non-initial n-words
occur, qiving rise to only one instance of negation, under the
NQ-analysis, these are handled by a mechanism which decomposes

each n-word in the sentence int,o a wide-scope negaE.ion and a
universal quantifier and then delet,es all instances of negation
except for the one with narrowest scope.

(11) Javier nunca le pid.e naCa a nad.ie
-f 

^.rrd,vier never asks anytrhing of an)rone

T
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desirable- rt seems fair to say then that the best, way to account
for non-initial n-words in the standard paradigra is to trea-u them
as NPIs.

2 .3. Cumulative Quanti f ication:

There is one interesting possibility that'-r would like to
consider as a way out of the compositionality problem. It.
consisLs in argn:ing that in examples with various n-words, as in
(1L) for instance, the absence of a multiple negatlon read.iag is
due to the NQs being interpreted as cumulative quantifiers (cf.
D6prez 1995 on French and }laitian Creole). Under this view Nadie
viö a nadie (n-body saw n-boiy) is interpreted along the lines of
'nobody saw and nothing was seen'. Such an analysis would a1low
us to maintain that n-words in these cases function as real Nes.
Since there is no decomposition and deletion of semanticall-y
relevant material, it would noL face the same problems as
Zanuttini's (1991) proposal.

Nevertheless, the cumulative analysis is not feasible ror
Spanish/Italian n-words. The problem is that, cumulative
guantification requires the quantifiers that are interpreted.
cumulatively to take the same scope at LF. Assuming Ehat
quantifier scope is essent,ially clause bound, \rr€ immediatei-y run
into a problem with n-words that appear several clauses deecer
than their licensor. For instance, in (l-5), which is due to'
Uribe-Etxebarria (1994), the n-word occurs two embeddings cown

from t,he negation, in a context from which it presumably car,not

QR out to adjoined to the matrix nadje:

(15 ) Nadie creia que Mari.a hubiese d.icho que Ie debieras ningnin

dinero
NoL,ody believed that Mary had=,.,or. said that c1'. ou/ed",or. n-
money

'Nobody believed that Mary had said Ehat you owed her any
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money

Based on senEences like (15), Uribe-Etxebarria argrues that
embedded n-words are NPfs that are licensed by the matrix
negaEive element,, rather than by a tacit intermediate ,negative

conplementizers' (cf. Laka (1990), Zanuttini (L991) ) . As she
points out, since selection is locaI, the verb decir (say1 in che

in:ermed.iate clause cannot, be analyzed as. selecting a negiative
conplementizer for the most deeply embedded clause cont,aining che

NP:.
'w-hat is imporcant for presenc purposes is t.hat the releva-E,

elenrent, with which ningiün would interacE if it were a cumulative
quantifier would have to be the matrix nadje. The interaction
would not be possible, however, because the two elements are too
far apart to take the same scope. In ligrht of this, I will assune
that. non-i.nit,j-a1 n-words in Ehe sEandard paradignn are NPIs. At.

the same time, I maintain that, initial n-words are NQs.10

3 . Non-initial rl-words that, funct,ion as NQs:

Unlike the dist,ribution of NPIs, the d.istribution of NQs is
not restricted by any licensing conditions, which means that NQs

should occur freely. If n-words are a:nbigLrous between NPIs anc^

NQs, as f am argruing here, then we clearly e>cpect to find n-words
without a licensor not only in initial position, but also non-
initially, and in particular, postverbally.

BuilCing on observations of Zanutt,ini's (t99L) , f would lj-ke
to show that postverbal NQs are indeed possible in Spanish but.

their distribution is severely limited. by the fact, that they are
sccpe-rigid. What, I will show is that the scope-rigidity of
poscverbal NQs will of t,en (but noE always ! ) undermine a cohereni

10For a det.ailed discussions of other problems of an
anaiysis of n-words thaL involves LF-movement, see Arnaiz (1993)
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interpret,ation of the sentence. r claim that, it is for this
reason that the (b) examples in the standard paradignn are
considered unacceptable. Strictly speaking, they are not
ungramnatical, but they result, is such bizarre truth-conditions,
that speakers reject them.

Let's begin with some, of Zanuttini's original examples:

( 16 ) a . ü rimas to con niente in mano

is lefE with nothing in hanC

'F{e is lef t, with notiling'

b. Ha d.et,to ciö con nessuna malLzia
'F{e saiC so with no malice'

c. Sono partita con nessun soldo in tasca e tornata con
milIe dollari
'I left with no money in my pocket and came back with
s1, 000 ,

in (16) t,he n-words occur without a licensor in postverbal
position within an adjunct modifier. As shown by the
t,ranslations, they are int,erpret,ed as NQs. Crucially, in (16) the
NQs do not take scope over the entire sbntence, but are limited
to a narro\,/rr scope position, which I will assume trarislates as

narrow scope with respect to a Davidsonian event, operator (cf.
Parsons l-990 a.o. ), as in (l-7):

(L? ) a. 3e [Agent (e, pro) & rjmasto (e) & con(e, Injente x] in
mano (x) l
'There was an event of him being 1eft, and it was a being:

teft with not,hing in his hand'
b. le lAgent (e,pro) & ha deLto (e) & Theme (e, ciö) & lnessuna
x: malizia (x)) con (e,x) l

'There was an event of him saying it and it was with no

malice'
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c. fe [Agent(e,pro) a sono partita(e) & lnessun x:
soldo (x) j con(e,x) & jn tasca (x) l
'There $ras an event of me leavinq and it was a leaving wii:
no money in my pocket,

Si::ce the event. operator takes wid.e scope with respect to the NQ

in t,he logical forms in (L7), the sentences in (15) direct,ly
entail that there took place evengs of being' 1eft, saying, and
leaving, respectively. These events are modified for being
without money, and without malice. The interpretations that
result from the scope-rigridity of the Ne are fu1ly coherent
because we know t,hat events of leaving or of being left can be
leavings without nothing, and events of saying do not have to be

maLicious. The data from ltalian carry over to Spanish as weII.
Another example where scope-rigridity makes pragrmat,ic sense,

ani. where, as 4 r's-su1t, a postverbal NQ is accept,able is proviced
in (18) :

(18) Pedro quiere hacer un viaje a ninguna parte
Pedro hrants make a trip to n- place

(18) asserts that Ped.ro wants to take a trip without any specif:c
goa1, that is, he want,s t,o just leave and see where the trip
takes him. Here the n-word clearly functions as a NQ. The fact.
that it is scope rigid does not make the sentence incoherent,
because trips thaE are trips to nowhere (in particular) clearly
exist and people do like t,o take such trips. (18) contrasts wit:
(L9), which contains a negation in the matrix:

(19) Ped.ro no quiere hacer un viaje a ninguna parte
Pedro not. want,s make a trip Eo n- place

Whe:eas (18) had only one reading, (L9) has two, none of which
coiicides with that of (18). Both readings of (19) are predictec.
on :he present analysis: or'r. Ehe most salient reading, the n-worc.
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is interpreted as an Npr licensed by no, so that the se:.tence
denies that Pedro wants to take any Lrip anl4,rrhere - it
ef fectively asserts that pedro want,s to st,ay home. Aro-g with
this readingr, (19) has anoEher, less salient, reading where Ehe n-
word is an NQ. Here (L9) denies that Pedro wants to t,ake a trip
to nowhere, that is, it oenies that he want t.o take a t=ip with
no particular goal. The i,ouble-negat,ion reading of (19) becomes
salient in a context like the following, where taking a trip to
nowhere is under discussion in the preceding discourse. (as in
many double negation reacings, the negation likes t,o be
emphatically stressed) :

(20) A pesar de que a ti t,e haga mucha ilusi6n, yo realaente NO

quiero hacer un viaje a ningruna part,e. yo necesito saber a
donde vamos a ir AIITES de sali.r,
'Even though you may love the idea, I really DON,T want, to
take a trip to nowhere. I need t,o know where we are going to
go BEFORE we leavet

If n-words are arnbigirrous between NQs and NPIs, then the ambiguity
of (19) is easi'ly accounted for. In contrast, it is noc
e>cplained on the NPI-view. Given that a1I n-words are analyzed
as NPIs and only preverbal ones are predicted to exhibi: the
semblances of NQs, it can not account, for the NQ interpretat,ion
of posEverbal n-words and. consequently also not for the double
negation reading of (19) .ti

lrAs noted by Zanuttj.ni (199L2L75f) , postverbal NQs are
problematic on the NQ anaiysis if one assumes the so-calLed NEG-
Criterion, whereby each negative phrase must, stand in a SPEC-head
relation with a negative head at LF. Given the position of
negat.ion, Lhe NEc-Criterion forces all NQs t,o t,ake senteetial
scope. Considering examples like (l-6), Zanuttini briefly suggests
that perhaps the preposition con licenses an abstract, NegP to
which the NQs in these examples can move, t,hereby satisfying the
NEG-Crit,erion qrithout, tak!-ng sent,ent,ial scope. As t,he examples
in the text indicate, the phenomenon is much more wide-spread and
does not hinge on'the presence of any one part,icular elanent,.
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r believe the ambiguity of examples like (19) also poses a
challenge for an analysis of n-words that, assumes that they are
lexicalIy underspecified as to whether they are Nprs or Nes and.

that they have the relevant feature fi11ed in according to the
slmEactic position they occur in. Notice that for this kind of
analysis to account, for the two readings of (L9), it would have
E,o be proposed thaE the sentences has two different slmtactic
structures and thaE Lhe assigmment of the..missing features is
sensitive to that difference. But this seems implausible because
the kind of ambiqruity we see in (19) is pervasive and possible in
all cases where a postverbal NQ is accepLable in the non-negated
version of the sentences. Thus, the ambigruity is not only
present in (19 ) , but. also in tire negation of the sentences in
(15), and argrrably also in cases like (2L) z

Es impos ible que 1o sepa nad.ie
Es irnpos ible que naCie 1o sepa

-vrihereas (21a) is interpreted as 'It is impossible that anyone
knows it' (i.e. Nobody knows it), (21b) is a:nbigruous between 'It
is impossible that anyone knows it' and 'It is impossible that
nobody knows it' (i.e. Somebody must know it) (cf . Bosque l-980,
Laka L990). The reading of (2La) and the first reading of (21b)

are NPf-readings of nadie, where the NPI is licensed by
impossible. In contrast, the double negaEion reading of (z]-b) is
the result of nadie being interpreted as a NQ. (2La) lacks'this
kind of reading for the same reason that, NQ-readings are often
absent in postverbal positions (see below).

Yet another example that shows how an NQ can occur
postverbally is provided by (22), where the NQ takes narrow scope

relaLive to'the event described in a sma1l clause:

(22) Maria vL6, con s'ri.s propios ojos, a ningruno de ellos
atreverse a decir nada
Mary sa!'/, with her own eyes, 11- of them dare say n-thing

a

b

12
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The subject, of (22) indeed sees an event, namely an event which
is described in 'negative terms,, i.e. as a situation where none
of them said anything. Such a situation arises for inst,ance when
all of them stayed qrriet and stared at their hands. rf so, the
event operator in the sma11 clause in (22) takes scope over the
NQ subject njngiuno de e7los, cf . (23):

(23) 3e [C(e) & saw(e) & !üith his own eyes(e) & Agent(e, Mary) &

Je' [Theme(e,e') c C(e,) & Agrent(e,, none of them) & d.are
say(e') & Theme(e', anything) l) l
'There was a relevant seeing by Mary which was wi-th her own eyes and
wtrich was seeing of a relevant event wtrere nobody dared say anyEhing'

C1ear1y, in (22) the n-word occurs non-initiaLly and fr:nctions as
a NQ, not. as a NPI. The fact that the NQ takes narrohr scope with
respect to the event operat,or of the smal1 clause does not,

interfere with a coherent interl>retation of the sentence because
the wide scope of the event makes sense, given that the
complement of see is an ent,ire small-clause that is described in
'negative terms'.

Now that we have seer: that, NQs can in fact occur
postverbally, 1et's turn Eo (1c) now Vino nadie. I would like to
argrue that what is sigmificant here is that a sentence like
Nobody cane only makes sense on a wide-scope interpretat.ion of
the NQ, along the lines of 'Nobody is such that there was an

evenL of coming where they came'. A narrow scope interpreEat,ion
makes no sense, sinee it would mean something like 'There was

event of coming where nobody came', which is incoherent. If we

accept this line of argument, then (1c) will not be

ungrarnmatical, but it will be 'unsemantic', i.e. it will be so

incoherent that it will be rejected. That in the right
circumstances vre can in fact say what woulC normally be

considered incoherent is shown in (24):

(24) No se movia ni una brizna de hierba, ni una t,riste hoja.
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Not, a strand of grass moved, not a sad leave
Todo era t,an tierno que no tenia bast,antes ojos para mirar.

Everlrthing was so touching that r didr,t, have enough
eyes to see
A1 final, coo los brazos extendidos hacia ad.elante,

Finally, with my at:rns streched ouE in front of me

dije bajito a nadie que todo era mio.
I said softly to nobody that ev.erything was mine.

from'Parec ia d.e seca' by Mercä Rod.oreda

The author in (24) describes an event where the narrator said
something, namery that, everything \^ras hers. This event is said
to be d.irected. toward.s noone. By st,ating this explicitly,
Rodoreda presumably intended to emphasLze that the nar=ator is by
herself. Normally, we do not want t,o add such information. rt is
for reasons like this that the (b) examples in the stand.ard.
paradigzn are generally rejected. 12

what we have seen then is that non-initial n-words can in
fact function as NQs. Vrltren they are postverbal, their
distribut,ion is severely limited by the fact thaE they are scope-
rigid and cannot take scope over the event operator of t,he clause
they appear in.

4. Open questions:

There remain several issues which r have not even tried. to

l2There is one circunstance where non-initial Nes are not
scope-rigid, namely when they follow words like exactaäenLe in
context,s like the followingr: (CAPS=focus)

( i ) A : aA cu.an ta gent,e se 1o cont,as te ?

B: i Se 1o cont6 exact,ament,e A IIADI E I

This observation is due to J. Uriagereka(p.c. )
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address. For instance, what is responsible for the narrow scope
propert.ies of postverbal Nes in spanish and rialian? How d.oes

this rerate to the generar dislike of wide scope \^/e find. in
English NQs? Can the slmchroninc ambiguity of n-words be related.
to the diacronic phenomenon ca11ed the ,respersen cycle? rf n-
words are indeed. ambigruous as r have tried to argrue, then these
quest,ions are important,. Hopefurly, future research will offer
some answers
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On the adjacency constraint on Case-assignment
Paul Law

Zentrum für Allgemeine Sprachwissensch uft, B erlin

0. Introduction
It is a fact about English that an adverbial may not intervene between a verb and its direct
object (DO) (Keyser 1968:361):

(1) *He gave her immediately the money

Stowell (1981:113) thus noted the contrastin(2) and (3), and claimed that the grammatical
difference relevant here bears on Case theory:

(2) a. Paul quickly walked I to the door ].
Jenny quietly talked I to Bill ].

b. Paul walked I to the door ] quickly.
Jenny talked I to Bill ] quietly.

c. Paul walked quickly I to the door ].
Jenny talked quietly I to Bill ].

(3) a. Paul quickly opened Ithe door ].
Jenny quietly opened I the door ].

b. Paul opened I the door ] quickly.
Jenny opened Ithe door ] quietly.

c. *Paul opened quickly I the door ]"
*Jenny opened quietly I the door ]

since the category NP that follows the adverbs quickly and quietly is in need of Case in (2),
and the category PP in (3) is not. He proposed that an adjacency constraint be incorporated
into the rule of Case assignment, as in (4):

(4) Case Assignment under Government
Inthe configuration I o B ... ] or [ ... 0 o ], cr Case-marks p, where
(i) cx, governs P and
(ii) o is adjacentto B, and
(iii) cr is [-N]

Subsequent work on syntactic theory has widely assumed some version of (4) for Case
assignment, especially the adjacency constraint in (aii). Whenever there is a grammatical
contrast between a configuration like that in (5a) where X assigns Case to YP and one like
that in (5b), it is taken to be evidence that the presence of YP interferes with Case-assignment
from X to YP:

(s) A. XYP
b. *X ZP YP

The relation between the configurations in (5) has also be taken one step further. That is, if YP
is an NP that may cooccur with a verbal category X as in (5a) but the two may not be
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separated by another category ZP as in (5b), then the category X is taken to be a Case-
assigner, even though there might be no firm independent evidence for the Case-assigning
property of X. Thus, Lasnik (1992) argued that facts like those in (6) are evidence that the
verb be assigns partitive Case to the NP q man (cf. Belletti 1988) since the two are apparently
separated by the adverb usually:

(6) a. ?*There will be usually a man here.

There will usually be a man here.

b. 'kThere will be not a man here.

There will not be a man here.

c. 'kI believe there to be usually a solution.
?I believe there usually to be a solution

d. *I believe there to be not a solution.
I believe there not to be a solution.

Some interesting consequences about Universal Grammar (UG, Chomsky 1957) and
language acquisition follow, if it is true that the adjacency constraint holds of Case-
assignment and that the verb be indeed assigns Case. As the child is not likely to be explicitly
instructed that the DO must be adjacent to the verb assigning Case to it, it must be that the
adjacency constraint is part and parcel of the rule for Case-assignment that need not be leamed
but is "hard-wired" into our language faculty. Thus, claims about the property of Case-
assignment are not only claims about facts like those in (1)-(3), but also about some very
fundamental property of language. It is in this sense that an inquiry into the principles of
Case-assignment is an enterprise worth taking. The claim that the verb be is a partitive Case-
assigner is even more interesting since apart from examples like those in (6) there is little
independent evidence for neither partitive Case in English, nor Case-assigning property of the
verb be.

I would like to re-examine Stowell's (1981) claim that the adjacency ef.fect has to do
with Case- assignment. I will consider the issue within the set of assumptions about phrase

structure that were assumed at the time, and also in the light of recent work on Case theory.
However, I argue that the adjacency effect has no bearing on Case theory, but has to do with
the syntax of verbs and adverbs. If my arguments are correct, then facts like those in (6)
would be no evidence for the verb be as Case-assigner.

The paper is organized as follows. In section 1, I discuss some issues in Case theory and
problems for the view that the adjacency constraint is a condition on Case-assignment in
constructions where the adjacency effect apparently does not hold. I consider adverb
placement in the passive sentences of the verb-particle, double-object and Exceptional Case-

marking (ECM) constructions in section2 to show the irrelevance of the adjacency constraint
to Case-assignment. I discuss the syntax of adverbs and the locality constraint on adverb
modification in section 3, and conclude the paper in section 4 with an account for the facts in
(6) independently of Case.

1. On the adjacency effect and Heavy NP Shift
As is well-known, a complication in the investigation of the position of the DO is the fact that
an NP may under some circumstances appear separated from the verb from which it receives

Case. As illustrated respectively in (1a) and (15), a phonologically heavy NP or an indefinite
NP need not occur adjacent to the verb in the Heavy NP Shift (HNPS) (Ross 1961) or Focus
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NP Shift (FNPS) constructions (Rochemont 1978) (where #* indicates marginaliy acceptable
as HNPS constructions, from Stowell 1981:106):

(8) a. Kevin gave I a new book ] to his mother
Brian brought back I a priceless treasure ] from America

b. Kevin gave to his mother I a new book ]
Brian brought back from America I a priceless treasure ]

Three questions immediately arise in the examples in (7) and (8). How are the a- and b-
examples to be related? and how is the difference between (7a) and (7b) on the one hand, and
(7c) on the other to be accounted for? and if the grammar is to provide a syntactic explanation
for it, and how can the difference be related to Case theory?

For our discussion here, we can schematically represent the configurations in which the
adjacency effect might arise as in (9) where XP is an NP category, and YP any non-NP
category like PP and adverbslike quickly and quietly:

(7)

(e)

( 10)

a. Paul retrieved I the book ] from the trash can.

Neil donated Iten dollars ] to the fund.
b. Paul retrieved from the trash can

I the book that his mother gave him when he was 10 ]
Neil donated to the fund

I the last ten dollars that were left over from his bank account ]
c. #'rPaul retrieved from the trash can Ithe book ]

#'rNeil donated to the fund Iten dollars ]

A. VXPYP
b. YP V XP ...
c. V YP XP-light...
d. ... V YP XP-heavylindefinite ..

a. ... [uo v Do xP ] ...
b. I ... ["0 V XP Do-light ]
c. [uo V XP DO-heaY>/lindefinite ]

We will consider the configurations in (9) in various theories of phrase structure and Case,

and see that in all these cases the adjacency constraint plays no role in Case-assignment.

l.l. Adverb placement and phrase structure
In theories of phrase structure where a constituent may dominate more than two daughters
(Chomsky 1965, Jackendoff 1977), the structures for the configurations in (16) would be like
those in (10):

To exclude the structure in (10b) with the adjacency constraint on Case-assignment, one

must assume that Case cannot be assigned to the light DO, if it is not adjacent to the verb. An
issue that immediately arises is that how Case is assigned in (l0c) to the heavy DO in the
HNPS in (7) and the FNPS constructions in (8). As the configuration is possible, it must be

that Case-assignment to the the heavy DO need not obey the adjacency constraint. But why
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should the phonological heaviness or the definiteness of an NP be relevant to Case-

assignment? The question does not seem to have an obvious answer.

A more plausible explanation for the syntactic difference between heavy and indefinite
NPs on the one hand and light as well as definite ones on the other is that the difference is

related to their inherent property and the structural positions in the sentence in which they NP

occurs. Specifically, heavy and indefinite NPs introducing new information may be

interpreted as focus (Rochemont 1978), while light and definite NPs having liule new
information may not. Now, it is a fact about English that the focus position is at the end of the

clause.rlf this is so, then the fact that a heavy or indefinite NP may appear in the focus

position at the end of the clause, but light or definite NP may not, follows from the inherent
property of the NPs: only NPs introducing new information may be focused.

From the initial D-structure as in (1la), one can derived a structure for the HNPS/FNPS
construction with a heavy or indefinite NP as in (llb) if movement within the same projection

is allowed, or as in (1lc) if the movement is to an adjoined position:2

(11) a.

b.

U.

[uo v Do xP ] ...
[uo V /r XP DO, ]
[.,0 [uo V /, XP ] DO, ]

Now, once we have a constraint baning rightward movement of a light or definite NP, there is

no need for a special condition on Case-assignment like the adjacency constraint. In fact, if a

heavy DO in (11b) and (11c) is assigned Case (under goverrment) either in their derived

position or via the position /, then it is difficult to see how a light or definite NP is prevented

from being assigned Case the same way.

Furthermore, given that no Case problem arises when an NP undergoes Wh-movement

(to the left), even when it is light:

(12) a. What, did you see r,?

b. What, did you say ri was on the shelf?

c. Who, do you expect /, to win?

it is not clear why specifically a Case problem arises when a light or definite NP moves to the

right. One can of course appeal to the distinction between leftward movement and right
movement in that the former is unbound but the latter is clause-bound (cf. Ross's (1967)

Right-Roof Constraint), but the bearing of lefl/right distinction on Case-assignment is unclear.

There is the problem of why such a lefi/right distinction should be irrelevant to a heavy or

indefinite NP.
Under some independently motivated assumptions about phrase structure, the adjacency

effect can readily be accounted for. The configurations in (9c) and (9d) are automatically

excluded under the view that phrase-structure is strictly binary branching (Kayne 1984), and

that the complement and the verb are sisters. As shown in (13), the sequence of categories in
(9c) and (9d) with an XP intervening between the verb and the DO gives rise to a non-binary-

branching structure:

(13) a. [.,0 XP [ro V DO ] l

c. [uo["ovDo]xPl
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Given that adjuncts and arguments exhibit different property with respect to extraction
(Huang 1982), and that even internal arguments of a verb stand in a certain asymmetric
hierarchical relation (Larson 1988), it seems quite plausible that the XP in (13) must not be
included within the same bar-level projection of the verb and the DO. Under this conception
of arguments and adjuncts, it is simply impossible for the XP to intervene between the verb
and the DO.

On this view of phrase süucture, then, the HNPS/FNPS construction can only have the
structure in (21) where the DO has been moved rightward to an adjoined position (Rochemont
and Culicover 1990:I I8):

(14) [*o [ro [,,0 V /i ] XP I DO, l

The question now is how to exclude the movement in (14) when the DO is light or definite.
As already mentioned in discussion of the structures in (10), the movement is barred for
interpretive reasons. That is, moving of a light or definite NP to the focus position would
require that it introduce new information, a property that it does not have. It is therefore not
necessary to add a separate condition like the adjacency constraint on Case-assignment.

To control for the effect of HNPS/FNPS, Stowell (1981:108) suggested to consider the
adjacency effect in gerunds. Since gerunds presuppose the propositions they express, they are

thus incompatible with focus. He notes the following NP versus PP contrast in gerunds
(Stowell 1981:110):

(15) a. The notoriety resulting from I Kathy's exposure in the Washington Post

I of Nixon's war crimes ]] led to her new assignment.

The notoriety resulting from IKathy's exposure Iof Nixon's war crimes ]
in the Washington Post ] led to her new assignment.

b. The notoriety resulting from I Kathy's exposing I Nixon's war crimes ]
in the Washington Post ] led to her new assignment.

'rThe notoriety resulting from I Kathy's exposing in the Washington Post

INixon's war crimes ]] led to her new assignment.

As can be seen from the insertion of a dummy Case-marker of, the NP does not receive Case

from the derived nominal, and hence need not be adjacent to it. By contrast, the NP
complement must be adjacent to the gerundive head in order to receive Case from it.

Even here, evidence for the bearing of the adjacency constraint on Case-assignment is
rather weak. There are several problems with the example in (15b). First, the NP is not of the
type that can appear non-adjacent to the verb in other contexts, like the HNPS/FNPS
construction; it is light and definite. Therefore, the NP would not be able to move, even if it
were possible for it to do so. Second, if rightward movement the point here is that gerunds do

not allow I-INPS/FNPS because of its presupposition property, then the NP would not be able

to move in the first place. Third, the questions that one would ask is how the examples in
(15b) are to be derived, and why the NP may not be separated from the gerundive head by a
PP. If it is correct that an adjunct PP cannot occur in the same bar-level projection with the
gerundive head and its complement, then it must be that the constituent Nixon's war crimes

has moved to a right-adjoined position:

(16) . tlt exposing r,I I in the Washing Post ] I I Nixon's war crime ],l
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The problem that we saw in connection with the structures in (11) and (ia) and the examples
in (12) emerges again. Short of stipulation, there is no natural to prevent to moved NP from
being assigned Case via its trace.

Fourth, there is also the empirical question of whether gerunds do not allow
HNPS/FNPS because of its presupposition property. The examples in (17) and (18) sound
quite good, if not perfect:

(17) a. ?Jenny was surprised at Paul's retrieving from the trash can

I the book that his mother gave him when he was 10 ]
?The chairman was happy about Neil's donating to the fund

I the last ten dollars that were left in his bank account ]

(18) a. ?Sue mentioned Kevin's giving to his mother I a new book ]
as an indication that he still thinks of her from time to time

b. ?Everyone was looking forward to
Brian's bringing back from America I a priceless treasure ]

Although the ungrammaticality of the example in (15b) needs to be attended to, it is clear that
appeal to the adjacency constraint on Case-assignment to account for it is conceptually
unwarranted and empirically problematic. It not only would introduce a complication to Case
theory that is otherwise unnecessary, but also would incorrectly rule out the examples in (17)
and (18) as ungrammatical.

1.2. VP-shell
There are of course other conceivable analyses of the HNPS/FNPS construction. Larson
(1989) suggested that the examples in (l9b) is to be derived from those in (19a) in the manner
shown in (20):

( 19) a. Mary gave everything that he demanded to John.

Max put all the boxes of home furnishings in his car.

b. Mary gave to John everything that he demanded.

Max put in his car all the boxes of home furnishings.

(20) Mary luo [ [gave+[to John ]1, [ [uo everything that he demanded t/,]llll
Max [ro [ [ put+[ in his car ]1, [ [ro all the boxes of home fumishings t /, ]llll

That is, the structure of a ditransitive verb is a double VP-shell, with the lower VP containing
the verb in the head position, the indirect object (IO) in the complement position, and the DO
in the Spec position (cf. Larson i988). An optional process of V'-reanalysis applies to the
verb and the IO to form a complex predicate Vo, which subsequently raises to the empty head
position of the upper VP.

If V'-reanalysis does not apply, then the verb alone raises, giving the order in (19a), as

shown in (21):

(21) Mary [r,o I gave, [ [uo everything that he demanded I r, to John]llll
Max [uo I put, [ [r,p all the boxes of home furnishings I r, in his car ]]]]
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Most relevant to our concern here is the assumption that the DO is assigned Case under
government by either the verb itself or the V+IO complex predicate when it raises to the head
position of the upper VP shell.

Consider now the examples in(22) when the DO is a light or definite NP:

(22) a. Mary gave ten dollars to John.
Max put the book in his car.

b. {'Mary gave to John ten dollars.
*Max put in his car the book.

Given that the DO can be assigned Case under government in the Spec of the lower VP shell,
as shown in (23):

(23) Mary [ro I gave, [ [ro ten dollars I t, to John ]llll
Max [ro I put, [ [uo the book I r, in his car ]ll]

it is hard to see why the DO should fail to be assigned Case when the V+IO raises to the upper
VP shell:

(24) *Mary 
[ro t I gave+[ to John ]1, [ [uo ten dollars I r, ]llll

*Max 
[ro t I put+[ in his car ]1, [ [ro the book [ /, ]llll

An obvious way to rule out the structures in Q$ would be to postulate some constraint
that prevents V'-reanalysis from applying when the DO is light or definite. Although it is not
entirely clear how a constraint on V'-reanalysis is to be stated to give precisely the right
results ruling out the structures in (24), it seems clear that the constraint does not concern the
adjacency of the DO to the verb. However one is to render V'-reanalysis inapplicable when
the DO is light or definite, the word-order in (22b) would never arise. Again, there is no need
to assume the adjacency constraint as a condition on Case-assignment.

1.3. AgrO
Chomsky (1991) suggested that the Case of the DO be assigned or checked in the same
manner as that of the subject (S). In particular, the Case-assigning head and the category
receiving Case are in the Spec-head relation. Languages vary according as the level of
representation where Case is assigned or checked, deriving the different word-orders cross-
linguistically (Chomsky and Lasnik 1993). Languages with the surface SOV order would
assign or check the Case for the DO in overt syntax, but those with the surface SVO order like
English does it at LF:

(25) a. SOV languages

S [oo* DO, [ [ro V r, ]]]
b. SVO languages

s [oo* [ [ro v Do ]ll
S [oo*o DO, [ [ro V r,]]]

overt syntax

overt syntax
LF

We will see presently that the adjacency effect has no bearing on Case.
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Keeping the assumption that phrase structure is binary branching and the DO is a sister
of the verb in the VP (cf. section 1.1), then it is simply impossible for a manner adverb like
quickly and quietly to intervene between the verb and the DO inside the VP:

(26) >rS 
[oo*n [ [ro V XP DO ]ll

Even if the structure in (26) were possible at S-structure or at Spell-out, it does not have
anything to do with Case, since the DO would be assigned or check its Case in Spec of AgrO
(at LF in Engiish).

Other options for the position of manner adverbs are available. They either adjoin to the
left to VP as in (27a) or to the right of VP as in (27b) (cf. section 3):

(27) [.oooo

[^ooo

a.

b.
[ [uo quickly [r,o opened the door ]]]]
[ [ro [ro opened the door ] quickly lll

a. [^o*n [[uo quickly [uo opened the door ]l]]
b. [^ooo the dool I openedi [ro euickly ["0 /, t]lll

Thus, the word-order where the manner adverb intervenes between the verb and the DO can
be derived by either moving the verb leftward in structure in (27a), or moving the DO in
structure in (27b) rightward. As their precise landing sites are irrelevant, let us assume for
concreteness that they respectively move to AgrO and a VP-adjoined position, as in (28a) and
(28b):

(28) a. " [^o* [ openedi [uo euickly [ro /, the door]]]]
b. * [^o*n [ [ro [ro [rn opened r,] quickly ] the door,]]]

An issue that we can immediately resolve is that the structures in (28) cannot be excluded for
Case reason, since the DO is assigned or checks its Case in the Spec of AgrO, at LF in
English:

(29) ä. "[oooo the door, I opened, [uo quickly [r, r, ,.]]]I
b. "[oo^o the door, [ lro [ro [ro opened r,] quickly ]]]]

There is still a further possibility of the position of manner adverbs, namely, they occur
left-adjoined to the VP as in (27a), but not right-adjoined as in (27b). On this view, then,
when the adverb precedes both the verb and the DO at S-structure, the latter two stay in their
base-positions as shown in (29a), and the two raise at LF respectively to AgrO and Spec of
AgrO to be in a Spec-head relation for Case-assignment or Case-checking as in (30b) (the
verb presumably raises further, not represented here):

(3 0) (S-structure)
(LF)

When the adverb follows both the verb and the DO it must be that both the verb and the DO
have moved leftward, as shown in (3ia) (cf. Costa 1996 forthe adverb well). To exclude the
structures in (3lb) and (31c) that give the impossible surface word-orders, it must be assumed
that for some reason the DO may not stay in the base-position when the verb moves out of its
base-position, and that the verb may not stay in AgrO when the DO moves to Spec of AgrO.
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(3 1) a. opened, [oooo the dool [ /, [ro quickly [ro t i ,]]]]
b. 'kopenedi [oo*n [ /, [ro quickly [uo /,the AooflJJl
c. "[oooo the dool I openedi [uo Quickly lun t,r]]]]

Although this view of one fixed position for manner adverbs remains to be justified, the
same point about Case holds, namely, the intervention of the adverb between the verb and the
DO in the structure in (31c) has no bearing on Case, since the DO would be assigned or
checks its Case covertly at LF, just like it does in the structure in (30b).

We thus see that in a variety of views on phrase structure and Case, the adjacency effect
really has nothing to do with Case, but is a consequence of independently motivated
assumptions about what phrase structure should look like, and how Case is assigned or
checked. The fact that nothing may occur between a verb and its DO is a reflection of the fact
that it may not appear inside the same bar-level projection of the verb and the DO in the first
place, or is due to a constraint on HNPS/FNPS, construed either as a process of rightward
movement or as the result of raising of a light predicate.

Insofar as it does not follow from any general principle, nor is it related to the rest of the
grammar, the adjacency constraint is at best a restatement of the facts. The elimination of the

constraint from the grammar as irrelevant to Case-assignment is thus a welcome result.

2. Adverb placement in passives of multiple complement constructions
A syntactic context that bears on Case is the passive construction. It is standardly assumed

that Case is absorbed by the passive morphology, and that the DO moves to the subject
position to get nominative Case (Jaeggli 1980, Chomsky 1981):

(32) a. The Romans destroyed the city.
b. The cityi was destroyed t,by the Romans.

In principle, we can test the relevance of the adjacency constraint on Case-assignment
by placing in the passive construction an XP between the verb and the position of the trace
where an NP receives Case in the active sentence. Since there is no Case assigned to the
position of the trace, it should be possible for an XP to intervene between it and the verb:

(33) NP, V XP r,

However, as manner adverbs like completely, quickly and quietly may appear on the
surface in different positions, either preverbally or sentence-finally, but not between the verb
and the DO, as shown in (34):

(34) a. The Romans completely destroyed the city.
John quickly opened the door.

b. 'r'The Romans destroyed completely the city.
'rJohn opened quickly the door.

c. The Romans destroyed the city completely.
John opened the door quickly.

it is not obvious in which post-verbal position the adverb occurs in the passive examples in
(35a); it could be in the same position as that in (34b) or that in (34c):
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(35) a. The city was destroyed completely by the Romans.

The door was opened quickly by John.

b. The city, was destroyed completely t,by the Romalts.

The door, was opened quickly t,by John.

c. The city, was destroyed /, completely by the Romans.

The door, was opene d t,quickly by John.

The examples in (35c) is unproblematic since the DO moves from a position it can otherwise
occur in; the manner adverb in (34c) plausibly appears as a (right) VP-adjunct. The structure
for the example in (35b) is also consistent with the idea that nothing may appear between a

verb and the DO that it assigns Case to. Since the verb does not assign Case to its DO in
passive. an adverb may intervene in a VP-intemal position. Thus, when a sole complement of
a verb is extracted, it is impossible to tell which post-verbai position the manner adverb
appears in.

It is for this reason that we have to consider cases where more than one category follow
the verb, and see the intervening effect of adverb placement. That is, in a configuration as in
(36a) where both the XP and YP are in the VP and the XP is Case-marked, the adjacency
effect that shows up when a ZP i*ervenes between the verb and the XP as in (36b) should
disappear when XP is not assigned Case in its base-position and has to move to the subject
position to get Case:

(36) a. V XP YP
b. 'I.V ZP XP YP
c. XPr V ZP ri YP

As YP is part of the YP, ZP cannot possibly occurs outside the VP, but in an intervening
position between the verb and the trace of XP, ie, the same position as in (36b).

it is therefore the reason for our discussion of the various constructions that have the

configuration in (zZa): the double object, the verb-particle, and the ECM constructions. We

will see from the interactions between adverb placement and passive that there is no need to

incorporate the adjacency constraint on Case-assignment into Case theory.

2. l. The verb-particle construction
Consider the familar variants of the verb-particle constructions exhibited in (37) and (38):

(37) a. Kevin turned I the light ] [ on ]
b. Janice cut I the cabbage ] [ up ]

(3 8) a. Kevin turned I on ] [ the light ]
b. Janice cut I up ] [ the cabbage ]

Given that the bracketed NPs in (37)-(38) must undergo NP-movement to subject position

under passive, it must be that they receive Case from the verb in the active sentence, and not
from the particle:

(3 e) a. The light w'as turned on by Kevin.
b. The cabbage was cut up by Janice.

62



If this is correct, then the bracketed NPs in (38) are apparently non-adjacent to the verb turn
arrd cut respectively, which assign them Case. We thus have an apparent violation of the
adjacency constraint on Case assignment.

Stowell (1981:298-30i) suggested that the structure of the verb-particle construction
be like (40). where the verb forms some sort of a complex predicate with the particle by some
sort of word-formation rule, and the whole complex assigns Case to the following NP,
observing the adjacency constraint:

(40) [rV-PRr]NP

On this view, the ungrammaticality of the examples in (a1) is entirely expected, since the
bracketed NP object is not adjacent to the verbal complex Case-assigner:

(41) a. 'kKevin [, turned - on ] quickly I the light ]
b. {'Janice 

[u cut - up ] carelessly I the cabbage ]

The word-order in (37), however, is derived by incorporating the particle into a verbal
complex, which itself has an incorporated NP, as in the structure in (42a):

(42) a. [u["V-NP]PRrl
b. Kevin [, [u turned - the light ] - on l

In the substructure [.,V - NP ], which was also argued to have independent motivation (cf. the
section 2.2below on the double object construction), the NP is said to absorb Case.

However, there are several problems with this analysis of the verb-particle construction.
First, although the ungrammaticality of the examples in (a3) and (44) follows from the fact
that the specific word-formation rules in (a0) and (42a) do not sanction the occurrence of an
adverb:

(13) a. *Kevin 
[., turned - quickly - on ] the light.

'tJanice [, cut - carelessly - up ] the cabbage.
b. 'kKevin [" turned - on - quickly] the light.

*Janice 
[u cut - up - carelessly ] the cabbage.

(44) a. 'r'Kevin [u [, turned - quickly - [n,o the light ] ] - on l
'r'Janice [" [" cut - carelessly - [*o the cabbage ] ] - up ]

b. 'tKevin [, [u turned - [*o the light ] I - quickly - on ]
't Janice [" [u cut - [*o the cabbage ] ] - carelessly - up ]

this explanation is unsatisfactory since it does not explain why some otherwise imaginable
word-formation rules that allow an adverb inside the verbal complex do not exist, or why
there does not seem to be word-formation rules incorporating subjects (Baker 1988). The
impossible occurrence of an adverb in the verbal complex further suggests that one cannot
rnaintain like Stowell (1981:306) did that incorporation of the anNP of the sort in (42a) is
analogous to incorporation of pronominal clitics in Romance languages, since in these

languages locative adjunct clitics may form a syntactic unit with the verb.
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Second, the word-structure in (a0) largely correctly predicts that the verb-particle
complex would pattern like a syntactic unit with respect to gapping. As shown in (45), a verb
may be gapped, leaving the DO intact (Z represents a phonetically empty segment):

(45) a. John kissed Mary. and Sam lC I Sue.

(:John kisssed Mary, and Sam kissed Sue)

b. Bill wrote a letter, and Fred Wl a note.
(:Bill wrote a letter, and Fred wrote a note)

c. Jane ate a sandwich, and Robin lC I a hotdog.
'-Jane ate a sandwich, and Robin ate a hotdog)(-

In the word-structure in (40), both the verb and the particle may be gapped, while gapping of
the verb alone is slightly less good:'

(46) a. Kevin I turned on ] the light, and Sue I O A ]the radio.
b. Janice I cut up ] the cabbage, and Fred I A A ) the cucumber.

(47) a. ??Kevin Iturned on ] the light, and Sue I O ] off the radio.
b. ??Janice I cut up ] the cabbage, and Fred I A ]up the cucumber.

Nevertheless, the expected patterns of gapping for the word-structure in (42a) are not entirely
bome out. As illustrated in (48)-(a9), while the verb itself may be gapped, the verb-NP
complex may not:a

(48) a. ?Kevin I turned ] the light on, and BilJ I A ] the radio off.
b. ?Janice I took ] the garbage out, and Mary lAlthe laundry in.

(49) a. 'r'Kevin I turned ] [ the light ] on, and BillAllAloff.
b. {'Janice 

I took ] [the garbage ] out, and Mary lA)lAlin

The ungrammaticality of the examples in (49) can be accounted for on the assumption that the
sequence verb-NP is not a syntactic unit, in contrast to the verb-particle sequence in (a6).

Suppose the verb in the verb-particle construction takes a PP complement headed by the
particle, and the word-order V-particle-NP is derived from the word-order V-NP-particle by
syntactically incorporating the particle into the verb, as shown in (50):5

(50) a. V [oo NP P ]
b. V+Pi [pp NP r, ]

The NP in (50) would receive Case under government6 either from the verb alone, or from the
verb-particle complex. The structure in (50a) accounts for the fact that the V and the NP may
not be gapped since they do not form a syntactic constituent, and that in (50b) explains why
the verb and the particle forming a syntactic unit may be gapped.

If an adverb were to occur in a position between the matrix verb and the NP in the
structures in (50), where could that position be? It could be as sister to both the V and the PP

complement as in (51a), or an adjunct to the PP complement as in (51b), or a right-adjunct to
the matrix VP and the PP complement appea$ in a right-adjoined position as in (51c):
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(s 1) a. [ro V adv [no NP P ]l
b. [ro V [on adv [oo NP P ]ll
c. [ro [ro [ro V /, ] adv ] [oo NP P ],]

(5la) would be excluded if phrase structure is binary branching, as discussed. We will see in
section 3 that an adverb generally may not appear in the indicated position in (51b) for
principled reason having nothing to do with Case. (5lc) is ruled out because the NP is inside
an adjunct, and would fail to be Case-marked, whether or not there is an adverb between the
verb and the PP complement. Evidently, there is no need to incorporate a separate adjacency
constraint on Case-assignment.

With the structures in (50), we can now proceed to see whether the adjacency constraint
on Case-assignment bears on adverb piacement in the verb-particle construction under
passive. The answer is negative.

If the reason for the ungrammaticality of the examples in (52b) is that the objects the
light and the cabbage fail to be assigned Case because of an intervening adverb:

(52) a. Kevin quickly turned the light on.

Janice carelessly cut the cabbage up

b. 'r'Kevin turned quickly the light oI).
*Janice cut carelessly the cabbage up.

then the adjacency effect should disappear when the verb does not assign Case. That is, we
should expect the passive examples in (53b) to be grammatical, contrary to fact:

(53) a. The light, was quickly turned /, on (bV Kevin).
The cabbage, was carelessly cut /i up (bV Janice).

b. *The light, was turned quickly tion (by Kevin).
'i'The cabbagei was cut carelessly /i up OV Janice).

Adverb placement in both active and passive sentences is the same; therefore, there is no
particular reason why the adjacency constraint on Case-assignment should be invoked just to
rule out the example in (52b), while the ungrammaticality of the example in (53b) is left
unaccounted for.

2. 2. The douhle-object construction
In a V NP NP double-object construction as in (54), the DOs a telegram afld a record are
apparently not adjacent to the verb:

(54) a. Wayne sent Robert a telegram.
b. Debbie gave Anne a record.

Stowell (1981:298-301) suggested that verbs that take double objects have the word-structure
similar to that in (40), where the verb forms some sort of complex predicate with the IO, and
the whole complex assigns Case to the DO, observing the adjacency constraint:
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More precisely, the IO absorbs the Case features within the verbal complex, just as a clitic in a
language such French or Italian (Stowell 1981:304).

The ungrammaticality of the examples in (56b) is to be expected, since the DO is
separated from the verb by an adverb, violating the adjacency constraint on Case-assignment:

(56) a. John quickly [u gave - Mary ] the book.
Bill quietly [, sent Sue ] the letter.

b. 'tJohn [, gave Mary ] quickly the book.
*8i11 [, sent Sue ] quietly the letter.

In addition, since the first NP is part of a verbal complex in the word-structure in (55), one
would expect that it may not move away from the complex, leaving the verb behind. The
expectation is apparently confirmed in the interrogative. While questioning of the DO is
possible, that of the IO is rather marginal in many dialects:

(51) a ?*Whoi did John give t,the book?
?*Whoi did John send /, the letter?

b. Whatr did John give Mary t,?

Whatr did John send Sue /,?

The extraction pattem is exactly the reverse in passive, however. As shown in (58),
while passivization of the DO is quite possible, that of the DO sounds quite odd:

(58) a. Mary was given the book.
?Sue was sent the letter.

b. ?'kThe book was given Mary
?*The letter was sent Sue.

Stowell (1981:305) therefore claimed that in fact the structure of a double object construction
is slightly more elaborated than what is expressed in (55). Specifically, the IO in the verbal
complex is related to a position in the V' where a theta-role is assigned, as in (59):

(s9) [,,v - Io, ] Do- [e],

That is, while Case of the IO is absorbed in the verbal complex, the theta-role is assigned to
the e position outside of the complex. Thus, what happens in the passive in (58a) is that the IO
moves from the e position, not from within the verbal complex. The IO would thus get Case
from the subject position, and a theta-role from the e position. The marginality of the
examples in (58b) is attributed to an arbitrary constraint on word-structure to the effect that an

NP may not be incorporated into the participial form of the verb.
As was with the case of the verb-particle construction discussed in section 2.1, there are

several problems with this account of the double object eonstruction. First, insofar as there is
no principled reason why word-formation rules cannot be otherwise, explanations for
syntactic facts based on these rules are not very satisfactory. There is no explanation for why
there are no rules that incorporate a subject or an adverb into the verbal complex, or for a rule
that having an incorporated DO, and relating it to position in the V' as in (61):
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(60) *John [, gave - quickly - Mary ] the book.
*8i11 [, sent - quietly - Sue ] the letter.

(61) [, V - DO, ] [e],- IO

Second, although the difficulty of questioning the IO in overt syntax as shown in (57)
follows from the assumption that it is part of the verb, it is not clear how multiple-wh
questions is to be analyzed, if in-situ wh-pbrases must move at LF (Huang L982),:

(62) a. Who gave who a book?
b. Who sent who a letter?

The examples in (62) would all end up having the representations in (63):

(63) a. Who, who; t, gave ti a book?
b. Who, who, /, sent tj a letter?

One would then have to make the provision that part of a word may not move overtly in
syntax, but may do so covertly at LF (cf. Hoeksema 1987 on this issue).

In fact, with verbs that take double NP complements but do not permit a variant with an
NP and a PP complement, questioning the IO is quite possible:7

(64) a. John gave Mary a headache.

Bill spared Sue the trouble.
Fred asked Jane a question.

Bob envied Rebecca her fortune.
b. 'rJohn gave a headache to Mary.

*Bill spared the trouble to Sue.
*Fred asked a question to Jane.
*Bob envied her fortune to Rebecca.

(65) ?Who, did you say John give /, a lot of a headache?
?Who, did Bill claim to have spared /, the trouble of going throught the red tap?
?Who, would you never bother to ask ti arry question?
?Who, did Bob envy /, her fortune?

If the relative movability of the IO in the (65) indicates that it is not part of the verbal
complex, then a problem arises for Case-assignment to the DO, since it is not adjacent to the
verb.

Third, the idea that passive morphology absorbs Case may expiain why the IO cannot
occur in the verbal complex. As the Goal theta-role is assigned to the e position in (59), the IO
may be generated there, and moves to subject position under passive to get Case. However, it
is not clear how the Case for the DO is assigned. The problem is especially acute since the DO
is assigned Case structurally by a complex verbal head, just like it is in cases involving non-
complex transitive verbs.

Fourth, like in the analysis of the verb-particle construction, gapping facts show that the
verb and the IO do not form a syntactic unit in the double object construction. Gapping in a
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iouble object construction can only give rise to a reading where the verb is gapped, to the
3\clusion of the IO

66) a. John gave Mary a book, and I A ] Sarn a record.
( :John gave Mary a book, and John gave Sam a record.

+John gave Mary a book, and Sam gave Mary a record)
b. Bill sent Sue a letter, and I A )Fred a note.

( :Bill sent Sue a letter, and Bill send Fred a note.
*Bill sent Sue a letter, and Fred sent Sue a note)

Facts about adverb placement of course hinge on the structure of the double object
construction. On the one hand, if tertiary branching phrase structure is allowed, then the VP of
a double object construction might have a structure like that in(67a):

(.67)

(68)

The fact that an adverb may not appear between the verb and the IO, or between the IO and
DO follows from the assumption that non-complements may not occur in the same projection
of the verb and its complements.

On the other hand, suppose that ditransitive verbs have a double-VP structure, with the
V IO DO word-order derived from the V DO P-IO word-order where the IO is the
complement of the preposition P as illustrated with the verb give in (68) (Larson 1988):

a. ["ovloDo]
b. [uo V ('kadv) IO ('tadv) DO ]

give, [ro the book [ /, [oo to Mary ]]]
give, [ro Maryjlu,Lu, t,trTthe book ]]

a.

b.

The assumption that non-complements cannot occur within the same projection of the verb
and its complements would then exclude an intervening adverb. As shown in (69), a manner
adverb like quickly may appear as a left or right adjunct to the VP, but not within the VP
projection (the subject is not represented here):

(69) [ro (quickly) [ro I give, [ro (*quickly)

fuo Mary, [u, (*quickly) [u, [,, r, t,] the book lllll (quickty) l

The impossibility of the examples in (56b) and (60) now follows directly.
If Larson (1988) is correct in that the DO in the double object construction receives

Case from the V' reanalyzed as a verb, then the difficulty of passivize the DO as shown in
(58b) might be due to the fact that the passive morphology attaches to the verb, not to the
reanalyzed V'. That is, since the passive morphology on the verb absorbs the Case assigned to
the IO, the IO in (45a), not the DO which receives Case from the V', must move to subject
position to receive Case. As a result, the ungrammaticality of the examples in (58b) is due to
the IO having no Case.

We can now further test the relevance of the adjacency constraint on Case-assignment to
adverb placement. If the grammaticality of the examples in (70) is due to the failure of Case-

assignment to the IO. then when the IO moves to the subject position under passive, the

adj acency effect should disappear:
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(70) a. *John gave quickly Mary the book.
b. sBill sent quietly Sue the letter.

But as shown in (71), the examples remain ungrammatical when the IO undergoes NP-
movement to subject position under passive:

(7 l) a. 'r'Maryi was given quickly t,the book (by John)
b. 'kSue, was sent quietly tithe letter (by Bill).

Since no Case issue is at stake in (71), and given that the grammatical examples in (72) differ
from those in (71) only in the position of the manner adverb, it must be that it is the position
of the manner adverb that is responsible for the impossibility of the examples in (71):

(72) a. Mary, was quickly given tithe book (by John).

b. Sue, was quietly sent /, the letter (by Bill).

Similarly, since the examples in (73) are gralnmatical, which differ from those in (70)
only in the position of the manner adverb, it must be, again, that it is the position of the
rranner adverb is responsible for the impossibility of the examples in (70), quite
independently of Case:

(73) a. John quickly gave Mary the book.
b. Bill quietly sent Sue the letter.

If one is to explain the contrast between (70) and (73) by appeal to the adjacency
constraint on Case-assignment, then the contrast between (71) and (72) would be left
unaccounted for since Case is not at issue in both instances.

2.3. The ECM construction
The ECM construction is also a good testing ground for the interaction between passive and
adverb placement. As shown in (74), an adverb may occur before the matrix verb, but not
between it and the embedded subject:

(7 4) a.

b.

c.

d.

e.

f.

John (seriously) considered (* seriously) Bill intelligent.
The police (finally) let (*finally) John go.

Mary (accidentally) found (*accidentally) the house deserted.

Fred (quickly) hammered (*quickly) the metal flat.
Jane (carefully) painted (* carefully) the house red.

Sue (rigorously) proved (*rigorously) the report wrong.

However, the adverb still cannot appear after the matrix verb, even when the embedded
subject moves to the matrix subject position under passive:

(75) a. Bill, was (seriously) considered (*seriously) r, intelligent (by John).

b. John, was (finally) let (*finally) r, go (by the police).
c. The house, was (accidentally) found (*accidentally) r, deserted (by Mary)
d. The metal, was (quickly) hammered (*quickly) r, flat (by Fred).

e. The house, was (carefully) painted (*carefully) r, red (by Jane).
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f. The report, was (rigorously) proved (*rigorously) r, wrong (by Sue)

There is clearly no issue about Case here, since the trace of the moved embedded subject is
not assigned Case. The intervening adverb should not interfere with Case-assignment, if the
adjacency constraint is at ali relevant.

The structure for an ECM construction is commonly assumed to be something like (76),
where the ECM verb takes a small clause complement:

(76) [ro V [r. NP XP ]l

Again, if non-complements are assumed to appear outside of the projection of the verb and its
complements, then the fact that an adverb may occur before the matrix verb, but not between
the verb and the embedded subject is just as expected:

(77) [ro (adv) [ro V (*adv) [r. NP XP ]l

The assumption about the position of the adverb not only explains the impossibility of
the adverb intervening between the matrix verb and the embedded subject, but also for the
exclusion of the post-verbal adverbs in (75). These latter examples involve passive, and thus
have nothing to do with Case-assignment.

To conclude this section, I would like to point out that it would be impossible to bring
facts about adverb placement to bear on Case-assignment if all Cases are assigned or checked
in a Spec-head configuration, covertly at LF for English:8

(78) a. [^o*o NP,[ [ro I V l* tit P ]llll
b. [oo*o Do,[ [oo*o Io7[ [ro I V [ro ri lti]llll
c. [^o* NP,[ [uo I V [r. /,I XP ]llll

(the verb-particle obj ect construction)
(the double object construction)
(the ECM construction)

The adjacency effect would then have to be accounted for by some principled constraint
sanctioning adverbs in some positions but not in others. Since these adverbial positions
appearing below the verb at S-structure or Spell-out are nowhere near the Spec positions of
agreement projection above the verb where NPs are assigned or checked their Case, it follows
that the constraint has no bearing on Case-assignment. We will see what this constraint on
adverb positions might be in the next section where we discuss a syntactic analysis of adverbs.

3. On the syntax of adverbs
In this section, we will discuss the syntax of adverbs. I concentrate on two issues: the specific
positions for adverbs (section 3.1), and the locality constraint on adverb modification (section
3.2).1argue thatthese two issues are independent from Case-assignment. I will also discuss
some problems of adverb placement with respect to PP-complements (section 3.3).

3.1. Specific positions for adverbs
Let us first consider the positions of the adverbs jzst and almosl in examples in (79) and the
ungrammaticality of the examples in (80):e

(79) a. 'r'Just the dog barked.
'kJust the demonstrators dispersed.
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b. The dog just barked.
The demonstrators just dispersed.

c. 'rThe dog barked just.
'tThe demonstrators dispersed just.

(80) a. 'tAlmost the building collapsed.
'tAlmost the child cried.

b. The building almost collapsed.
The child almost cried.

d. "The building collapsed almost.
'i'The child cried almost.

These examples show clearly that the adverbs just and almost occur just before the verb, but
not elsewhere.

Thus, the fact that a DO may not follow these adverbs as shown in the ungrammatical
examples in (81) is not evidence for the adjacency constraint on Case-assignment, but rather is
a reflection of the fact that there are specific positions where these adverbs appear:

(81) a. 'r'The dog bit just the cat.
'tThe demonstrators resisted just the police.

b. 'kThe building lost almost its balance.
'r'The child grasped almost the icecream.

As shown in the examples in (82) and (83), the distribution of these adverbs is exactly the
same as that in (79) and (80):

(82) a. 'r'Just the dog bit the cat.
'kJust the demonstrators clashed with the police.

b. The dog just bit the cü,.

The demonstrators just clashed with the police.
c. 'tThe dog bit the cat just.

{'The demonstrators resisted the police just.

(83) a. {'Almost the building lost its balance.
'kAlmost the child grasped the icecrearn

b. The building almost lost its balance.
The child alrnost grasped the icecrearn

c. '!'The building lost its balance almost.
'r'The child grasped the icecream almost.

In fact, the adverbs just and olmost also appear in the same positions in examples where
some other categories than an NP follow the verb:

(84) a. {'Just Jc,irn felt tired.
'i'Amost Mary's face turned blue.

b. John iust felt tired.
Mar1,'s face almost turned blue"
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c. 'tJohn felt tired just.
'rMary's face turned blue almost.

(8s) a.

b.

c.

d.

'tJust Bill returned from the trip.
{'Almost Sue went to the office.
Bill just returned from the trip.
Sue almost went to the office.
'rBill returned just from the trip.
'k Sue went almost to the office.
*8i11 returned from the trip just.
'k Sue went to the office almost.

(86) a. 'rJust Fred got there.
'FAlmost Jane drove home

b. Fred just got there.

Jane almost drove home.
c. 'tFred got just there.

*Jane drove almost home.

d. {'Fred got there just.
'FJane drove home almost.

(87) a. {'Just Dick said that Henry was in charge.
'tAlmost Bob claimed that Jack was incompetent.

b. Dick just said that Henry was in charge.
Bob almost claimed that Jack was incompetent.

c. 'kDick said just that Henry was in charge.
'kBob claimed almost that Jack was incompetent.

d. *Dick said that Henry was in charge just.
{'Bob claimed that Jack was incompetent almost.

Clearly, there is no point in claiming that the ungrammaticality of the examples in (9) is due
to violations of the adjacency constraint on Case-assignment, as it would simply miss all the
grammatical facts in (79)-(80) and (82)-(87).

Manner adverbs like quickly and quietly contrast with the adverbs jzst and almosr in that
they can appear either before or after the main verb:

(88) a. John quickly ran.

Bill quietly wept.
b. John ran quickly.

Bill wept quietly.

The two types of adverbs may co-occur, but the adverbs just and almost must precede, or
more plausibly c-command, manner adverbs:

(89) a. John just quickly left.
Bill almost quietly wept.

b. 'r'John quietly just left.
*Bill qr-rickly almost wept.
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c. John just left quickly.
Bill almost quietly wept.

d. *John quietly left just.
'kBill quickly wept almost.

e. *John left just quietly.
'r'Bill wept almost quickly.

f. *John left quietly just.
'rBill wept quickly almost.

While it is unsurprising that the examples in (89d), (89e) and (89f) are ungrammatical, given

that the adverbs just and almost may not appear post-verbally, the grammatical contrast

between the examples in (89a) and (89c) on the one hand, and those in (89b) on the other hand

is revealing. It shows that there are specific positions for particular types of adverbs

(Jackendoff 1972). As all the examples in (89) involve intransitive verbs, there is no issue

about Case-assignment to a DO.
The distribution of the adverbs remains largely the same when the verb in the sentence

is transitive, as shown in (90):

(e0) a.

b

c.

d.

e.

f.

o\..
l)

h.

Mary just quickly painted the house.

Jane almost quietly trashed the newspaper.
*Mary quickly just painted the house.

'tJane quietly almost trashed the newspaper
*Maryjust painted cluickly the house.
'FJane almost trashed quietly the newspaper.
Mary just painted the house quickly.
Jane almost trashed the newspaper quietly.
'rMary painted just quickly the house.
'r'Jane trashed almost quietly the newspaper.
*Mary painted quickly just the house.
*Jane trashed quietly almost the newspaper.
'kMary painted the house just quickly.
'r'Jane trashed the newspaper almost quietly.
'r'Mary painted the house quickly just.
'kJane trashed the newspaper quietly almost.

The presence of a DO would give rise to a position between the verb and the DO, which is
lacking in the intransitive sentences in (89). Apart from this difference, the distributions of
adverbs are exactly the same. We will see in the next subsection that the adjacency effect is a
consequence of the locality constraint on adverb modification independently from Case-
assignment.

3.2. The locality constraint on adverb modification
The analysis of the syntax of adverbs must explain why the adverb seriously modifies the verb
consider in the examples in (91a), attributing the property of being serious to the
consideration, but it modifies the predicate sick in (91b), attributing the property of being
serious to the degree of sickness:
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(9 1) a. Mary seriously considered Dick sick.

b. Mary considered Dick seriously sick.

Before we tackle this problem of adverb modification, let us consider some examples of
intransitive verbs to see which structural position adverbs should be taken to occur in.

On one widely assumed view (Holmberg 1986, Chomsky 1986, Emst 1994 among
others), adverbs are adjoined to VPs they modify. Manner adverbs are thus either left-adjoined
to the VP, deiiving the order Adv-V-NP or right-adjoined to the VP, deriving the order V-NP-
Adv:

(92) a. John [.,0 often [ro cried ]]
Fred [ro rarely [ro speaks ]]

b. John ["0 [uo cried ] often ]
Fred [rn [uo speaks ] rarely ]

If the argument/adjunct distinction is to be captured structurally (Huang 1982) in that
arguments occur either in the complement position (for objects) or in the Spec position (for
the subjects. or objects cf. Larson 1988) and adjuncts appear in an adjoined position, then the
structures in (93) in which the adverb appears in a complement position would be excluded
(exception to this view of adverbs is Larson 1988):

(93) a. 'kJohn [un often cried ]
*Fred 

[.,0 rarely speaks ]
b. 'r'John [un cried often ]

'r'Fred [r,n speaks rarely ]

Non-strictly subcategorized adverbs thus contrast with strictly subcategorized adverbs, which
must appear postverbally (Jackendoff 1972:68), further supporting the view that mobil manner
adverbs are as adjuncts:

(94) a. John worded the letter carefully.
The job paid us handsomely.
Steve dresses elegantly.

b. *John carefully worded the letter
'rThe job handsomely paid us.
{' Steve elegantly dresses.

Suppose the locality constraint on adverb modification is that the adverb must adjoined
to the projection of the predicate it modify, then the structures in (93) are excluded since the

adverbs are not adjoined to the projection of the verb. In addition, we can account for the

interpretation of the examples in (91). In their structures in (95), the adverb seriously modifies
the verb consider in the structure in (95a) since it is adjoined to the VP-projection headed by
the verb consider, and it modifies the predicate sick in the structure in (95b) since it is

adjoined to the AP-projection headed by the predicate sick:

(95) a. Mary [r,o seriously [rn considered [r. Dick sick ]]]
b. Mary [.,0 considered [r. Dick [op seriously [oo sick ]]]]
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(e7)

The adverb sbriously can modify neither the predicate sick in (95a) nor the verb considet' in
(95b) since it is not adjoined to the relevant projection in the respective structures. The

adjacency effect that shows up in (96) is due to the fact that the adverb adjoins to the small

clause. which has no lexical head:''

(96) *Mary 
[uo considered [r. seriously [r. Dick [on sick ]]]

If it is correct to take adjunction to the projection of a predicate as the locality condition
on adverb modification, then we would expect the adverb to follow the complements of a

transitive verb, since it would be left- or right-adjoined to the VP. The expectation is borne
out:ll

uo often [ro reads newspapers ]]
vp rarely [uo watches television ]]
vp [uo reads newspapers ] often ]

Fred ,o [r,p wirtches television ] rarely ]

(98) a. Mary ["0 often [ro gives John a book ]]
Sue [ro rarely [un sends Bob a letter ]]

b. Mary [,,0 [uo gives John a book ] often ]
Sue [un [uo sends Bob a letter ] rarely ]

Now, the impossible word-orders where the adverb intervenes between the verb and the
DO or the IO, or between the IO and DO are automatically excluded since the adverbs are not
adjoined to the projection of the predicate it modifies:

(99) a. *John 
[ro reads often newspapers ]

*Fred 
[r,o watches rarely television ]

(100) a. *Mary 
[ro gives often John a book ]

* Sue [uo sends rarely Bob a letter ]
b. *Mary 

[ro gives John often a book ]
'r'Sue [ro sends Bob rarely a letter ]

The ungrammaticality of the examples thus has the same explanation as that for those in (93)
in which there is no issue about Case. The intervening effect of adverbs is but a reflection of
the fact that they occur in a non-adjoined position.

In the same vein, we can account for adverb placement in the verb-particle and double
object constructions. On the one hand, if the verb and the adjacent particle in the verb-particle
construction is a syntactic unit (ie a complex verb), then the adverb may adjoin to the VP
headed by the complex verb, but there would be no XP-adjunction site within the complex for
the adverb to occur:

(101) a. Kevin [ro Quickly [ro [u turned on ]the light ll
Janice fuo carelessly [uo [" cut up ] the cabbage ]]

b. *Kevin 
[,, turned quickly on ] the light.

'FJanice [, cut carelessly up ] the cabbage.

John
Fred

a.

ohnb.J
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(103)

c. *Kevin [u tumed on quickly] the light'
+Janice [, cut up carelessly ] the cabbage'

d. Kevin [ro ["0 [, turned on ] the light I quickly I 
-

Janice [rn [ro [ucut up ] the cabbage ] carelessly ]

on the other hand, in the structue where the verb takes a PP-complement headed by the

particle, the adverb has to adjoin to the pp-complement in order to intervene between the verb

and the NP:

(102) a. Kevin [,0 quickly [,0 turned-[oo the light I on ]lll-
Janice [uo carelessly [uo cut [on the cabbage t up ]lll

b. 'FKevin turned [oo quickly [oo the light I on ]ll
*Janice cut [oo carelessly [oo the cabbage i up ]]]

c. *Kevin turned [oo quickly [oo the light I on ]]]
*Janice cut [oocarelessly [onthe cabbage up ]]]

d. Kevin lro [,0 turned lnn the tight I on ]ll quickly l
Janice [ro [ro cut [ro the cabbage I up ]]] carelessly ]

Although the adjunction of the adverb to the pp-complement itself conforms to the locality

constraint on modification, the examples in (102) are impossible on semantic grounds' the

same way the examPles in (s11) are:''

a. The light was (*quicklY) on'

b. 'r'The cabbage is (carelessly) up

The same explanation can also be given to account for the ungrammaticaiity of the examples

in (104), even if adjunction to P' were possible:

(i04) a. {'Kevin turned [nn the light [o' quickly ['' on ]ll---
*Janice cut [no the cabbage [o' carelessly [o'up ]]]

b. *Kevin turned [oo the light [o' quickly [t' on ]ll
*Janice cut [oo the cabbage [o' carelessly [o'up ]]]

The distribution of adverbs in the ECM construction falls entirely under the same

account. As shown in (105), the intervention of an adverb between the matrix verb and the

embedded subject is ruied out since the adverb would be adjoined to the smau clause, which

lacks a lexical head for it to modify:

(105) a. John ([.,0 seriously) [ro considered (*[r. seriously) Lt Bill intelligent ]l
b. Mary ([ro accidentuff,l t",, found (+[rf accidentally) [" the house deserted ]l
c. Fred ([uo quickly) [ro hammered (*[r. quickty) [" the metal nat 

]1

d. Jane (;un ärefuilyi t* painted (* [r. carefully) [t the house red ]l
e. Sue ([uo rigorousiy) [u,-proved (*[.. rigorously) Lt the report wrong ]l

As we saw in section Z,the fact that the adjacency effect induced by the intervention of

an adverb between a verb and its DO has no bearlng on Case-assignment is most evidenced in

passive. Adverb placement in passive now has a straightforward account in terms of the

locality constraint on adverb modification. As shown in (106)-(107), the distribution of
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adverbs in passives of the verb-particle, double object and ECM constructions is the same as

that in active sentences:

(106) a. The light, was [uo Quickly [ro turned lorti Ion ]]]
The cabbagei was [ro carelessly [ro cut lno t, I up ]]]

b. 'kThe light, was turned [oo euickly lro t, I on ]]]
'rThe cabbagei was cut [oo carelessly lo, t, I up ]]]

c. *The light, was turned [oo /i [0, euickly [o,on ]]]
*The cabbagei was cut [* tifr, carelessl! [n,up ]l]

d. The light, was luo fuo turned Gn t, Ion ]JJ quickly J

The cabbagei was ["0 ["n cut [0, ri I up ]]] carelessly ]

(107) a. Maryr was [ro guickly [rn givent,the book ]l (by John).

Sue, was [ro guietly [ro sent t, the letter ]] (bV Bill).
b. 'hMaryi was [ro given quickly t,the book ]] (bV John).

"Sue, was [ro sent quietly t,the letter ]] (bV Bill).
c. 'i'Maryr was [ro given t,quickly the book ] (bV John).

't Sue, was [ro sent /, quietly the letter ] (by Bill).
d. Maryi was [uo [r,o given t, the book ] quickly ] (by John)

Sue, was [uo [uo sent t,the letter ] quietly ] (bV Bill).

(108) a. Bill, was ([ro seriously) [ro considered (*[r.seriously) [r. r, intelligent (by John) ]]
b. The house, was ([ro accidentally)

[uo found (*[r. accidentally) [r. r, deserted (by Mary) ]]
c. The metal, was ([ro quickly) [ro hammered (*[. quickly) [r. r, flat (by Fred) ]]
d. The house, was ([ro carefully) [ro painted (* [r. carefully) [. r, red (by Jane) ]]
e. The report, was ([ro rigorously) [uo proved (*[r. rigorously) [r. /, wrong (by Sue) ]]

The adverbs in these examples would conform to the locality constraint on modification
if they are adjoined to the small clause predicate as shown in (109), but they are deviant on
semantic grounds, the same way that the corresponding examples in (110) are:

(109) a. Bill, was [uo considered [r. /,[onseriously [^p intelligent ]l] (by John) l
b. The house, was [uo found [r. /; [on accidentally foo deserted ]]] (by MarV) l
c. The metal, was [ro hammered L" /, [oo quickly [oo flat ]ll (by Fred) l
d. The house, was [ro painted [r. /, loo carefully [oo red ]]] (bV Jane) ]
e. The report, was [un proved [r. /, [oo rigorously [oo wrong ]]] (by Sue) ]

(110) a.

b.

c.

d.

e"

Bill was seriously intelligent.
The house was accidentally deserted

The metal was quickly flat.
The house was carefully red.
The report was rigorously wrong.

We thus see clearly that the adjacency effect induced by the intervention of an adverb
between a verb and an NP to which it assigns Case in fact has no bearing on Case-assignment.

One notable exception to the adjacency effect is the case of PP-complements, which we will
consider in the next section.
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3.3. Adverb placement and PP-complements
As the examples in (111) show, a PP-complement may be separated from the verb that selects
it, as is well-known:

( 1 1 1) a. John quietly talked to Mary.
Fred recently met with Sue.

b. John talked quietly to Mary.
Fred met recently with Sue.

c. John talked to Mary quietly.
Fred rnet with Sue recently.

Given that extraction out of adjuncts is barred by Huang's (1982) Condition on Extraction
Domain (CED):

(112) a. *Which city, did Mary visit John Ibefore r, ]?
*What, did Bob buy books Imore often than Bill read r, ]?

b. *What, did Jane see the man Iwho bought r, ]?
*Who did Fred read the review Ithat criticized t,]?

c. *Who, did Jack see Sue Ibefore Al talked to t,]?
*Which book, did Robin speak to Max I after reading r,]?

the fact that the NP in the PP-complement may be extracted even when it is separated from the
verb by an adverb seems to show that the PP is not in an adjoined position but is in argument
position:

(113) a. Whor did John quietly talk to t,?
Who, did Fred recently met with r,?

b. Who, did John talk quietly to t,?
Whor did Fred met recently with ti?

c. Whor did John talk to t,quietly?
Whor did Fred met with /, recently?

It was precisely the NP/PP distinction with respect to adverb placement that led to the
conclusion that the adjacency effect has to do with Case: PPs needing no Case, in contrast
with NPs, they therefore need not be adjacent to the verb. We will discuss in this section the
various issues that arise in some analyses of extraction out of PP-complements.

i.3.1. Adverbs as complements

Larson (1988:345, footnote 11 and 384, footnote 49) suggested that adverbs are on a par with
other verbal complements in that they are base-generated in complements positions, as in
(1 i4):

ohn [1,, puti [vp a fly lr, t,in the soup ]]]
ohn [,,, talkedi [ro to Felix lr,t, about Mary ]]]
ohn [,,, sawi [r,o Mary lr,t,recently ]]]
olrn [r,, seflti [vp a note lu,t,[uo to Max lu,tion Tuesday ]]]]]

J

J

J

J

a.

b.

C.

d.

4)(11
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Along these lines, the word-order in (113b) may be derived by raising the verb alone as in
(115a), and the word-order in (113c) by first reanalyzing the V'as a complex verb, and then
raising the complex to the empty head position of the upper VP-shell as in (115b):

(115) a. [ro I talked, [ro to Mary lr, t, quietly ]]
[ro Imet, [uo with Sue lu, tirecently ]]

b. [uo [ [v talked+quietly ], [u, to Mary /, ]]
[uo t [, rnet*recently ], [ro with Sue r,]]

In these structures, the PP is not in an adjoined position, but in argument position, from which
the object of the preposition may be freely extracted.

There are at least two problems with this analysis. The first problem is that some

additional assumption must be made in order to derive the preverbal position of the adverb in
the examples in (113a). One possibility is that the preverbal adverb is adjoined to the upper
VP-shell. Depending on whether the complement PP is always in [Spec, VP] or may
sometimes be complement position, we will get the structures in (1116a) or (116b) (in the
latter case, there may not even be a double-VP structure):

( 1 16) a. [uo Quietly [rn I talked, [ro to Mary Ir,]lll
[r,p recently [ro I met, [uo with Sue [ /,]]]]

b. [,,0 Quietly [uo I talked to Mary ]]
[uo recently [ro I met with Sue ]]]

Alternatively, if there is no particular ordering imposed on the position of the adverb in the
complement position, then the adverb may appear to the left of the verb and forms with the
verb a complex predicate when the process of V'-reanalysis applies. Raising of the complex
verb would then give rise to the order where the adverb occurs preverbally:

( 1 17) a. ["n I talkedi [vp to Mary [r, Quietly /,]]

["0 [ met, [uo with Sue [1,, recently r,]]
b. [rn [ [, quietly+talked], [ro to Mary /, ]]

[uo t [, recently+6et]i [uo with Sue /,]]

Various issues arise, however. If one is to assume the option in (116), then one must
isolate a specific property of adverb that allows them to appear in complement positions or
adjoined positions, but other categories lacking that property may not. It is not clear what this
property might be. If one is to assume the suggestion in (Tl7), then one has to explain why
adverbs like yesterday or afterward must appear to the right of the verb in the complement
position, as an incorrect word-order would arise when the complex verb consisting of the verb
and the adverb is reanalyzed and raised to the empty head position of the upper VP-shell:

( 1 1 8) a. [uo I talkedi [vp to Mary [u, yesterday r,]]

[ro I met, [uo with Sue [r,,before r,]]
b. '*[ro t [, yesterday+talked]; [ro to Mary t,J]

'* [uo [ [, before+met]i [vp with Sue r,]]

The second problem with Larson's analysis is that there does not appear to be a natural
way to make NP/PP distinction with respect to adverb placement. Specifically, if in the
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HNPS/FNPS construction, the DO receives Case in fSpec, VP] from the verb+PP complex
reanalyzed as a complex verb as shown in (20), repeated here as (119):

(119) Mary [ro [ [, gave+l to John ]1, [ ["0 everything that he demanded I r,]llll
Max fuo [ [, put+[ in his ctr ]1, [ [uo all the boxes of home furnishings [ /,]llll

then there is no reason why the reanalyzed complex verb consisting of a V and an adverb
should not be able to assign Case to the NP in SpecVP (cf. the structures in (105)):t3

(120) a. John [ro I read, [ro the book lt, carefully ]lll
Fred [ro I rnet, [ro Sue I r, recently ]]]]

b. 'tJohn [ro t I read*carefully ], [ro the book [ /, ]]]]
{'Fred [rn [ [ met*recently ], [uo Sue [ /, ]]]]

3.3.2. Verb movement to ytP

Johnson (1991:584-585) proposed that the English verb in fact always moves out its own
projection to a functional category p, and the PP is in complement position. Adverbs are

assumed to be left- or right-adjoined to V':

(121) a. [p,o talkedi [ro [u, slowly 1", t ito Gary ]]]]
b. [,.,otalkedi [uo [", lu,t,to Gary ] slowly ]]]

As in Larson's analysis, the PPs in the structures in (n8) are in complement position. The
object of preposition can thus be freely extracted.

Case-assignment to the DO is suggested be to [Spec, VP] under govemment by the verb
in the head position of pP, accounting for why the DO always occurs to the left of the adverb:

(122) [uo I hit, [uo the dogi [r, euickly 1", t it ]lll

Despite its merits of being able to account for facts about extraction out of complement
PPs, many issues remain. For instrance, it is not clear whether one can show that the
functional category p has independent motivation, as Johnson noted. Moreover, in order to
allow for the adverb to occur preverbally, one must assume that besides the two V'-positions
in (121), the adverb may also be adjoined to a position at least as high as p':

[.,, slowly [,,, talkedi [uo I r, to Gary ]]]]]
[p,,Quickly [u,hit, [uo the dogr lt,ti]]]]

Crucially, adjunction to VP must be excluded; otherwise, an incorrect word-order would arise.

Thus, apart from the motivation of deriving the correct word-order, there appears to be no

principled reason why adverbs may sometimes be adjoined to V', sometimes as high as to ;.1',

but not to VP.

3.3.3. Revising the CED
The analysis of adverbs as VP-adjuncts in the structures in (92) has no problem in accounting
for the preverbal and sentence-final positions of the adverb. However, the occurrence of the

PP after the adverb as in (11Ib) must be taken to be an instance of moving of the PP to the
right past the adverb:

(t23) a' [uo

b' [un
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(1 vp [ro talked /, ] quietly ] [oo to Mary ] ,]
vp ["0 met t,J recently ] [oo with Sue ] ,]

To reconcile the structures in Q2$ with the extraction facts, one might contemplate the
possibility that the CED is not entirely based on the structural position where the extraction
domain is located, but rather on the complementation relationship with a lexical head. That is,
while the standard cases of CED violation clearly involve domains that are adjuncts from both
the syntactic and the semantic perspectives, PP-complements remain semantic arguments,
even though they might syntactically be in an adjunct position.

Extraction of the object in the instrumental and accompaniment PPs seems to support
this view of PP-complements:

(125) a. Which knife, did you cut the salami I with t,)?
Whati can you see the stars I with t,]?

b. Who, did you go to the movie I with t,]?
Who, did you see Bill Iwith t,J?

These PPs appear to be semantic arguments in that they introduce a participant in the event
expressed by the main verb, but are syntactic adjuncts in that they need not be present

syntactically.
From this perspective of PP-complements, the problem of adverb placement that bears

on the NP/PP distinction is now reduced to the question of why (light/indefinite) NPs may not
be moved to an adjoined position the way that PPs may. The distinction might have to do with
constraint on the landing site. Specifically, if a category may only move to a position where
the same category can be independently generated as suggested by Emonds (1976), then the
NP/PP distinction with respect to adjunction to VP follows. PPs can be independently
generated as adjoined positions, but NPs may not.la

Admittedly, this view of PP-complements needs to be worked out in more detail in light
of the many facts that Larson brought up to argue for adverbs being in complement positions,
eg coordination. In spite of its speculative nature, this alternative view of PP complements
seem to hold out some promise that a compromise might be possible, reconciling the CED and

extraction out of PP complements in adjoined positions.

4. Conclusion
In the foregoing sections, we see ample evidence that there is no reason to suppose that
adjacency effect has anything to do with Case-assignment. In a variety views of phrase

structure and Case, the effect is but a reflection of the syntax of adverbs quite independently
of Case theory. If this is so, then the adjacency constraint on Case-assignment plays no role in
the grammar.

With in absence of the adjacency constraint on Case-assignment, the adjacency effect
that shows up in the existential there construction in (6), repeated in (126), is by itself no

evidence for Case-assignment by the verb be:

(126) a. ?*There will be usually aman here

There will usually be a rnan here.

b. 'kThere will be not a man here.

There will not be a man here.

)24 t

t

a.

b.
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(128)

c. *I believe there to be usually a solution.
?I believe there usually to be a solution

d. *I believe there to be not a solution.
I believe there not to be a solution.

In fact, the grammatical contrasts in (126) bear resemblance to those in (127), where there is
no question about Case since the examples do not involve a nominal category:

(127) a. ?{'John will be usually around at five.
?John will usually be around at five.

b. ?'r'Fred will be not mad.
Fred will not be mad.

c. ?*I believe John to be usually available for consultation.
?I believe John usually to be available for consultation.

d. ?*I believe John to be not stupid.
I believe John not to be stupid.

The two sets of examples can be accounted for by the assumption that auxiliary and
modal verbs appear in the INFL-head position of the IP projection, while other verbs and all
non-finite verbs are in the V-head position of the VP (Emonds 1978, Pollock 1989). The
presence of an auxiliary or modal verb in INFL would block movement of the verb be in
(126a), (126b), (127a) and (127b), and non-movement of the non-finite verb be to INFL
explains why it must occur after the adverb:

auxiliarylmodal [ro adv [uo ViVnon-finit.XP ]]]
auxiliarylmodal fro adv [uo beXP

Although the adjacency effect has no bearing on Case-assignment and hence the effect
as exhibited by the verb be does not show that the verb be is a Case-assigner, we have yet
found proof that the verb be is not a Case-assigner. Nevertheless, unless there is evidence for
it, we have no reason to suppose that the verb be is a Case-assigner.
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Notes
rHow to syntactically define the focus position and link it up with the semantics of focus is an interesting
question. One can assume an abstract focus projection with some syntactic features driving movement of the
focused constituent. These features would then be interpreted as focus by some interpretive rules. Alternatively,
one can do away with the abstract projection and the syntactic features by defining a specific position, eg a VP-
ad-ioined position (cf. the structure in (14) below), and give a semantic rule interpreting that position as focus. It
would not aff'ect our discussion here how the syntax and semantics of focus is properly defined.
2 An alternative derivation of the V XP DO order would be to move the XP leftward. The D-Structure V XP DO

is also logically possible. The order V DO XP would be derived by moving either the DO leftward or the XP

a' [,n t
b' [,0 t lll
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rightward. The question raised with respect to the bearing of the heaviness or the defuriteness of the NP on the
various movement and Case-assignment still holds.

'The less than perfect status of the examples in @7) might be due to the parsing expectation that the whole
vs1§61+particle complex would be gapped in the second conjunct.
o 

The examples in (49) are of course grammatical on the readings where Bill is the NP between the verb and the
particle, respectively meaning Kevin turned the light on, and he turned Bill off and Janice took the garbage in,
and she took Mary in.
s 

den Dikken (1992:87) gave two arguments against syntactic incorporation of the particle into the verb. First, the
vsü+particle would fail to observe Williams' (1981) Right-hand Head Rule according to which the head of a X"-
complex is the right member of the complex, which contributes the categorial features of the whole complex.
Since the right-hand member of the verb+particle complex is the particle, not the verb, the verbal feature of the
whole complex would thus not be accounted for. Second, the verb+particle complex exhibits neither compound
stress nor the stressless ending §pical of English inflection. The two arguments do not hold, however. To the
extent that the Right-hand Head Rule is correct, it is for compounds formed by lexical word-formation rules. If
the particle incorporates syntactically into the verb by head-adjunction, then the category of the whole
verb+particle complex would be verbal. Although the direction of adjunction is irrelevant to the category of the
complex, it must be explained, apart from word-order, why the adjunction must be to the right. The lack of
compound stress in nouns and the end-stress observed in the verb+particle complex is just as expected of the
verbal category (cf. the nouns transfer, pörmit and r6run versus the verbs transrtlr, permft, rerin). The stress
pattem of the verb+particle combinations thus constrasts with their nominalized counterparts: turn ön,hand öut,
break üp versus türn-on, händ-out, bröak-up. As there is no reason to suppose that the particle is an inflectional
element on a par with -s or -ed, it is therefore not expected that the particle should lack stress.
" Cf. section 1.3 for the possibility that the NP receives Case in the Spec of AgrO, and the implications for the
adjacency constraint on Case-assignment.
7 

The examples in (i) seem less good than those in (65):

(i) a. ??Who did John give a lot of headache?

b. ??Who, has Bill spared t,the trouble of going throught the red tap?
c. ??Who, would you never ask tiany question?

d. ??Whor did Bob envy t,her fortune?

I have no explanation for why there should be a difference between (65) and (i).
t The Agr-p.ojections in (78b) are assumed here for presentation purposes. Their exact positions do not matter to
our concerns here.
e The adverbjusr is here intended to be the temporal one, not the one that has a close meaning toonly. Thus, the
example in (79a) is grammatical if it is taken to mean that only the dog barked, and not that the dog barked a few
seconds ago.
r0The 

adiunction to the small clause in (96) might also be excluded if adjunction to arguments is not allowed
(Chomsky 1986).

" lf the double object construction has a VP-shell structure, then we must take adjunction of an adverb to the
projection of a predicate to mean adjunction to the whole double VP-shell structure, ie the upper VP. We will
return to the problem of adverb placement with respect to PP-complements in section 3.3 below.
''The impossibility of the example in (103b) with orwithout a modifying adverb is probably due to the aspectual
particle up lacking thematic property. Apart from a few cases of idiiomatic use as inyozr time is up, the particle
zp needs the presence of a thematic predicate to which it can aspectually modify.
13 

The structures in (109) are not without problems. If the PP and the verb forms a complex predicate Vo, then one
would expect that the object of the preposition not to be able to move. The expectation is not borne out, as shown
in (i):

(i) a. Who, did Mary gave to tieverything that he demanded?
b. Which car, did Mary put int, all the boxes of home furnishings?

In addition, structures with multiple adverbs are also problematic. Where should the first adverb be located if the
second one is a complement:

(ii) a. John often carefully read the book.
b. Mary rarely sloppily did her hornework.
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One possibility is to assume that the first adverb is adjoined to the upper VP-shell in (110). But this would have
yeaken the claim that adverbs appear in complement position.

'o Thi, view is obviously incompatible with the analysis of HNPS/FNPS as involving rightward movement of an
NP, adjoining it to VP. An altemative is to assume that HNPS/FNPS moves an NP to a position focus position
where an NP can be independently generated, cf. footnote l The difficulty that immediate arises is how one is to
go about showing that an NP may be independently generated in the focus position
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1. Introduction

Aoun, Benmamoun and Sportiche (1994) (henceforth ABS) propose an analysis of agreement
in various dialects of Arabic which attempts to account for 2 types of asymmetries in
agreement, listed in (t):

SV vs. VS agreement

I st conjunct agreement

The basic facts they wish to account for are the following: (i) while SV agreement is 'full'
agreement, VS agreement is often impoverished in some way; (ii) first conjunct agreement is
only possible with VS order; it is impossible with SV order.

ABS treat (1a) and (1b) as separate issues because they want to defend the theory of
agreement statecl informally in (2). In particular, they argue against a theory such as that
stated informally in (3):

(2) A subject NP can only agree in a Spec/flead relation with its verb.

(3) A subject NP can agree with its verb if either:
(i) V and NP are in a Spec/Flead relation

or (ii) V governs NP

Clause (ii) of (3) describes the phenomenon of Agreement under Government (henceforth
AuG), commonly found in many languages.

One striking property of AuG is that it allows first conjunct agreement as in (4):

(4) First conjunct agreement

If V governs [NPr and NPz], V may/must agree with NPr

Coordinate NPs usually trigger plural agreement in subject position. Under goveülment,
however, they may show singular agreement (for example) if the first conjunct is singular.

First conjunct agreement is well attested in languages which exhibit AuG, as the examples
from English, Irish (McCloskey and Hale 1984, McCloskey 1986, 1989), Portuguese (Munn
1993) and Arabic (Mohammed 1987, Benmamoun 1992, Aoun, Benmamoun and Sportiche
1994) given in (5-8) show. Although more common in VSO languages, AuG, and therefore
first conjunct agreement, is not limited typologically, but rather arises whenever the correct
configurations occur.

* 
Parts of this paperhave been presented atNELS 25,rhe Universi§ of Maryland, Wayne State University

and the Max-Planck-Gesellschaft, Berlin. I would like to thank Jamal Ouhalla, Cristina Schmitt and Chris
Wilder for providing me with data, and Cristina Schrnitt and Chris Wilde-r for much helpful discussion.

Phonetic transcription note: ?':2, f= §, s, t:§.1 S :Y, H :t O :a .
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(s) a.

b.

There is a man and a woman in the room.
*There are a man and a woman in the room.

(English)

(6) a.

b.

(7) a.

b.

(8) a.

b

Bhios pro-föin agus Eoghan i läthair.
be-pnsr. l sG EMnH. and Owen present

'Owen and I were present.'
*Bhi pro-föin agus Eoghan i läthair.
be-pesr EMPH. and Owen present

'Owen and I were present.'

(Irish)

Estava aberta a janela e o portäo. (Brazilian Portuguese)
be-pesr.sc open-F.sc the window.r.sc and the door.v.sc
'The window and the door were open.'
??Estavam abertos a janela e o portäo.
be-pRst.pt open-M.pI- the window.r.sc and the door.u.sc
'The window and the door were open.'

qara?a aumar wa pliyaa? l-qissa
read.3us Ornar and Alia the-story
'Omar and Alia read the story.'
qara?at TaLiyaawa eumar l-qisssa
read.3rs Alia and Omar the-story
'Alia and Omar read the story.'

(Standard Arabic)

It should be clear from the data above that first conjunct agreement can be simply
accounted for with the theory given in (3) with the assumption that the first conjunct of a set

of conjoined NPs is, in fact governed by a verb that governs the conjoined set as a whole. On
a theory such as that in (2), however, the first conjunct agreement is on the surface apuzzling
problem. In denying AuG, ABS lose the generalisation that first conjunct agreement is
available only under government configurations. If all agreement is Spec/Head agreement,

first conjunct agreement is a serious problem. ABS's position on first conjunct agreement is
to deny its very existence. Instead, they claim that first conjunct agreement is actually derived
from a biclausal coordinate structure wherein the "first" conjunct is the subject of the first
clause and the "second" conjunct is the subject ofthe second clause. The second clause, under
their analysis, has undergone rather radical deletion, since all that remains of it is its subject.
Schematically their solution can be shown in (9), where O stands for some sort of deleted
element. I will call this rule Conjunction Reduction, although, like ABS, I will no'i commit to
any particular instantiation of it.

(9) Conjunction Reduction

[V NPr]s and [V NPz]s + V NPI and O NPz

In (9), V and NP1 agree unexceptionally and some form of deletion takes place to
transform the structure into its surface form.

ABS deny the existence of AuG because they argue that allowing only a single relation for
agreement is conceptually simpler. They argue that the difference in VS vs. SV agreement in
Standard Arabic (SA) cannot be the result of agreement with some higher expletive element,
and so argue that the agreement is with the post verbal subject, and that agreement is lost
under head movement. They leave unanswered the question of how and why the agreement is

, -- !- <-r!._a,-r.{r{Et}raJ\{tr



lost, since it is not lost, for example by verb raising to Comp in English. In order to maintain
their proposal, however, they lose completely a very strong cross-linguistic generalisation
about languages that exhibit AuG: if a language has AuG it will also show first conjunct
agreement in exactly those places that AuG holds.

ABS deal only with varieties of Arabic, but if their analysis is correct, they are implicitly
making a much wider claim: all first conjunct agreement is biclausal, and there is no
correlation between AuG and first conjunct agreement.

In these remarks, I will show that the biclausal analysis of first conjunct agreement is
untenable, and that first conjunct agreement is possible (and in fact sometimes obligatory) in
cases where a biclausal analysis is impossible. If agreement under government is allowed, first
conjunct agreement will follow from the phrase structure of coordinate structures without
further stipulation. In addition, I will show that there are certain differences between
governed agreement and Spec-head agreement that mitigate against the two being assimilated
completely.

I agree, however, with ABS's conclusion that agreement is best explained by the theory in
(2) rather than the theory in (3). In the last section of the paper I will address the issue of how
to account for agreement under govemment without government and argue that a feature
checking account can allow for two slightly different configurations for agreement, and these

can account 'for the differences between Spec-head agreement and govemed agreement,
without the need for govemment as a relation in the grammar.

2. ABS's arguments for a biclausal analysis

The core of ABS's argument for a biclausal analysis of first conjunct agreement cases lies in
showing that the conjoined subject in first conjunct agreement does not behave like a plural
subject semantically, i.e. they argue (conectly) that if first conjunct agreement was simply a

surface syntactic fact, there should be no difference semantically between first conjunct
agreeing subjects and regular plural subjects, since the conjoined NPs should denote a

(semantic) plural. There are five basic cases they discuss where the conjoined subject with
first conjunct agreement is incompatible with various kinds of other elements in the sentence

which require plurality. In each of these cases, I will show that, although ABS are correct in
showing that a plural is required to license the extra element, they fail to show that a semantic
plurality is sufficient to license the extra element. If a syntactically singular semantic plural
does not license the extra element, then we can assume that there is some formal licensing
requirement which requires a syntactic plural. This will not be satisfied in first conjunct
agreement cases, which show non-plural agreement.

The other side of the argument is as follows: if first conjunct agreement is biclausal, then
any elements that require a semantic plural to be licensed, but have no syntactic requirement
for plurality, should not be permitted. I will show that such elements exist, and are allowed
with first conjunct agreement, which thus cannot be biclausal.

2.1 Semantic vs. syntactic plurality

ABS's analysis rests on the claim that first conjunct agreement subjects behave like semantic
singulars, i.e. although on the surface they look like plurals, each conjunct is a singular
subject of its own clause. Before proceeding, it will be useful to review the distinction
between semantic and syntactic plurality, and their interaction.

The independence of syntactic and semantic plurality can be easily demonstrated by the
existence of semantic plurals llke group which behave syntactically as a singular, and the
existence of pluralia tantum expressions suchrTs scissors which are semantically singular but



syntactically plural. Consider now a predicate lTke meet in English, which requires only a

semantic plural subject when used intransitively. Because of this, both syntactically singular
or syntactically plural subjects can appear as in (10a/b). The syntactically plural, but
semantically singular scissors can not appear as the subject of meet as in (10c). The

unacceptabiiity of (l0b) is not merely pragmatic, as (10d) shows.

The men are meeting tomolrow.
The group is meeting tomorrow.
*The scissors are meeting tomorrow.
A group of scissors is meeting tomolrow.

Not all predicates that require semantic plurals are like meet,however. Some may require

both syntactic plurality and semantic plurality The predicate be similar is one such predicate

and as a result neither singular semantic plurals nor plural semantic singulars are permitted as

its subject as the data in (11) show.l

The men are similar.
*The group is similar.
*The scissors are similar.

There also exist syntactic elements that require syntactic pltuality to be licensed, but

which do not require semantic plurality. Reflexive pronouns fall into this category, as the

examples in (12) show. In (12a), the semantically plural group can not bind a plural reflexive,

while in (12c) the semantically singular scissors can bind a plural reflexive.

*The group is keeping themselves in shape.

The group is keeping itself in shape.

The scissors are by themselves on the table.
*The scissors are by itself on the table.

Finally, there are elements that require a semantic plural to be licensed, but are not

sensitive to the syntactic plurality of their licenser. Elements such as together and

same/dffirent fallinto this category as the data in (13) and (14) show.2

The group wore different hats.

The men wore different hats.
*The man wore a different hat.
*The scissors were different colours.

The group left at the same time.
The men left at the same time.
*The man lefr at the same tirne.
*The scissors fell at the same time

With these differences in mind, we can now examine the data that ABS give to show that

first conjunct agreement is not semantically plural.

I Note that similar has a discourse linked reading which is not relevant here, as in That tree has an interesting

pattern on its bark. This tree is similar.
2 Note that same/dfferent also have a discourse Iinked reading as described in fn. I above.
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d.
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b.

c.
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2.2 together

ABS show that the modifier sawa'together' in Lebanese Arabic can only modi$ a conjoined
SV subject (15a) but not a codoined VS subject with first conjunct agreement (15b). Since
Lebanese Arabic allows full agreement in VS order, plural agreement is obligatory with sawa
(1 5c).

(1s) a.

(16) a.

(17) a.

(18) a.

b

c

Kariim w MarwaanraaHo sawa
Kareem and Marwaarl left.pl together
*RaaH Kariim w Marwaan sawa
left.3M. SG Kareem and Marw aantogether
RaaHo Kariim w Marwaan sawa
left.pl Kareem and Marwaantogether

el j amaa raaHet
the group left.F.sc
*el jamaaraaHet sawa
the group Ieft together
el rij at raaHu sawa

the men left.M.PL together

kariim w marwaan biHibbo Haalun
Kareem and Marwaan love themselves
kariim w marwaanbiHibbo bacdun
Kareern and Marwaarl love each other

biHibbo kariim w marwaan Haalun
Kareem and Marwaan love.3pl, themselves
biHibbo kariim w marwaan ba6dun
Kareem and Marwaan love.3pt- each other

(Lebanese Arabic)

(LA)

(LA)

(LA)

What ABS do not show is a singular subject that is semantically plural. If we examine
such cases, as in (16) we findthatthe modifier sawa, unlike the English together requires a
syntactically plural antecedent.

b

c

In (16a) el jamaa 'the group' controls singular agreement, yet when it appears with sawa
'together' it cannot appear with singular agreement as in (16b). This shows that'together' in
Arabic clearly requires syntactic as well as semantic plurality to be licensed, and so does not
constitute an adequate test to show that first conjunct agreement is biclausal.

2.3 Reflexives and reciprocals

A similar case arises with reflexives and reciprocals. A reflexive object must have a plural
antecedent, and here, plural agreement is obligatory in Lebanese Arabic even with VS order
(i.e. first conjunct agreement is impossible.)

b.

b
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(1e) a.

(20) a.

b.

c.

d.

b

*biHibb kariim w marwaanHaalun
love.3s Kareem and Marwaan themselves
*biHibb kariim w marwaanba6dun
love.3s Kareem and Marwaan each other

el j amaa lta?o
the group met.Pl-,
*el jamaalta?a

the group met.SG

The group is meeting at 3:00.
*The group are meeting at 3:00.

(LA)

(LA)

(LA)

Again in these cases, ABS merely show that plural reflexives must be licensed by
syntactically plural antecedents. The examples they give are not sufficient to show that the
first conjunct agreement case which shows singular agreement is not semantically plural. If
we assume that reflexives are licensed via agreement rather than simply through coreference
with an antecedent, then the fact that first conjunct agreement is not suffrcient to license a

plural reflexive is unsurprising.

2.4 meet

ABS also show that first conjunct agreement subjects can not appear with intransitive meet in
Arabic. However, the data in (20) show that with a semantic plural as its subject,lta?a 'meet'
cannot control singular agreement, thus only plural agreement is possible, even though e/
jamma'the group' can control singular agreement with other verbs as shown in (16) above.
Meet in English is different in this respect as (20cld) show.

3. Against a biclausal analysis

The data above have shown that the inability of first conjunct agreement subjects to license
elements such as sawa'together', reflexives and reciprocals is not sufficient to show that such

subjects are not conjoined and therefore not semantic plurals. Instead, the data simply show
that many elements are sensitive to syntactic plurality, and this is not present when first
conjunct agreement arises. In this respect, the data is somewhat equivocal: it is perhaps

consistent with the biclausal analysis, but is also consistent with a phrasal coordination
analysis with first conjunct agreement.

In order to show that first conjunct agreement is not biclausal, we need to provide
examples which do require semantic plwality to be licensed, but do not require syntactic
plurality. If such examples exist, the two theories make opposite predictions: if first conjunct
agreement is biclausal, it should be impossible with these elements; if it is phrasal, the
elements should be licensed.

One of the clearest cases of an element that is licensed by semantic plural3 is
same/dffirent (see Carlson 1987, Moltmann 1992). As discussed above for English,
adverbials such as at the same time are insensitive to the syntactic plurality of their licenser,
but require a semantic plural to be licit. If first conjunct agreement is biclausal, then

33 This statement is not quite accurate. As Carlson (1937) showed, same and dffirent are licensed
semantically by a group of events. One way to form such groups is by having a semantically plural subject.
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same/different adverbials should be impossible with it. In Engtish this is not the case, as the
acceptability of both (2la) and (21b) show.

There was a man and a woman in the room at the same tirne.
There was a man and a woman in the room at different times.

If conjunction were biclausal then (21) should be uninterpretable since There wos a man
in the room at the same time/at dffirent times is unacceptable. The same kind of examples
can be constructed for Arabic as (22) shows. ln (22), first conjunct agreement is possible,
despite the requirement of bi nefs lwa?at'at the same time' or nfs l-ktab'the same book' to
have a semantically plural subject.a

(2 a.

b.
)

(22) a.

b.

bi nefs lwa?at raaH Kariim w Marwaan
at same time left.SG Kareem and Marwaan
'Karim and Marwan left at the same time.'
qra-t Alia w Omar nfs l-ktab
read.F.SG. Alia and Omar same the.book
'Alia and Omar read the same book.'

(LA)

(Moroccan Arabic)

3.1. Cross-linguistic considerations

As mentioned in the introduction, ABS's analysis is surely not simply an analysis of first
conjunct agreement in Arabic, since by adopting the agreement theory in (2) they are denying
first conjunct agreement altogether. I now tum to some more crosslinguistic data which
shows that first conjunct agreement cannot be biclausal, and if the theory of agreement posited
in (2) is correct, an alternative account of the facts must be given.

First consider the Irish examples discussed in McCloskey (1986, 19S9). The basic facts
about Irish first conjunct agreement are the following: when an agreeing head is present, the
NP it agrees with must be pro. In conjoined VS structures then, the first conjunct must be
obligatorily null. If the order of the conjuncts is reversed, the sentence is unacceptable unless
an overt pronoun is present.

(23) a. Bhiospro-fdin agus Eoghan i läthair. (Irish)
be.pesr.lsc EMIH. and Owen present
'Owen and I were present.'

b. Bhi Eoghan agus *(md) fein i läthair.
be.pesr Owen and me EMeH present
'Owen and I were present.'

The distribution ofpro in Irish is linked directly to the presence of agreement. If first conjunct
agreement is biclausal, as ABS claim, then they are claiming for Irish that an agreeing verb is
allowed in the first clause of a clausal coordination, but not in the second clause. It is not
clear how such a condition should be stated in the grammar.

4 Arabic seems to impose a syntactic plurality requirement for 'different'. Jamal Ouhalla (personal
communication) informs me that (22a-b) require plural agreement in Moroccan Arabic when 'different times' or
'different books' is used,
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On the other hand, the data in (23) receive a straightforward analysis if the first, but not
the second conjunct is govemed by the verb, and thus must be realised as pro when the verb
shows agreement.s

McCloskey (1986:275) explicitly mentions that group readings are allowed with conjoined
PP objects, one of which is a pronoun, and the following example from McCloskey (1989)
clearly shows a group reading of the predicate, and provides further evidence against the
biclausal analysis.

(24) An ndöanfa-fein agus Liam an diruröar anocht?

Q do-Cond.2Sg.-Emph. and Bill the dinner tonight
'Would you and Bill make the dinner tonight?'

*raaH l-walad w 1-mu6a11im yalli lta?o pla-l-madrase
went.3us the-boy and the-teacher who met.Pl at-the-school

(Irish)

(LA)

3.2 Relative clauses

ABS also argue that relative clauses provide support for the biclausal analysis. They show
that a relative clause with a conjoined head such as (25) cannot take part in first conjunct
agreement.

(2s)

The unacceptability of (25) does not conclusively show that first conjunct agreement is
biclausal. First of all, consider a corresponding English example:

(26) a. There is a dog and a cat that hate each other in the next room.
b. *There are a dog and a cat that hate each other in the next room.
c. There are two dogs and a cat that hate each other in the next room.

Here, first conjunct agreement is obligatory despite the presence of the relative clause and the
reciprocal inside it. This example clearly shows that the first conjunct agreement does not
entail lack of semantic plurality.

Relative clauses in Irish also provide an argument against treating coordination as

biclausal. In lrish, resumptive pronouns are disallowed in the subject position of the clause
subjacent to the head of a relative clause, as in (27alb)

(27) a. *an fear a raibe se breoite
the man comp be.PAsr he ill
'the man who was ill'
*na daoine a rabhadar pro breoite
the people comp be.PAsr.3.PL pro ill
'the people who were i11'

(Irish)

5 A further problem for a biclausal analysis of first conjunct agreement in Irish is the fact that in conjoined
subjects, only the first NP in the conjuncts receives nominative case, while the other conjuncts receive

accusative (default) case. Again, if first conjunct agreement is biclausal, then somehow accusative case must be
stipulated to be assigned in the second clause. It is again unclear how this could be effected.

b.
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If first conjunct agreement were biclausal, then a resumptive pronoun in the subject
position of a relative clause should be ruled out as it is in (27). This is not the case, however,
as (28) shows.

(28)

(30)

nadaoine arabhadar pro föin agus a gclann mhac äbalta ar isach
the people coMp be.pasr.3.pt pro emph and their family sons.GEN able on
fishing
'the people that they and their sons were capable of fishing' (Irish)

Portuguese also shows first conjunct agreement with relative clauses. While the verb
inside the relative clause is plural and has a reflexive clitic, the matrix verb must agree with
the first conjunct. The contrast between (29blc) shows that this is a case a first conjunct
agreement, rather than singular agreement with a null expletive subject.6

(2e) E o homem e a mulher que se detestam (Brazilian Portuguese)
is-3sc the.v.sc and the.r.sc who sE hate-pt.
(It) is the man and the woman who hate each other
Säo os homens e a mulher que se detestam
are-3pL the men and the woman who hate each other
(It) is the men and the woman who hate each other
*E os homens e a mulher que se detestam
is-3sc the men and the woman who hate each other
(It) is the men and the woman who hate each other

c.

a.

b

a.

It is clear that the data from English, Irish and Portuguese cannot be accounted for with a

biclausal analysis, and thus the generality of ABS's solution is clearly compromised.. What
accounts for the lack of first conjunct agreement in the Arabic cases is unclear, however, but it
is not definitively due to the purported biclausal nature of first conjunct agreement.

3.3. Mixed agreement

A major prediction of the biclausal analysis of first conjunct agreement is that 'mixed'
agreement should never occur, since both clauses contain singular verbs. In fact these are the
cases that ABS show to be ungrammatical in Arabic. Again, Irish provides a counterargument
to the generality of the claim. McCloskey (1986) shows that first conjunct singular agreement
can coocur with plural agreement in certain Irish predicative constructions. These predicative
constructions are formed by prefixing a possessive clitic onto a noun or verbal nouh as shown
in (30).

Täme'mo dhochtüir.
am I 1.sG doctor
'I am a doctor.'
Tä me 'mo sheasamh.

am I 1.sc stand vN
'I am standing.'

(Irish)

b.

6 This is not to say that there is no expletive. There may well be, but the agreement is with the first conjunct.
ABS (p. 200) make the same point in their discussion of Arabic.
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With a conjoined subject, the verb agrees with the first conjunct in the singular, while the
predicate shows up with the plural clitic, as in (31).

(3 1) a. Tä mise agus mo dhearthäir 'när ndochtüirf .

am I+coxrR and my brother l.pL doctors
'My brother and I are doctors.'
bhfnn pro-föin agus an seanduine 'när suf.

be.pAsr.HAB.l .sG pro-EMpH and the old fellow l.pt sit
'The old fellow and I used to be sitting.'

(Irish)

Eu encontrei as minhas velhas amigas e amigos famosos. (BP)
I met the-r.PI. my-F.pL old-r.pl friends-r.pl and friends-M.pl famous-u.pt
'I met my famous old female freinds and male freinds.'
*Eu encontrei os meus velhos amigas e amigos famosos.

I met the-tvt.pl- my-M.pt- old-r.pl friends-r.pl and friends-M.pl famous-vt.pL
*Eu encontrei os meus velhas amigas e amigos famosos

I met the-u.pI. my-M.pt- old-r.pl friends-r.pl and friends-M.pl famous-u.pl
Eu encontrei os meus velhos amigos e amigas famosos.

I met the-r.pt. my-F.pI- old-r.pl friends-E.pt and friends-M.pl famous-tvt.pL
'I met my famous old female friends and male friends'

b.

If we were to suppose that the examples in (31) were derived from clausal paraphrases, then
we would have to explain how the plural clitic in the second conjunct is sensitive to the
structure after conjunction reduction, while the agreement in the first conjunct is sensitive to
the agreement before conjunction reduction.

3.4 First conjunct agreement within the Noun Phrase

Further evidence against the biclausal analysis of first conjunct agreement comes from first
conjunct agreement facts in NPs in Brazilian Portuguese. Brazilian Portuguese, (BP) like
other Romance languages, has both prenominal and postnominal adjectives, along with
prenominal determiners, all of which show agreement. Depending on the order of the
adjectives, it is possible to have mixed agreement with first conjunct agreement on the
determiner and the prenominal adjectives and both conjunct agreement on the postnominal
adjective. An example of this is given in (32). In (32a), the first conjunct is feminine, and all
prenominal elements agree with it in gender and number. The unacceptability of (32blc)
shows that the prenominal elements must agree with the first conjunct, while the acceptability
of (32d) shows that the postnominal adjective famosos 'famous' is agreeing with both
conjuncts and not simply the second conjunct.

(32) a.

b.

r\\-,.

d.

The meaning of (32a) is that both the prenominal and the postnominal elements take scope
over both conjuncts, thus the agreement pattern cannot be attributed to meaning in these cases.

Nor can these NPs be interpreted as biclausal, since they can be modified by juntos'together',
(which agrees inthe plural) or by no mesmo dia'on the same day'as the examples in (33)
show.
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(33) a. Eu encontrei as minhas velhas amigas e amigos juntos. (BP)
I met the-r.Pl my- r.pl old- r.pl friends- r.pl and friends-u.pl together- M.pL

b. Eu encontrei as minhas velhas amigas e amigos no mesmo dia.
I met the-r.PI. my- n.pl old- r.pl friends- r.pl and friends-v.pL on.the same day

3.5 First conjunct agreement in participial absolutes

Schmitt (to appear) shows that first conjunct agreement effects show up in participial
absolutes and have+agreeing participle constructions, both in Brazilian Portuguese and in
Spanish. The data for participial absolutes is given in (34); similar examples exist for
h av e * agr eeing participles.

(34) a. Amrmadas as salas e o quarto, ... (BP)
tidied up-F.pI. the-n.pl living-room-r.pl and the-v.sc bedroom-u.sc
*Amrmados as salas e o quarto ...

tidied up-M.pt. the-r.pl living-room and the-tvt.sc bedroom-M.sc
Arregladas las salas y el cuarto, ... (Spanish)
tidied up-F.pt. the-p.pt living-room-r.pL and the-rra.sc bedroom-u.sc
*Arreglados las salas y el cuarto,...
tidied up-M.pt- the-r.pl living-room-r'.pL and the-M.sc bedroom-v. sc

The participial absolutes offer a striking example of how first conjunct agreement is
compatible with collective predicates. Participial absolutes are permitted with transitive verbs
and unaccusatives. Consider a verb like combine, which has only a group interpretation when
used unaccusatively. First conjunct agreement is possible in these cases as (35), from
Brazilian Portuguese, show shows.

b

c

d

(35) Combinada apratae o ouro, a Maria tinha o suficiente parafazer um anel
combined-r.sc the.n.sc silver and the.u.sc gold, the Maria had the
sufficient for to.make a ring. (BP)
'With the gold and the silver combined, Maria had enough to make a ring.'

4. Distinctions between governed agreement and Spec-head agreement

ABS's attempt to give what is essentially a semantic account of first conjunct agreement fails
when confronted with the wide array of crosslinguistic first conjunct agreement facts. Before
pointing to a solution to the facts, I would like to mention an important difference between
governed agreement and Spec-head agreement, which, as far as I am aware, has not been
noticed before.

It is well known that conjunction usually requires some sort of default feature resolution
rules, for example, in languages with gender agreement, a conjoined masculine and feminine
noun will resolve to masculine plural. This constraint is clearly violated in cases of first
conjunct agreement, as we have seen in both the Arabic examples and the Portuguese
examples.

Another example of this agreement resolution was noted for English by Sag et al. (1985).

Sag et al. show that there is a hierarchy of agreement patterns exhibited between conjoined
pronorms which bind reflexives, as the data in (36) shows.
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a. He and she are proud of themselves.
b. You and he are proud of yourselves/*themselves.
c. You and I are proud of ourselves/*yourselves.
d. He and I are proud of ourselves/*themselves.

The generalisation needed to account for the facts is a hierarchy of lst > 2nd > 3rd person.
What is important here is that the order of conjuncts is not relevant for this kind of agreement.
This sort of resolution for person seems to be universal. Given that first conjunct agreement
only arises in English in there constructions, it is not possible to test whether the resolution
holds in governed agreement configurations, since pronouns are generally not permitted in
there constructions. However, in Portuguese, it is possible to show that in governed
agreement configurations, the hierarchy is 'violated' or overridden by the first conjunct's
syntactic requirements. The relevant data is given in (37).

(36)

(37) a.

(3 8) a.

b.

b.

c.

d.

e.

f.

Eu e as meninas saimos.
I and the girls left. l pt,

As meninas e eu saimos.

the girls and I left. l pl
*As meninas e eu sairam.
the girls and I left.3pt-
Foram as meninas e eu que compramos as flores.
were.3pl the girls and I who bought. lpt-, the flowers
Fui eu e as meninas que compramos as flores.
was. 1 sG I and the children who left. l pl
*Fui as meninas e eu que comprei as flores.
was.l sc I and the girls that bought. l sG the flowers

The band are going to be playing at 6:00
The band is going to be playing at 6:00.

(BP)

(Br. E)

The contrast between (37alb) and (37c) shows that a conjoined subject containing a first
person pronoün can never control third person agreement, independent of the order of the
conjuncts. However, as the contrast between (37dlD shows, when the agreement in
postverbal, third person agreement is obligatory when the third person conjunct is the first
one.

The examples above show that there is a fundamental asymmetry between governed

agreement and Spec-head agreement. While the former seems to only 'see' the governed

element (in these cases the first conjunct), Spec-head agreement is able to 'sse' more than the

first conjunct. In this sense, Spec-head agreement is looser than governed agreement, and

thus may be affected by other factors.
To show this is so, consider the well-known, but not very well understood, phenomenon

of collective noun agreement in British English. In British English, collective nouns can

agree in either the singular or plural, as in (38).

Although (38a) looks llke band can be either plural or singular, as Barlow (1992) (citing
Corbett 1979) shows, such nouns cannot take plural demonstratives as in (39), even when they

control plural agreement on the verb.
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(39) a.

b.

c.

*These band are going to be playing.
This band are going to be playing.
This band is going to be playing.

A band from Poland are going to be playing
A band from Poland is going to be playing.

(Br.E.)

(Br. E)

If the indefinite article is used, plural agreement is still possible on the verb as in (a0)

(40) a.

b.

If govemed agreement is identical to Spec-head agreement, we should expect that
collective nouns in British English should control either plural or singular agreement in there
constructions, given the data in (a0). However, as the data in (41) shows, this is not the case.

In an there construction, agreement can only be with the singular. This contrasts with the
standard cases of agreement in there constructions given in (4lcld) which show that
agreement is indeed with the postverbal subject. (I arn ignoring here the contracted form
there's which essentially shows no agreement in English at all.)

a. *There are a band from Poland playing.
b. There is a band frorn Poland playing.
c. *There is two bands from Poland playing.
d. *There are a man from Poland arriving.

Thus, whatever accounts for the ability of collective nouns in British English to control
plural agreement is not generalizable to cases of governed agreement. It also does not extend
to demonstrative agreement, a point we will return to below.

The data above clearly point to a difference between governed agreement and spec-head

agreement, and this difference extends beyond cases of first conjunct agreement. This is
important, because ABS's account of first conjunct agreement cannot be extended to cases of
governed agreement which do not involve coordination.

5. Analysis: first conjunct agreement with government

The survey of data thus far has shown that in a wide variety of constructions, first conjunct
agreement is obligatory in constructions that either force group readings or are compatible
with them. The fact that group readings are incompatible with the biclausal analysis lends
support to the idea that phrasal coordination plus agreement under govemment is necessary to
account for first conjunct agreement. In addition to being empirically more sound, it is also
conceptually superior in that it preserves the strong crosslinguistic correlation that first
conjunct agreement will arise whenever agreement under government is possible. The fact
that governed agreement has different syntactic properties than Spec-head agreement also
lends force to the argument. In this section I will show that first conjunct agreement can be
accounted for straightforwardly if one assumes an adjunction structure for coordinate
structures.

Under standard definitions of government, (e.g. Aoun and Sportiche 1981, Chomsky
1986) the complement of a head is govemed by the head (I will call this government), and the
specifier of the complement is governed by the head provided the complement is made

transparent in some way, either by stipulation or by incorporation into the governing head (I

(41)
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will call this exceptional government).7 These two configurations are schematised in (42a/b),
where in each case, X govems YP. In all of the cases discussed above, one of the two
confi gurations in manifested.

(42) a.

(43)

XP

TP

T+V VP

NPrubj V'

b XP

XO YP

YP Z'

Government Exc eptional gov ernment

Configuration (42a) is manifested in the determiner/prenominal adjective data from
Portuguese, ffid also in the participial absolutes data, according to Schmitt (to appear).
Configuration (42b) is manifested in the Arabic and Irish VS word orders. Depending on
one's analysis of there constructions in English, either of (42a) (if the coda of the there
construction is adjoined to VP or (a2b) is realised (if a small clause analysis of there
constructions is adopted.)

If first conjunct agreement arises urder government configurations, it must be the case

that the first conjunct of a conjoined set of DPs in the position of YP in @2) must be
governed. One way to effect this in (42a) is to assume that conjunctions head their own
phrases and the conjuncts are in the specifier and complement of the conjunction phrase.8

Provided we stipulate that the conjunction phrase itself is transparent to govemment, the first
conjunct will be governed.

In two other analyses of first conjunct agreement in Arabic (Bahloul and Harbert 1992 arrd

Benmamoun 1992), the facts are accounted for in exactly this way. What is not clear from
either of these analyses, however, is whether putting the first conjunct in the specifier of the
conjunction phrase actually gets the facts as required. For sake of discussion, assume, as

Benmamoun (1992) does, that the postverbal subject in Arabic remains inside the VP, and

agrees under govemment with the V+T complex shown in (a3).

ZPXO

tv

If we embed a conjunction phrase in the subject position above we get the structure in
(44).

7 It is not important for the present discussion what the exact definition of government is, or, in fact, whether
govemment is abandoned altogether as in Chomsky (1993). Whatever accounts for the standard cases of
exceptional government should carry over in this framework. See below for more discussion.
8 Various arguments independent of the first conjunct agreement facts are presented in favour of treating
conjunction structures as endocentric structures in which the first conjunct c-commands the second conjunct.
See Munn (1992,1993) for details.
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(44) TP

I consider John being here to be a problem.
*Who do you consider t being here to be a problem?

I remember John being here.

Who do you remember being here?

T+V VP

&P V'
, -- ,A.

NPt &' tv

&, NPZ

While in (42a) we simply need to stipulate that the conjunction phrase is transparent to
government, in (44) we must allow for 'exceptional' exceptional govemment, i.e. government
into the specifier of a specifier. This amounts to allowing govemment to be recursively
defined. There is independent evidence that such an extension of government is never
permitted. e

If we take ECM verbs to be core cases of exceptional government, and government into
the specifier of a specifier should be allowed, we should be able to embed an ECM clause as

the subject of a small clause, but, as Stowell (1981) pointed out, this is never permitted.

I consider John to be foolish.
*I consider John to be foolish to be obvious

Johnson (1983) argued that gerunds with accusative subjects (ACC-ing gerunds) make an

even stronger point for the lack of exceptional exceptional government. Consider the data in
(64).

45( a.

b.
)

(46) a.

b.

c.

d.

In (46a), an ACC-ing gerund is possible as the subject of a small clause govemed by
consider. This contrasts minimally with (45a), thus, we might assume that gerunds are able to
casemark their subjects internally. What is important though, is that extraction of the subject
of the gerund is not permitted, thus consider in (46b) must not govern into the subject of
gerund. This contrasts minimally with the extraction data in (a6d) which ihows that
remember plausibly does govern into the subject position, even if it does not assign case to the

subject.lo

9 Raposo and Uriagereka (1990) argued for the recursive definition of government. By their definition,
recursive govemment is always subject to minimality, i.e. a head can govern long distance provided there is no

closer had that governs the projection in question. Even with their definition, exceptional exceptional

governement is not permitted.
l0 Johnson uses this data to argue that gerunds are in fact CPs but his arguments are dubious, given the large

amount of evidence to the contrary (cf. Reuland 1983, Abney 1987, Munn 1991).
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Munn (1992, 1993) argues that the general unavailability of 'exceptional' exceptional
government supports a different structure for coordination, one in which the Boolean phrase is
adjoined to the first conjunct, as in (4l1.rt

(47) NPr

NP' BP

NPz

When we embed the structure given in(47) in either of (42a) or (42b), the first conjunct
will be governed, either directly or by exceptional govemment, however that is to be cashed
out in detail. By treating coordination as adjunction, all of the first conjunct agreement facts
can be accounted for without appealing to stipulative extensions to the theory of govemment.
The analysis also preserves the correlation between the agreement under government and first
conjunct agreement which is lost under ABS's analysis.

6. First conjunct agreement without government?

I have not given a detailed analysis of all of the constructions described above, since in all
cases the point is the same: first conjunct agreement cannot be given a biclausal analysis, but
rather follows directly from agreement under govemment on the assumption that conjunction
phrases are adjoined to the first conjunct. In this last section I would like to return to the idea,

mentioned at the outset, that agreement under government can be accounted for without
government, since, as ABS rightly argue, a disjunctive notion of agreement seems to be

conceptually unsatisfactory. In the Minimalist framework (Chomsky 1993, 1995),
government is dispensed with entirely, being subsumed (largely) by the Spec-head relation. A
minimalist account of agreement under govemment will therefore need to be recast if
minimalism is to be adopted. Recall, however, that the differences between governed
agreement and'regular' agreement still need to be accounted for.

If government does not exist as a relation in the grammar, then we need to ask what is its
analogue in the Minimalist framework. In the minimalist program, all movement is driven by
feature checking requirements.l2 Elements either move before Spell-Out or at LF. If we
think in these terms, then if X (descriptively) agrees under govemment with YP then YP has

not moved relative to X by Spell-Out. On the other hand, if YP is in (descriptively) a Spec-
head relation with X then YP has moved to the specifier of X overtly.l3 We can then recast
the notion of agreement under government as the descriptive generalisation given in (48).

I I Two other ärguments for the adjoined BP structure are presented by Munn. The first is that conjunction
phrases can be extraposed, which is consistent with the idea that they are maximal projections. If the first
conjunct were in the specifier of the conjunction phrase, the extraposed constituent would have to be a B'. A
second argument comes from Munn's 1992 analysis of Across-the-Board (ATB) extraction as an instance of
operator movement to the Spec BP position.
12 For concreteness I will assume the feature checking mechanism of Chomsky 1993 with the modification to
the principle of Greed given in Chomsky 1995. Nothing crucial hinges on this particular point.
13 This is not to say that YP has not moved at all. Also, I am restricting this statement to agreement under
government. We do not want to say, for example, that the verb in Comp agrees under government with the
subject in Spec IP in (i) (as the unacceptability of first conjunct agreement in (ii) shows) but iather, that the
subject and the verb have agreed in a Spec-head relation and then the verb has raised further.

(i) Who do John and Mary like

B
and
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(48) Agreement under government is always covert agreement.

A crucial notion within the checking theory is that of checking domain. Consider the
schematic tree given in (49), adapted from Chomsky (1995:177).

(4e)

ZPt

wP zPz

XP

X'

xr
, -.

Hxz
YP

The minimal domain of X is the set of nodes{YP, ZP, WP, H}. The checking domain of
X is this set less the complement domain of X, in this case {YP}, thus the checking domain of
X is {ZP, WP, H}. Both heads and complements must be in the checking domain, since both
may need to have features to be checked. If we assume that X in (a9) is some functional
projection, thenZP is in a checking relation with X, as is H (or more properly, its chain).

We can now derive most of the properties of agreement under govemment (and therefore
first conjunct agreement) if we assume the following:

(50) Agreement under govemment is a head-head relation.

By assuming that agreement under govemment is a head head relation, we can still say that
agreement is a checking relation within the Minimalist framework, but it will have subtle
differences from the Spec-head agreement relation, given the adjoined BP structure argued for
above.

Consider ZP in the tree in (a9). Assuming Greed, ZP must have moved to satisfy some
strong feature of X or of itself. WP, on the other hand, an adjunct to ZP has been pied-piped
for independent reasons. Since the adjunct is in the checking domain, it may also enter into
agreement relation with the head.

If we analyse agreement under government, then the head of the first conjunct raises

covertly to check features. We can then return to the cases of distinctions between spec-head
agreement and agreement under government. Agreement under govemment is 'strict' in the
sense that it does not 'see' the other conjuncts, while spec-head agreement can see the other
conjuncts. This fact may be derivable from the fact that the conjunction phrase is pied-piped
in Spec-head agreement cases and is not in head-head agreement cases.

The first conjunct agreement facts inside the noun phrase support this idea. If NP internal
agreement is effected by head movement within the noun phrase, as proposed by Longobardi
(1994) for example, then we expect first conjunct agreement to be the norm with respect to
determiner agreement, and this is the case, as described above. Adjuncts to the noun phrase,

will agree with plural agreement, these being instances of Spec-head agreement.

Recall the fact that in British English, a collective noun forces singular agreement under
government, and cannot agree with a plural demonstrative, even though it can agree in the
plural in canonical spec-head agreement configurations. If demonstratives are in Spec DP,

(ii) *Who does John and Mary like
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and agreement involves N raising to D, then we can account for the fact that the demonstrative
must agree with the noun in the singular and never in the plural. Since the agreement facts in
there constructions show the same effects, then whatever accounts for the raising of the
associate to the expletive is a case ofhead-head relations and not Spec-head relations.

Conclusion

It is bcyond the scope of tlrese remarks to give a full analysis of all of the cases discussed
above in terms of LF head (or feature) raising. It should be clear, however, that head-head
agreement is an allowable case of agreement within the minimalist framework, and thus the
argument that'agreement under government is conceptually invalid does not hold under
minimalist assumptions. What is interesting about this approach, however, is that it still
encodes the subtle differences between the two types of agreement in terms of whether pied-
piping of adjuncts is allowed or not. Heads will never be able to pied-pipe adjoined
conjunction phrases, and this is consistent with the fact that agreement under government does

not care about the other conjuncts with respect to feature resolution.
Spec-head agreement is predicted to allow for agreement with more than one element

according to feature resolution rules of the usual type. This will follow, at least partially, by
treating the conjunction phrase as an adjunct to the first conjunct and therefore in the checking
domain when Spec-head agreement arises. If we treat the conjunction as a sort of plural
pronominal element as Munn (1993) does, then the fact that agreement resolution is necessary
in Spec head relations might follow. Conjunct resolution rules themselves are a poorly
understood phenomenon, and I do not claim to have a full aocount for thenr here. Given the
plural agreement facts in collective nouns in British English however, which arise only in
Spec-head configurations, it is not entirely obvious that a purely syntactic account of the
effects of Spec-head agreement can be found.
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Licensing Definite Determiners*

Cristina Schmitt
ZLS - Berlin I Michigan State [Jniversity

Introduction

The presence of a definite determiner on a direct object will normally cause the VP to be
interpreted as terminative or bounded if the verb is eventive. In this paper, I discuss a
set of cases in which, despite the presence of a definite determiner on the direct object,
the VP can be interpreted as durative. I will call this phenomenon DETERMINER
TRANSrARENCY (DT), since, for the purposes of calculating aspect, the determiner acts
as though it is not there. One of these constructions is the relative clauses (RC) and (1)
and (2) exemplify the phenomenon:

(1) a. Pedro matou coelhos,{ por muitos anos/#em duas horas.
Pedro killed rabbits { for many years/ #in two hours.

b. Pedro matou o coelho #por muitos anos/ {em uma hora.l
Pedro killed the rabbit #for many years/ r/in one hour.

c. Pedro matou os coelhos #por muitos anos/ {em duas horas.
Pedro killed the rabbits #for many years/ lin two hours.

(2) a. Pedro [matou [o coelho que comia suas plantas]l #por 3 anos/ {em uma
hora.
Pedro killed the rabbit that ate his plants #for 3 years/ {[ one hour

b. Pedro[ matou [os coelhos que comiam suas piantas]l{por 3 anos/{em
uma hora
Pedro killed the rabbits that ate his plants {for many years/ {in one
hour

In Brazilian Portuguese, as in English, bare plurals in object position of eventive
verbs (1a) force durative readings, as the acceptability of the adverbialfor many years
demonstrates. A definite determiner, on the other hand, will force a terminative reading
in (1b) and (1c). In (2a) we have a definite singular modified by a RC and again we
have a terminative reading as the adverbial, taken here to be modifying the matrix VP,
shows. However, in (2b), a durative reading is possible. The same effects will be
found with demonstratives, and with certain types of adjectives, namely, if the nominal
head is plural (as shown in (3) and (4)), a durative reading is possible, despite the
presence of the definite determiner

" Thir paper is a shorter version of a chapter of my dissertation. Parts of it have been presented at the
ZAS project on relative clauses and parts of it have been presented at the Linguistic Symposium of
Romance Languages in march 1996 in Mexico City. I thank the audience in both places and in special
Alan Munn for fixing some of the English and hearing about this paper ad nauseam. I also would like
to thank Chris Piion for a long discussion on the aspect of these constructions.
I Hans-Martin Gaertner has pointed out to me that, in certain contexts, (1b) can have a durative
reading. For example, imagine a situation in which for many years Pedro received a rabbit for his
birthday from his friends. And every year he killed it and made a nice dinner. In this case (1b) is
acceptable with a durative reading. In this paper I will not be concerned with the definite dependent
readin*s. Under the durative reading of (1b), the definite has been quantified over.
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(3) a. O Pedro dirigiu aquele filme #por 3 anos2
#Peter directed that movie for 3 years

b. O Pedro dirigiu aqueles filmes por 3 anos
Peter directed those movies for 3 years/ in two hours

(4) a. Maria escreveu o artigo errado por 3 anos/? em dois meses.
Maria wrote the wrong article #for years/ ?in two months.

b. Maria escreveu os artigos errados por 3 anos/? em dois meses.
Maria wrote the wrong books for years/ ?in two months.

Two questions arise: what accounts for the aspectual readings, both the terminative
and durative readings with plurals in RCs, demonstratives, and certain adjectives, and
the non ambiguity with count singulars? (ii) under what conditions does DT obtain in
Portuguese and English?

I will link DT to the ability of the determiner to take something other than the head
noun as its complement. The analysis provided will constitute independent motivation
for the lack of constituency between the determiner and the head noun and will provide
an argument for the idea that the inteqpretation of aspect depends partially on the internal
syntax of complements. In section I I outline my assumptions and my proposai for the
VP aspect calculus. In section 2 I provide a unified structure for cases of DT and I
answer various questions it raises.

1 Basics of VP Aspect Calculus

First, I assume that aspect is compositional: terminative readings are dependent on both
verbai and nominal properties. Thus, the minimum necessary to calculate the VP aspect
is information about the verb and its object. On this point, there is consensus in the
semantics literature (see Verkuyl 1993 and ref. there). A summary of the possibilities of
VP aspect interpretation is given in (5), although I will only deal with cases like (5a)
and (5b):

(s) a.

b.

C.

d.

the verb is eventive3 and the object has its cardinality specified
write the book, run a mile (Terminative)
the verb is eventive and the object has its cardinality unspecified
write books, write.junkmail, run (Durative)
the verb is non-eventive and the object has its cardinality specified
know a language (Durative)
the verb is non-eventive and the object has its cardinality unspecified
know French (Durative)

The summary above shows that durative is the default case, since only ifthe verb
and the object have certain properties a terminative reading will arise.

Note that it is always possible to bound a durative predicate by adding an external
boundary, but in order to unbound a terminative predicate we need to force iteration.
Fol example, in John played the sonata for two years, we need as many playings of the
sonata as will fiil the time specifiedby for two years. On the other hand, John played

2 I *ilt mark with # the stretched readings and the iterative readings of terminative predicates
modified by for x rime adverbials.
3 I o* simplifying slightly here. It is necessary to separate two classes of eventive verbs: those that
are sensitive to the cardinality of the object and those that are not sensitive to the cardinality of the
object such as push, since John pushed a cart for j hours is perfectly acceptable. I will be only
concerned here with the former group. For a semantic account of the distinction between the two
groups, see Verkuyl 1993.
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sonatas for two hours is bounded by the adverbial and not by the object. In this case,
however, iteration is not forced.

The second assumption is that aspect itself is a semantic property, but aspectual
interpretations are dependent on syntactic configurations. Based on independent
evidence from Finnish, Polish, Czech and Spanish (see Schmitt 1996),I have shown
that the syntax provides a position where the verb can 'see' the quantity information of
the object. I will assume this position to be universally the checking domain of the verb
and object (in Chomsky's 1993 terms, AgrO). Given that terminative aspect is
dependent on a quantized object, and this information is only visible in the checking
domain of the verb, my proposal is the following:

(6) Interpret VP as terminative (bounded) iff AgrO contains an eventive verb
and a nominal eiement with its quantity specified. Otherwise it is
durative.

Basic examples for how (6) works are given in (7).

Durative readings(1)
a. AgrO

, --

[pplivros] Agr'
,^t-

b. AgO
, -.

[op lixo] Agr'
, -.

VP escreveu+Agr VP
escreveu lixo
wrote trash

lermfnafive 
,r"OKnä

[ppo(s) livro(s)] Agr'

escreveu+,^P
escreveu o(s) livro(s)
wrote the book(s)

c

escreveu+Agr
escreveu livros
wrote books

2 The Syntax of DT

Now we can go back to the cases in (2) to (4). In (2b), for example, a durative
reading is possible. If the proposal above is correct, we cannot have a definite
determiner at AgrO by the time aspect is caiculated. Instead, we interpret (2b) as if
we had a bare plural at AgrO. The configuration we need in order for the definite
determiner to be invisible for aspect calculus is one in which the DP as a whole does
not raise to AgrO but the nominal element inside it does. The nominal element must
move to AgrO, otherwise we could not distinguish the plural from the singular
cases. The basic structure for determiner transparency (which will be essentially the
same for (3) and (a)) is given in (8). The definite determiner takes some XP as its
complement and the nominal part of the construction moves through Spec XP to
AgrO to check its case.

(6) AgrO

YP Agr

Agr VP

,Öo
DXP

typ X

where XP is some non-nominal prqection

and YP is some nominal projection

X

i will adopt the structure in (8) to account for DT effects and I will answer the
following questions: (i) why does only YP and not the whole DP raise to check case?
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(ii) what can XP be? (iii) can any kind of modification instantiate the structure above?
(iv) what is the category of YP, i.e. is it a bare NP, or does it have more structure?

2.1 Why only YP and not the whole DP raises to check case.

The analysis of RCs proposed by Vergnaud (1974,1985) based on Kuroda (1968) and
more recently Kayne (1994) independently motivates a structure in which the
determiner takes the CP and not the head noun as its complement. Kayne assumes with
Vergnaud that the head of the RC is in fact part of the operator of the RC that raises out
of a wh-phrase to its own specifier.

It is a well known fact, however, that the RC operator does not necessarily takes the
same case as the head of the RC. I will take that as evidence that the raising analysis is
not quite correct but I will accept from Vergnaud and Kayne the arguments for the
proposal that it is the CP that is the complement of the definite determiner.4 If we are to
pre§erve Kayne's anti-symmetry hypotliesis, then we need an Agr projection, the spec
of which in which spec the head of the RC is generated, as illustrated in (9).

(9) a. [op o [egrp I livro ]Nump I ag.' [Cr que revolucionou a Lingüistica ]lll
b DP

AgrP

Numpflivro] Agr'

que+Agr C

o

P

a Lingüfstica

For the moment I will leave unmotivated the assumption that the head of the
restrictive relative is a NumP but will return to it in 4.3. In order to enter a spec-head
agreement with the head of the RC, the C will raise to Agr to check features and the
complex C+ Agr will then move at LF to D (a movement I will motivate in the next
section).

This proposal makes the D part of the extended projection of the C and will allow us
to understand why only the NumP raises to check its case and not the whole DP.
Clauses db not need to have their Case checked. Thus the extended projection of the RC
does not need to move and therefore will not move (although the D may carry the
morpho-phonological case from the head noun which will agree with the NumP, but
not abstract Case features that are uninterpretable).

The NumP, on the other hand, has Case and needs to check it. Therefore it will
raise from the spec of Agr to the spec of AgrO. The net result is that depending on what
we have in the head of the RC, a different aspectual reading will obtain, as illusirated in
(10). After the covert raising of the NumP5 the configurations that obtain are like the
ones given in (7) and the aspectual interpretations will follow from (6):

4 Reconstruction data also provides evidence against the raising analysis. See Munn 1994 and
Schmitt 1996 for discussion.
5 On" might ask why this movement is not overt. My assumption here is that overt movement to
AgrO is tri-qgered by the need to check D properties and not necessarily Case. Thus, NumPs will never
move alone in scrambling situations. In subject position, however, we can see the movement of the
whole relative clause, since the EPP fbrces a D element to move to AgrS.
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(10) a. Chomsky [escreveu o livro que revolucionou a Lingüfstica] # por 3 anos

lRgro [Nump (sg) livro]i legr escreveu [vp ...ti que revolucionou a
Liigüisticalll
'Chomsky wrote the book that revolucionized Linguistics #for 3 years.'

b. Chomsky [escreveu los dois iivros que revolucionaram a Lingüistica]l
#por 3 anos

[RgrO [Nump dois livros]i [Agr escreveu [vp ... os ti que revolucionaram
a..:lll
Chomsky wrote the two books that revolucionized Linguistics # for
three years

c. Chomsky [escreveu os livros que revolucionaram a Lingüistica] por 3

anos

legro [Nump livros]l [Agr escreveu [yp ... ti que revolucionou a

Liri'güisticalll
. Chomsky wrote the books that revolucionized Linguistics for 3 years

d. Joäo[ escreveu [o lixo que foi ignorado] lpor 3 anos

[esrO [1i1un,plixo]; [6=, escreveu [Vp ... que t; foi ignorado]ll
Joäo wrote the bookithat were ignored for 3 years

If NumP is a singular count noun (one book), the result is a terminative reading as

exemplified in (10a). If the NumP is a plural with its quantity specified (10b), then the
resulf is terminative. If the NumP is the piural noun (10c) or if the NumP is a mass
noun (i0d), a durative reading will obtain. The analysis then gives an account for the
distinction between definite relatives with plural and with singular count nouns as

heads. Only the former have no information about the quantity of the object.
Although I have focused on the durative readings of plural RCs, terminative

readings are also possible, since (2b) can be modified by adverbials like ln X time.
The terminative readings are to be expected if, in some cases, the RC left behind can

act as an external boundary allowing terminative readings of the matrix VP, just like
certain adverbials can create external boundaries. For x time adverbials, for example,
provide an external boundary for a VP that is durative.^ 

Since durative readings are the default, we can see that the terminative readings of
the matrix VP are derived from the internal properties of the RCs. Verbs and aspectual
choices within the RC play an important role. For example, the choice of the perfective
in (11a) as opposed to the imperfective in (11b) within the RCs, makes durative
readings harder to obtain, although not impossible.

(11) a. O Pedro [rasgou [os anüncios que a Maria colocou no jornal]l ?por 3
anos
The Pedro ltore [the ads that the Maria put-perf in the newspaper]l for 3

years
Pedro tore up the ads that Maria put in the newspaper for three years

b. O Pedro [rasgou I os anrincios que a Maria colocava no jornal]l por 3

anos
The Pedro [tore [the ads that the Maria put-IMP in the newspaper]l for 3
years
Pedro tore up the ads that Maria used put in the newspaper for three
years

To treat the terminative readings of plurals with definite RCs as the result of using

the RC as an externuiUounaury is"not än ad hoc explanation forthe facts. It follows

ü"* it 
"" 

uss"mption that duiative readings are the default. The.y can .l-w.ays pe

L*t*"uiiy üounOLA. If we were to propose that the terminative reading in (11a) is the

Uasii i"aäing, as opposed to the duätive readings created by the movement of aruincios
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'ads'to AgrO, we would encounter a problem. Recall that adding a durational adverbial
to a terminative predicate yields an iterative reading, but in (2b) or (1lb) this is not the
reading we obtain.

In sum: durative readings of RCs with plural heads are the result of the fact that
a NumP with no cardinality information raises to AgrO. Terminative readings with
the same plurals are the result of using the RC as an external boundary.

2.2 What can be the complement of a definite determiner

First it should be noted that not all nouns can appear as complements of a definite
determiner. The examples in (12) illustrate this point and form the core of the arguments
for RCs as complements of definite determiners. While a definite with certain idioms is
impossible, a definite with a RC is perfectly possible. (a) and (b) give an example from
Portuguese and (c) and (d) from English. (13) shows a simiiar effect with measure
phrases.

(r2) a Joäo fez corpo-mole.
Joäo made body-soft.
'Joäo pretended he was not there to participate in sornething.'

b. lodo fez 'ro corpo-mole i { o corpo-mole que sempre fez
Joäo made the body-soft I the body-soft that he always made

c. John made headway

d. John made 'tthe headw ay I 4 the headway we expected

(13) a. A Maria pesa quarenta e cinco quilos.
The Maria weighs forty-five kilos.

b. A Maria pesa 'r'os quarenta e cinco quilos / os quarenta e cinco quilos
que a Susana adoraria pesar.
The Maria weighs 'Fthe forty-five kilos / the forty-five kilos Susana
would love to weigh.

The conclusion we can draw is that not all noun phrases can be complements of
definite determiners. The data above also clearly implicate 'referentiality' as a
requirement on licensing the definite determiner. Idioms and measure phrases are
commonly taken to be non-referential, and consequently, they do not license a definite
determiner as the (b) examples show.

We can make sense of the above by adopting Higginbotham's (1985) proposal that
definite determiners enter a theta-binding relation with their complements. Nouns have
an <R> element that will aliow the definite and the noun to enter a theta-binding
relation. In Minimalist terms we can implement theta binding as the following: theta
binding is in fact the obligatory head-movement of a lexical category to incorporate into
a functional head of its extended projection.6 Thus in a simple DP as the book, book
will move to D and the theta-binding relation will obtain. We can now distinguish the
nouns in (12) and (13) from regular nouns in terms of presence or absence of <R>. In
the restrictive RCs we have seen that C is able to license a definite determiner. This
makes sense, because RCs have their own reference and therefore are able to provide
the referential element that is required to license the definite determiner.

At this point we might ask why the NumP in a simple DP below cannot move
Ieaving the determiner stranded and consequently allow a durative reading. The reason
is very simple. If the noun does not raise to D, the D features are left unchecked and the
result is unintelpretable since at LF there is a definite determiner that has not been theta

6 Thur only theta-markin-e is in fäct a relation between a head an its complement. Theta-binding and

theta identification are relations in the checking domain of a head.
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bound. More generaliy it is impossible to move an XP whose head is part of an
extended projection without carting together all of the extended projection, because
there will be always something left behind unchecked. What I am saying implies that it
is the N or the C that license the definite determiner and not the other way around. We
can consider definite determiners as a marked option in the grammar. They need to be
licensed by something that is "referential".T

2.3. The wrong and long adjectives: why not every modification on a DP
instantiates DT

Consider the following paradigm:

(14) a. Maria escreveu o artigo errado por 3 anos/? em dois meses.
Maria wrote the wrong article #for years/ ?in two months.

b. Maria escreveu o artigo errado por 3 anos/? em dois meses.
Maria wrote the wrong books for years/ ?in two months.

(15) a. Maria escreveu o artigo comprido por 3 anos/ em dois meses.
Mary wrote the long article #for 3 years/ in two months.

b. Maria escreveu os artigos compridos por 3 anos/ em dois meses.
Mary wrote the difficult books #for years/ in two years

In (14a), where book rs singular, a durative reading is unavailable. But in (14b),
however, a durative reading is available in spite of the definite determiner. It seems then
that the adjective is having an effect similar to the effect found with the RCs in the
preceding section. This effect is clearly is not a mere product of modification since in
( 15b), is spite of the modification and the plural, a terminative reading of the predicate
is again obligatory8. The contrast between (14) and (15) show that not all kinds of
modifiers allow for DT effects. To account for the differences between the two classes
of adjectives I will again use Higginbotham's (1985) proposal, adapted to minimalism,
to formalize the distinction. Ercado 'wrong'will be a head with an <R> which then
theta-bind.the D, while comprido'long'will be an AP with no <R>, which will not be
able to license a D. That 'wrong' has an <R> seems reasonable, since it is highly
dependent on context: the wrong bookis wrong for a certain circumstance in a way that
is not true for long or red.

Besides the aspectual differences, there are two more differences between long and
wrong and their Portuguese counterparts. First, errado and wrong must be further away
from the noun. It is the right most in Portuguese and the left most in English.

(16) a. o artigo comprido erado
the-UäSC. SG article-tvtAsc.SG long.MAS C. SG wrong.MASC. S G

b. 'i'o artigo errado comprido
the-MASC.SG article-MAsc.SG wrong.MASC.SG long.MASC.SG

The second difference is that, while long can appear in predicative constructions,
wrong cannot with the intended reading, as in (17a, b) respectively. The only possible
reading is that there is something wrong with the article; thus its acceptability with estar,
the aspectual copula in Portuguese (and Spanish), illustrated in (17c) (see Schmitt
1992; 1996). With the intended meaning the only way errado 'wrong' can appear in

7 Th. conditions to license the definite determiner will be refined below.
8 If th" adjective is used with contrastive focus, a durative reading is possible. Matters of focus are
outside the scope of this paper, but it is likely that contrastively focused adjectives have a different
syntax.
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predicative position is if it is preceded by a definite determiner and, in English, a
complement one, and in Brazilian Portuguese a null complement, as illustrated in (17d).

(I7) a. o artigo 6 comprido
the article is long

b. #o artigo 6 errado
the article is wrong

c. o artigo estä errado
the article is wrong

d. este artigo 6 o errado
this articie is the wrong (one)

The distinction among the two types of adjectives is on a par with Higginbotham's
distinction between theta marking adjectives and adjectives that enter a theta
identification with the nouns they modify.

Following Higginbotham (1985), it is possible to say that while comprido'long'is
adjoined to NP and enters a theta identification relation with the noun, as illustrated
below, errado'wrong' takes the noun as its complement and theta marks it. This will
be almost all we need to establish the difference between the two types of adjectives.
While the definite determiner is going to be part of the extended projection of the
Determiner in (18a), this is not the case in (18b); such a possibility will allow us to
obtain, in the second case, but not in the first, a configuration that is similar to the one
proposed for relative clauses.

(18) a. long<1> b.wrong <R, 1>

APq"P,NP<r >

AP.r, NP.t,

We can safely assume that the complement of wrong is a NumP given the following
examples from English. For English the full structure of. the wrong two blue pencils is
illustrated in (20a) and for Portuguese is illustrated in (20b) at Spell-Out.

(19) a. the wrong two journals
b. the wrong three old journals

NP

pelcl

<r' 1>

(20) CL DP

wrdng XünPr.

wrong<R, 1>

b. DP

os AgrP

dois läpis1 Agr

-^--
erradosj ry

!ti

AgrP
, --

the

Agr'

Agr AP

two pencils

The only difference is that movement to the specifier of the Agr is overt in Braziiian
Portuguese but not in English, so that the right word-order will obtain.
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(21) *as erradas duas revistasl as duas revistas erradas
the wrong two journals/ the two journals wrong

case, wrong can only
a contrastive form, in

If the NumP is a bare plural or mass noün;,the the latter
serve an external bound and if used in
which case a discourse boundary can be provided for the sentence

as illustrated below

(22) a" O Joäo tocou a sonata errada por 3 anos
The Joäo played the wrong sonata for 3years

b O Joäo tocou as sonatas erradas por 3 anos
The Joäo played the wrong sonatas for 3 years

c

(only iterative reading)

O Joäo tocou as duas sonatas erradas por 3 anos
(only iterative reading)

The Joäo played the wrong two sonatas for 3 years

d. O Joäo tocou a mrisica errada
John played the wrong music

por 3 anos
for 3 years

Summarizing, the analysis I have presented here for the adjectives like wrong as
opposed to dfficult, long, etc. distinguishes the two classes of adjectives in terms of
their theta properties. While the former theta marks a complement and can license a
definite determiner, the latter are just modifiers.

2 .4 Demonstratives

Based on the discussion above, we now extend the analysis to demonstratives, as in
(23):

(23) a. O Pedro dirigiu aquele filme #por 3 anos
#Peter directed that movie for 3 years

b. O Pedro dirigiu aqueles filmes por 3 anos/ em 3 anos
Peter directed those movies for 3 years/ in 3 years

c. O Pedro dirigiu aqueles dois filmes #por 3 anos/ em dois anos
Peter directed those two movies #for 3 years/ in 2 years.

O Pedro dirigiu aquele lixo por 3 anos / em 2 anos
Peter directed that junk for 3 years/ in 2 years.

While (23a) allows only terminative readings, the plural with demonstratives allow
durative and terminative readings (23b). Again, if the cardinality of the plural is
specified (23c), the only possible reading is a terminative reading. Yet again if the noun
is mass, as in (23d), a durative reading will be available.

Since demonstratives show DT effects, then demonstratives must also have an
element with an <R>, which will allow the definite determiner to be bound and free the
NumP to check Case on its own. There are some reasons to believe that to be the case.

d
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Bennett (1978) argues that when we say this house, we are actually sayingthe
house here and that house is the house there. Demonstratives require demonstration,
typically a pointing that makes ciear which place is intended. However, according to
Bennett, only places can actually be demonstrated. Here and there are then the only true
demonstrative pronouns. The noun house that accompanies this house is not the
element that is providing reference for the DP. Rather it is the here i.e., the pointing (the
demonstratum) that is providing the reference for it. This pointing can be an actual
pointing, or it can be made explicit in the discourse by the addition of here, as in (24a);
and aqui in Brazilian Portuguese (24b). Thus in a sense every demonstrative expression
has its reference dependent on the context.

(24) a. This here man (Dialectal)
b. Esse homem aqui

Also, discourse anaphora will provide a place for the pointing if there is no explicit
here- Evidence for the complementarity between here and discourse anaphora comes
from the fact that if here is present, discourse anaphora is not possible. This
observation, due to Tasmowski-De Ryck 1990 for French is illustrated in (25) for
English and Brazilian Portuguese. RCs can also provide the place for the pointing. In
its restrictive reading, the RC cannot cooccur with here as illustrated in (26).

(25) a. Once upon a time there was an ogre that would only eat.... ...#this here
ogre decided to change his diet

b. Era uma vez um ogre que s6 comia ...#esse/este ogre aqui decidiu
mudar de dieta.

(26) a. ?*This here man we talked about
b. 'r'?Esse homem aqui que nds encontramos

('t restrictive reading)

The complementarity between the locative element and the RC and the similarities in
aspectual interpretation, suggest that a structure like (27) is probably correct.

(27) a. DP b. DP

this

D+[t-oc+agr]

tNump Agr'

here here PPIOc
,^--

tthis P

there NumP there tNumP

man

In (27) the locative element can be an overt locative element or a nul1 locative
anaphoric pronominal element which I will notate for the discussion as LoC. The NumP
man is generated as a complement of a locative phrase, which theta-marks it. The
demonstrative, which I will take to be a DP (i.e. a pronoun) is generated in the specifier
of the loc head and raises then to check its D features with the D head where it will
agree in proximity and phi features with the LOC+Agr complex. The structure at Spell-
Out for (24a) is given in(27a) and the LF is given in (27b). The LoC head raises
overtly at least to Agr and from there to D to license the D features of the demonstrative.
The LoC+Agr enters a spec head agreement reiation with the NumP, being able then to

, -t

D AgrP

Agr'

t
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check its phi features. At LF the NumP raises to AgrP to have the agreement features on
the LOC+Agr complex checked and from there the NumP moves to AgrO to check case,
probably through movement a spec AgrDP position. The structure will allow the
demonstrative to agree with t oc in terms of proximity and with the NumP in number.
The element that raises to AgrO is the NumP. If it is a count singular or a quantized
plural, a terminative reading will arise. If it is a mass noun or a (bare) plural NumP,
then the result is durative. The structure proposed captures the intuition that the noun
phrase is not the demonstratum, since it is the LOC that raises to D and not the noun
phrase. It also maintains the analysis of Szabolcsi (1994) and Uriagereka (1988) among
others that demonstratives are modifiers in Spec DP, which would account for the lack
of extractability out of Demonstrative phrases. Third it captures the agreement facts of
demonstratives in English and Portuguese. Moreover it accounts for the parallel
behavior of demonstrative phrases, adjectives like wrong and RCs with respect to the
aspectual interpretations.

2.5 What is YP

The analysis proposed so far groups together bare plurals9 and mass nouns in that both
force durative readings in DT contexts or by themselves. Singular count nouns and
plurals with specified quantities, on the other hand, force terminative readings in both
cases. Since in English both mass nouns and plurals can be seen as names of kinds, it
is possible to think that this alone would account for the durative readings in the RC,
provided we adopt an analysis for relative clauses in which the determiner is not a
constituent with the noun.

Under this reasoning, we might expect that in a language where bare singular count
nouns (BSCN) can appear by themselves with a kind-like interpretation, singular count
nouns as heads of relatives would also allow durative readings.

Brazilian Portuguese is a place to test this hypothesis since it allows bare plurals and
BSCNs in argument positions. Bare plurals and BSCNs can, in general, appear in both
subject position and object position. BSCNs, just like bare plurals and mass nouns,
allow durative readings of the VP predicate, as illustrated in (28).

(28) Eu escrevi carta por muitos anos
I wrote letter for many years
'I wrote letters for many years'

Now consider again the case of RCs, shown in (29):

(29) Eu escrevi a carta que o Pedro queria #por muitos anos/ em cinco
rrunutos
I wrote letter that Pedro wanted for many years/ in five minutes

Why do singular count nouns that are heads of RCs, for example, and baie count
nouns in argument positions behave differently, but mass nouns and bare plurals
behave alike for matters of aspectual interpretation? I will argue that the lack of durative
readings in RCs with singular heads will follow from the fact that singular NumPs are
interpreted as quantized. It must therefore be the case that a bare noun in an argument
position is not a NumP, and I will devote the rest of the section to show that, in fact,
argumental bare nouns are best analyzed as DPs with zero determiners that select for
NPs rather than NumPs.

Suppose (for the moment without argument) that bare count nouns are either NPs or
DPs without number information, and it is the lack of number that allows them to
induce durative readings in argument positions. Now consider the following DP basic
structure:

9 Bare plural is used here to mean plural heads not specified for quantity
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(30) a. Dp[ the Numpl[friendsl+Num] xp [ti ]ll
b. pp[ [friendsi+Num]j +the Nump[[t:] Np [ti ]ll

The N head raises to the NumP head (30a) and from there the complex head
[friends+Num]Num raises to the definite determiner licensing it. However, because
head raising is an adjunction process (see Chomsky 1993) what head-raises to D is not
strictiy N, but a Number projection. Thus, what is actually licensing the definite
determiner is a combination of Number+N. It follows from this that N by itself cannot
license a definite determiner. Suppose we generalize this to the other cases discussed
above, i.e. C, LoC and wrong alone cannot license a definite determiner but must bear
number features to do so, and in all of those cases it is a complex of a X+Number that
is able to license a definite determiner. In the case of the RC, for example, since the C
head itself does not bear number features, it must enter a specifier head agreement with
a NumP in order to successfully license the definite determiner. This is mediated by the
Agr projection above CP in the RC. Raising the NumP to Spec AgrP activates the
Nominal features on the Agr, including Number, and the C+Agr that raises to D is
therefore able to license the definite determiner.

Now suppose the head of the RC is an NP. As long as the NP does not have
number features, it will not activate those features on the Agr and the C+Agr will not be
able to license the definite determiner. The same argument will hold if the head of the
RC is a DP with no number features. Note that it does nor follow from this analysis that
the head of every RC must be a NumP. Provided no definite determiner is to be
licensed, then, in principle, no probiem arises because number features are not
required. RCs with BSCNs are perfectly acceptable and force a durative reading on the
VP predicate when in complement position.

(31) Eu comprei caderno que estava em liquidagäo por muitos anos
I bought notebook that was on sale for many years

In sum, a bare NP with a RC cannot have an overt determiner because that will
create a situation where the C+Agr complex lacks number features and only a C+Agr
that has checked features against a NumP can license a definite determiner. We cannot
have a DP with no Number features as the head of a RC that has an overt determiner for
the same reason. Since bare plurals and bare mass nouns can be heads of definite RCs
then they must be NumPs. The fact that their quantity is unspecified will produce
durative readings.

I have presented an argument that the heads of definite RCs must be NumPs in
order to license the definite determiner. In the rest of the section I will provide evidence
for treating bare count nouns as DPs without NumPs in Brazilian Portuguese. The
similarities between bare nouns, mass nouns and bare plurals in argument position will
follow from the lack of overt quantity information.

In previous work (see Schmitt 1996) I have shown that BSCNs are not
quantificational and behave in a par with bare plurals in most cases: i.e. they can'acquire
existential or generic readings depending on the predicates. The ability of bare nouns
and bare plurals to behave as names of kinds was dependent on them being DPs with
empty Ds.

BSCNs behave differently from bare plurals with respect to cross sentential
anaphora. In such cases, a pronoun in either the singular form or the plurai form can be
anaphoric to the bare noun. Thus they seem to lack number information. Note that this
is impossible if a bare plural or a mass noun are the subject, as illustrated in (32c,d):

(32) a. Tem crianga na sala. E elas estäo ouvindo.
There is child in the room. And they are listening.

b. Tem crianga na sala. E ela estä ouvindo.
There is child in the room. And she is listening.
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c. Tem criangas na sala. E elas estäo/ xeia estä ouvindo.
There is child in the room. And they arel'Fshe is listening.

d. Tem leite no refrigerador. E (ele) vai estragar/ 'k(eles) väo estragar.
There is milk in the fridge. And it will spoiU *they will spoil

BCSNs could therefore be simply bare NPs. However, the contrast in interpretation
between coordinated objects with and without a definite determiner will provide an
argument against treating them as such.

(33) a. Ele encontrou o amigo e parente no aeroporto.
He met the friend and relative at the airport.

b. Eu encontrei os amigos e parentes no aeroporto.
I met the friends and relatives at tle airport.

c. Eu encontrei amigo e parente no aeroporto.
I met friend and relative at the airport
'I met friends and relatives at the airport.'

Examples such as (33a) with singular count nouns inside a DP ailow an
interpretation in which the referent of the NP is the same. O amigo e parente in (33a)
can be interpreted as meaning the person who was both a friend and a relative.
Crucially, this is not possible in the case of bare plurals or mass terms (33b). The fact
that conjoined singular count nouns can be interpreted as having identity of reference
lends support to the structure of o amigo e parente in which NPs are the elements being
conjoined.lo

We can now use this fact to show that bare nouns in argument positions are DPs
with no NumP rather than simply bare NPs.

Consider (33c). Here it is not necessary that the friend and the relative are the same
person. The difference between (33a) and (33c) is the lack of an overt definite
determiner.

If bare nouns were simply NPs, we would expect (33c) to force the interpretation
where I met those people who were both friends and relatives. Instead we interpret the
two noun phrases as names of kinds. This fact provides us with evidence against the
hypothesis that bare count are just NPs. However, given that we still interpret (33c) as
having one or more friends and one or more relatives at the airport is evidence that we
do not have a NumP in those cases. In those cases then we have two DPs being
conjoined. The trees below are for (33a) and (33c), respectively:

I0 The fhct that the determiner will always agree with the first conjunct follows from the fact that the
D governs the first conjunct. I am assuming, that movement out of the first conjunct to license the D
in (33a) is possible and does not violate the Coordinate Structure Constraint. See Munn 1993 and this
issue for details.
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(34) a DP

NumP

Num I\TP

^
NP BP

.- :-amigo B I{P

D̂P BP

DPb

DNP

arrugo P

parente

DP

e

parente

In sum, BCSNs force durative readings because they do not have number
information. In definite relative clauses, however, singular count nouns must have
number information to license the definite determiner. They will therefore induce
terminative readings when they raise to AgrO to get case.

3 Conclusion

In this paper, I have presented a theory of Determiner Transparency that accounts for
the aspectual properties of certain types of nominal complements. DT holds whenever
an element other than a nominal is the complement of the definite determiner. I showed
definite determiners are licensed by a combination of Higginbotham's <R> and Number
features, and that elements such as relative clauses, adjectives such as wrong, andthe
locative part of a demonstrative can provide the <R> leaving the nominal element free
from the determiner. On the assumption that all nominal elements need Case, the
nominal of a DT construction in object position will raise by itself to AgrO. This
movement, and the proposal that the VP aspect calculated at AgrO, accounts for the
durative readings in DT configurations when the nominal element is a mass noun or
unquantized plural.

I have focused on the aspectual implications of determiner transparency
configurations, but it should be noted that the same phenomenon arises in secondary
predicate confi gurations:

. John painted the car a nice color

. 'rJohn painted the car the nice color

. John painted the car the nice color that his girlfriend liked

Although a regular DP is unacceptable in (35b), a definite with a relative clause is
again acceptable. This follows from the fact that in (35c) the NumP [nice color] is free
from the definite determiner and can provide the indefinite that seems to be nepessary
for secondary predication to obtain. Notice that in this case we are not dealin§ with ä
distinction between plurals or singulars, so the effect of determiner transparency is
more general. In fact in the literature it is common to find footnotes pointing out that a
definite otherwise disallowed becomes acceptable if a relative clause is added. If the
analysis I am proposing is on the right track, then these sorts of facts may have a much
more principled expianation.

5)a
b
C

(3
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Warps: Some Thoughts on Categorization*
Juan Uriagereka, Linguistics, University of Maryland

I. The Limits of a Derivational System
Uriagereka (forthcoming) tries to push some of Sam Epstein's ideas conceming

derivations within the Minimalist system to a logical conclusion. The result of that paper
suggests that we should go back to a traditional model, most thoroughly explored in the early
seventies (a specific proposal exists in Jackendoff (1969)). The Minimalist version is slightly
different, but the main point remains: LF and PF are accessed as the derivation Broceeds. The
question is what are these entities-LF and PF.

It is not clear that they exist as levels of representation, a notion borrowed from
Concatenation Algebras. Since Chomsky (1955), Linguistic theory is taken to provide a

(universal) array of these levels. Each is a system L based on a set of primes; the operation of
concatenation (which forms strings of primes of arbitary finite length) and an associated class

of strings which is characteristic to L, or L-marker; and a mapping between various L-markers.
For various reasons that I will not repeat now, these specific formal objects do not exist within
Minimalism.

But how does this conclusion square with the first major premise of Minimalism, that a

(virtually) conceptually necessary property of natural language sentences is their pairing
intentional/conceptual structures with aniculatory/perceptual ones? I have argued that one may
adhere to this premise without being forced into having to admit levels of PF or LF. The key is
to admit, instead, PF and LF components. This may seem like innocuous terminology; it is noL
For if we have a level, we may dictate conditions on it; for example, standard Minimalism
takes Full Interpretation to hold of PF and LF: derivations converge only if they meet certain
specified requirements at the level. These conditions, then, are virtually defining the
substantive character of linguistic objects--at the levels. If these go, there should not be any
room left for derivations converging if they meet certain standards.

It is probably worth emphasizing this point. As things stand now, Minimalism offers
two ways in which derivations may go wrong. One has just been described, and is called
crashing. But apart from crashing, derivations may also be cancelled if they do not meet certain
formal specifications. This situation appears more often than is perhaps realized.Imagine, for
instance, a derivation that only uses part of a lexical afiay, but otherwise produces a perfect LF
and PF.I What is wrong with that? How can we say that the derivation does not converge?
Various other examples can be constructed. The point now is simple: what we may.call the
'radical' Minimalist model that I have been exploring does not allow us to make the distinction
between derivational crashing and cancellation; it can only admit the latter.

But then what are legitimate PF and LF objects? The conclusion is evident: if they are

to be part of UG, PF and LF objects must be the inevitable results of derivations. While this is
not necessarily hard to accept as a reasonable position to explore within the realm of PF, it
Iooks a priori harder to accept as a claim about LF. Here is why:

t 
. For example, having the building blocks to say Socrates wondered whether the sophists were sane,

but deciding to stop at the sophists were sane, a perfect (PF, LF) pair, albeit not one that corresponds to
the relevant \exical array.
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- LF would appear to be the place where such matters as reference, quantification,
scopal and binding relations and perhaps others, are, if not established, at least partially
determined.

- Indeed, LF would appear to be the place to check whether our predicates match our
arguments, which presupposes a procedure to, if not establish, at least determine these notions
enough for familiar thematic relations, and others, to allow for the relevant matchings.

- Possibly, LF might present the skeleton for a system of presupposition and entailment.

I am not going deny these important facts; I will however note that while the basic intuitions
are moderately clea4 that they should be expressed in terms of an LF level is less so, and may
be where the.facts tum into fiction.

I mean the last sentence more than s§listically. There is a very real sense in which
language is about matching certain facts about the world (inside and outside ourselves) with
certain fictions we create 'about'them. I do not know how well the fictions match, but we
certainly use them; indeed are using them this very second. This is not controversial. What is
controversial, though, is where the facts should be analyzed--indeed where more than how.

A majority of colleagues would still probably say that the basic facts are semantic in
nature, syntax being reducible to semantics. This is clearly a coherent position to take, and if it
is to be examined in light of naturalistic expectations, it would even be the one whose tenets

are supported by the main stream of evolutionary biology, for which everything there is which
is alive must have adapted.2 Then one may say that semantics evolved for adaptive,

communicative reasons, and syntax is at best a way of clearing up ambiguities, and at worst an

effective way of theoizing in our path towards semantic understanding. In the limit, this is of
course functionalism, and for reasons I have spoken about elsewhere (in particular, (1996)), I
think wrong.

Another large chunk of the field would argue that the facts above are both syntactic and

semantic. Suppose it is indeed true that radical Minimalism reduces to pure derivations. Then
the synta></semantic position must adhere to the claim that two separate competences exist, one

semantic and one syntactic. Or if one believes that the semantic part is in simple
correspondence with some articulate syntax, then two syntactic competences must exist: the
derivational one, and a representational one that is responsible for irreducible formal conditions
that are not expressible as transformations. It is in fact reasonable to say that Chomsky's
practice in the Minimalist program, contrary to his rhetoric, is indeed of this latter type. Thus,
he has no troubles in using licensing conditions for, in particular, an LF level, such as a

thematic criterion, or the interpretability of specific features. These conditions differ from those

without which a derivation may be argued to not be even one, such as restrictions on locality,
last resortness, the uniformi§ and upward character of chains, and perhaps others.3 Once

2-' . For various critiques of this position, see the popular works of Gould, Eldredge, Lewontin, and many

others.
' . For a discussion on whether this is the correct interpretation of these conditions, see Uriagereka

(1996:chapter 5).
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again, this is the difference between converging as a derivation, and being one, to start with. If
this intuitive distinction reflects something real, we plainly are speaking of two sorts of
knowledge here--hence two sorts of competences. I am perfectly willing to embrace this
position, and have until now. In this paper, however, I would like to explore a third, more
radical possibility.

This third perspective asserts that the core facts above are a pure consequence ofthe
derivational system. A version of this view seems to be close to Chomsky's rhetoric, if not his
practice. In this view, derivational syntactic (henceforth, simply syntactic) knowledge
interfaces directly with the articulatory/perceptual and intentional/conceptual mechanisms of
performance. Simply put, if this view has any chances, it must have something to say about
those properties above which, while not being plausibly semantic, play a role in the
determination of possible LFs. I hasten to add that the view has little to say about a variety of
phenomena that do not seem semantic at all-for instance, everything that does not involve
command. This, then, leaves a'no man's land'that one must worry about, and I have.a But I
put this to the side now. The exercise I propose here takes this third intuition seriousiy and
explores its consequences within a radically Minimalist model, with no levels.

Part of my previous work has attempted to show that some of the structural and
relational properties of LF directly follow from what I have called a dynamically bifurcated
model, with multiple Spell-out (see both Uriagereka (1996b) and (forthcoming)). For instance,
command immediately appears this way, if Epstein is right in his initial premise that this notion
follows from derivational Merger. Then no LF-principle needs to make reference to command,
for this is all there is--or there could be. Until now, however, I have not had anything to say
about the objects of LF (or PF, for that matter). Evidently, if we still need levels to define these
objects--whether as labeled categories, role dependencies, chains, or whatever--we are still
flirting with the standard notion. Consider, for instance, a @-criterion.

Such a criterion must be checked at LF--there is nowhere else to check it. It may seem
that the matter can be taken care of transformationally, roughly in the same way that Case is
checked; we could, for instance, assign a theta feature somewhere in the derivation, thereby
meeting some requirement of the predicate or the argument. However, Chomsky has suggested
that this is the wrong view, given the ungrammaticality of *John used t (which cannot mean
that John used himself). If thematic relations were a matter of chains, why couldn't John simply
move up to the subject of use, and there get its (second) role? Thus, we take thematic relations
to be iexico-configurational, happening between words and their projections, and not between
chains and their elements. Then why do we need a Theta criterion atall? The reason, Chomsky
suggests, is empirical. The alternative, mentioned in Chomsky (1993), is the notion that @-
dependencies are checked in performance (i.e., the semantics): the trivial reason use needs two
arguments is because of its meaning. But this makes the prediction that two competing
derivations, one violating, and one satisfuing the Theta criterion, may in principle outrank one

n 
. For example, I am forced to assume that Weak Cross-over phenomena involve the Familiarity

Condition (assuming hidden indefinites in all quantifiers that induce the effect). Likewise, I must rely
heavily on Higginbotham's (1988) notion of 'context confinement', in order to speak of referential
dependencies that do not obtain under command. And I basically have nothing to say about those
instances of control that do not seem to occur under command, if these are not reducible to something
else.
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another, for they both converge-it is only in performance where they differ, in their
intelligibility. However, Chomsky notes, this never happens.

The form of that argument is straightforward; however, it is hard to find actual
examples that do not violate something else in the derivation. Consider, for instance, *John left
vs. John left t, assuming the unaccusative hypothesis. We want the latter to be the correct
structure, but we cannot reach this conclusion, since the altemative, in fact unintelligible
derivation (for John is not receiving a role from lgft) outranks its counterpart, due to the fact
that it involves no movement. Right? Well, except that the two derivations zre not comparable
to begin with, since at no point have they shared a partial numeration and did they have
different alternatives at that point. The only examples that I know come even close to proving
the point are pairs like *I believe t to be a new candidate about to knock on the door and I
believe a new candidate to be t about to knock on the door. These two do share a partial
numeration as the derivation proceeds, and one does make a more complex move--the good
one (the movement of a new candidate). Therefore, if I in the first of these two is even allowed
to move to subject position, the example should converge as gibberish, which is good enough
to outrank the other. But even here, an altemative exists for the bad instance, as John Frampton
points out: in the bad sentence, a new candidate does not get its Case features checked, and
hence the derivation, in fact, crashes.s The point is, it may well be that the derivational
apparatus takes care of the empirical problems that worry Chomsky, and we may then dispense
with the @-criterion as a representational requirement on an LF component which, in any case,
is really 'about chains', not configurations.

But that sort of reasoning would have to be applied elsewhere, to explain away
potential representational conditions. The point above has been about the determination of
saturation requirements, the very building blocks of syntactic structures and, ultimately, chains.
These are the objects that, up to now, syntax constructs and LF filters. But note in this respect
that we have considerably narrowed down the filtering effect. Chomsky (1993) still speaks of
certain valid X'-theoretic structures which present linguistic stuffin a way which is
recognizable to the computational system. That can only mean one thing. The good structures
are recognizableby LF, the bad ones are not. However, an altemative exists: the derivation
itself does not deal with the bad structures; to put the matter conspicuously, the derivation does
not even construct the bad structures. This is precisely what happens with Chomsky's bare
phrase-structure, whose output are the well-behaved objects of X'-theory, now deduced. And
similar points arise with regards to the 'projection' of the targets of Merge and Movement,
dumb moves yielding all sorts of impossible objects that cancel derivations (see Chomsky
(1995:chapter four)).

The natural question then is whether everything else is like this. What else? We have
started with projections, so why not ask the same question about categories themselves,
functional categories like Comp and Tense, lexical categories like verb or noun, sub-categories
among these, and so on. This is the stuff that syntax is made on, since Aristotle; the'parts of
speech'. An outsider to the field may well ask us how come central theoretical constructs have

u 
. Und"r" the assumption, of course, that no other source of Case is available for the nominal. A

possibili§ would be for the element to raise covertly to the object Case assignment position of the matrix
verb, skipping the 'invisible' trace of the moved subject. For various technical reasons, this possibility
may be ruled out as well.
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lasted for so long. We may reply that the classics just had an approximate intuition of what
nouns and verbs are, just as they had intuitions about atoms and all sorts of ur stuffs. However,
we are not much better off than the classics, at least with regards to major lexical categories.
We do have--these days any'way--literally dozens of intermediate categories. Perhaps too many,
although we think they correspond to actual phenomena of the usual sort. Then again, our
outsider might not be discouraged by our situation, and may even remind us that physics faced
a very similar challenge in the first half of this century, with a notable inflation in the physics
vocabulary for particles (at some point, numbers were added to the names). This did not lead to
a crisis, though. It became apparent that researchers had to study families of particles, and then
try a different level of analysis, within which each of these families cohered. Soon after,
physicists postulated quarks.

The moral is simple; implementing it is not! At any rate, what follows can be seen
precisely in this light. In a nutshell, I will be making a proposal whereby the computational
system, the engine that powers all UG, literally creates everything syntactic. And I mean
everything: interactions and basic objects. Of course, this will force me to go abstract in the
level of analysis.

II. Hierarchies and Other Philosophical Matters
The attentive reader may have noted that I spoke, immediately above, of basic objects. I

mean this in two different senses.

As Higginbotham has pointed out, Minimalism has an inductive character to it. Apart
from some combinatorial apparatus, such a system crucially involves a basic clause of some
sort, a step which is presupposed in any object generated by the syntax, no matter how
complex. I will be interested in such basic clauses, which will correspond to certain basic
objects. But then how could I even attempt to say that the system creates these basic objects?
Aren't they what the definition is based on, and hence axiomatic in character?

What I have to say here, in a sense, proposes to have the cake and eat it too. Perhaps an
intuition will help understand what I have in mind. Evidently, inductive definitions are not
restricted to any specific sorts of objects. Thus, it is common to define the set of natural
numbers in terms of some basic clause (for some the empty set, for others a unit object), plus
some natural operation (for some, a successor function, for others addition). In turn, once the
set of natural numbers is so defined, one could use it as the basic clause for defining some
other set; forlinstance, the set of integers, introducing subtraction. And the set so defined can
be used as the base for defining yet another set; and so on--it's basic sets all the way up. I
would like to suggest that the structure just described, which I like to call a'warp' sequence,'

u 
. I use the term (which is defined in passing in fn. 23) as an homage to the most interesting concept of

the Star Trek series: the 'warp drive'. A'warp' is a shortcut out of the ordinary space-time fabric-in the
same way that a'worm whole' is-allowing access to a reality which is not defined somewhere,
presumably (and crucially) by way of using some clever resource which is partially defined there. lt is not
accidental that the Star Trek writers also talk about different 'levels of warping'. The key is that once you
warp out of ordinary space, you may then warp out of extraordinary space, and then again out of extra-
extraordinary space, and so on. The reader who has trouble understanding this intuition may want to
read the very amusing Krauss (1995).

t_
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is intuitively grasped by humans, and is furthermore the underlying structure of syntactic types,
which thus have a certain'dimensionality'to them.

These are major words. In a sense, though, if taken separately, the major words are old
news. First, the topic of mathematical intuition is explored elsewhere in the philosophical
literature. Parsons (1980) says:

The properties and relations of mathematical objects that play a role inmathematical
reasoning are those determined by the basic relations of some system or structure to which all
the objects involved belong, such as the natural numbers, Euclidean or some other space, a
given group, field, or other such structure, or the universe of sets or some model thereof. It
seems that the properties and relations of mathematical objects about which there is a "fact of
the matter" are either in some way expressible in terms of the basic relations of this structure or
else are "external relations" which are independent of the choice of a system of objects to
realize the structure (1a9-50).

Indeed, there is a whole branch of mathematics, Category Theory, that is concerned with the
structures that allow these sorts of relations.' It is important to emphasizehere, again in
Parsons words, that'what is really essential to mathematical objects is the relations constituting
the structure to which they belong.'I would call these relations basic. This is the second use of
the word; it is directly related to the first, if as it seems these relations are 'dimensional' in the
sense exemplified above--each dimension constituting the base for defining the next.

Where I differ in perspective with Parsons is in what he makes of the mathematical fact
now being raised:

We are taking as a gross fact about arithmetic, that a considerable body of arithmetical
truths is known to us in some more direct way than is the case for the knowledge we acquire by
empirical reasoning. And this knowledge takes the form of truths about certain objects*the
natural numbers. What is more natural than the hypothesis that we have direct knowledge of
these truths because the objects they are about are given to us in some direct way? The model
we offer of this givenness is the manner in which a physical body is given to us in perception
(p.152).

Of course, a more direct way would be that our minds are built that way.e However, Parsons

explicitly rejects that possibility:

' . Fo, a very usefut introduction, see Barr and Wells (1995).
8 

. Actually, the two positions may be made indistinguishable if one considers that, in order to perceive,

one must have a mind built a certain way. Parsons leaves me puzzled, however, with his comment that
we'naturally think of perception as at least sometimes uncorrupted by thinking'(p. 157). Maybe this is
just terminology, but how can one perceive without thinking? Probably, Parsons means conscious
thinking, which he may also have in mind when talking of mathematical intuition. lt should be clear,
though, that the kind of thinking I am talking about, as a Chomskyan, is unconscious-the sort relevant
for linguistic intuition. Certainly, whatever I have to say here about mathematical intuition is meant in this
sense. And it is from this perspective that perceiving in a certain way is to have a mind of a certain kind.
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We are not thinking of the capabilities of the human organism, and it may be

extraneous to think of this "construction" as anact of the mind [his underscore]. . . I do not
want my argument to rest on the notion of a priori knowledge (p. 158-159).

From a certain perspective, the latter statement is reasonable. If one were just interested

in a certain psychological object, the position would be termed behavioristic. However,
Parsons is ready to concede that in'some cases, such as nafural language, the concepts involved
may be innate (p.162),'and thus it would be unfair to call him behaviorist. Nevertheless, if one

is interested in such questions as 'knowing truths about types by a certain kind of perception of
tokens, which are then valid for any tokens of the types involved (p.160),' and more generally

the validity of reasoning which rests itself on mathematical structures, we cannot eagerly blame
the structure of mathematics--granted, as we intuit it--on the structure of our minds. If we do

that without any quaiifications, we may fall into the most blatant relativism.

Yet, there is a twist, and the main reason why I think this paper may have philosophical

consequences--even if wrong. Uriagereka (1996) has tried to argue that Minimalism makes a

lot of sense as a theory of a certain chunk of the natural world. For evolutionary reasons (of the

exaptive sort), or developmental reasons (of the epigenetic sort, at very elementary levels), or
yet unknown reasons, the structure of Human language resembles that of complex chemical
systems and--I have tried to show--the formal structures of certain feature plans, like the
Fibonacci patterns in the animal and vegetable kingdoms. Suppose this view is right, and the
central discrete infinitude, underspecified plasticity, and d)rnamic economy of the linguistic
system match similar properties in the physical word, in the broadest sense of the word (I am
purposely trying to avoid the term'biological world', subject to the fortunes of life and history).
Then it is no wonder that the system might have the basic structure of mathematics, at least not
more than the fact that systems of wave functions presuppose, all, natural numbers, integers,
rational numbers, real numbers, and complex numbers. Surprise about the fact in the case of
the mind, and not quantum physics, seems parochial.e

The reader may have noted that, in the last few paragraphs, I have used interchangeably
the terms 'mind' and'language'. I should have been more accurate. The philosophical point just
raised, of course, only extends to the part of the mind which is responsible for language, abut
which we haye tons of evidence concerning the three major characteristics above. Then the
philosopher could still, correctly, ci'lticize my reasoning: How do we know that the structures
of mathematics, which you are so eagerly placing inside the mind, do not fall into that part of
the phenomenon (mind) which is not so clean and physical (say, the reptilian brain)? If so,

relativism still looms threatening. And then of course I am forced into a position which I am
happy to accept, and Chomsky has advocated: It is a lineuistic mind that is caoable of
mathematical intuition (so much for the reptilian brain). Now the argument is complete:
claiming that mathematical structures set up the dimensionality of the mind leads to no more
relativism than claiming that they set up the dimensionality of the time-space fabric. Granted,
we do not know what this means, but this is so in both instances.

' . The comment may remind the reader of certain speculations of Penrose's, concerning the quantum

nature of thought. I have nothing to say about such a claim, which I do not understand. The point here is
much more modest: from the present perspective, it need not surprise us that the 'warp' structures of
use for quantum fields (translation: the need for expressions presupposing the familiar number system)
would show up in language.
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Coming back to how all of this might afflect the linguist, here is the net result: if the
basic structures of mathematical types are the basic structures of linguistic types, every time we
talk about nouns, verbs, or about mass terms, states, and so on and so forth, and we mean this
talk in a primitive sense, we really are using, to borrow Parsons terms "'external relations"
which are independent of the choice of a system of objects to realize the [basic] structure.' In a
very real sense, we are doing semantics, or as Higginbotham would put it, 'lexicography'--not
synta:r/mathematics.

I think lexicography is irrelevant to what concerns me here, which is the properties of
the basic objects that enter a syntactic computation, and make it to interpretation. It should be
as irrelevant as whether a verb starts with a consonant or has no secondary stress. Of course,
nobody would deny this; however, many of us--these days anyway--are looking at the inner
structure of such things as Aktionsart, noun systems, and a host of grammatical/functional
systems (seventeen in the latest count). Every time we decide to place an Aspect Phrase below
or above a Tense Phrase, and so on, we are making a decision which is either lexicographic--
hence ungranted, for the syntax--or else should not have been made on those substantive terms,
even if right.

What I want to propose here is a way of rationalizing those decisions (whose empirical
validity, for the most part, I have no qualms with) in terms of the dimensionality of basic
structures. To go on with the number intuition (nothing but a different instantiation of the same

basic structure), I will be talking about relations among noun classes, functional categories, and
the like, in much the same way that one would talk about relations among sets of numbers of
different orders of complexity. If this exercise is correct, it should give us a rationale for why
some familiar linguistic structures are hierarchical: verbal/nominal classifications, thematic
expressions, auxiliary selection, and so forth. The proposal should also give us a basic structure
for lexical entailments and robust presuppositions (as opposed to conversational implicatures),
for the same reason that number theory allows us to run entailments concerning the layered
structure of number sets.

III. Some Syntactic Background
In the early eighties, Anna Szabolcsi made an interesting proposal conceming the

articulated nature of possessive NPs in Hungarian. Kayne (1994) recasts this proposal in
current terms, and adapts it to other languages, showing its depth and scope. I am npt going to
review now either Szabolcsi's or Kayne's arguments for their possessive structure, but I do
want to summarize the main point that concerns us here, regarding structures like (1):

( 1) a. John has a sister

b.tSP be[opSPDot [»Roo* John] AGRO a sister]]]

To obtain the surface order in (1a), the possessor John raises to the specifier (SP) position
before be through SP Do and the D0, which Kayne suggests is in some sense prepositional,
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incorporates into be. The incorporated expression be+P surfaces as have, in the spirit of early
work by Benveniste.

Hornstein, Rosen, and Uriagereka (1995) (henceforth HRU) suggest a small
improvement for a structure like (l), for empirical reasons concerning part-whole expressions,
as in my Saab has a Ford T engine. Given the structure in (1), this sentence would have to be
analyzed as in (2a):

(2) a. I SP be [op SP [ [orposs ffiy Sqab] AGR0 a Ford T enginelll

I ti ei I ti AGRO a Ford T engine]ll

0

b Saab; j

While this poses no particular problem, it prevents us from capturing an obvious paraphrase of
(2): There is a Ford T engine in my Saab. HRU show that, indeed, this sentence should be
derived from the same structural source as my Saab has a Ford T engine does, which poses an

immediate question: Where do we fit the in? In order to respect the leading idea behind the
Kayne/Szabolcsi analysis, the correct source structure should be something like (3), which
incidentally redeems the intuition that the D0 is somehow prepositional:

(3) [ SP be [»o SP in [ [oppo,, my Saab] AGRo a Ford T enginelll

But given (3), we must alter the details of the derivations. To obtain the surface order we must
raise the oredicate a Ford T ensine to the SP of in and insert there in the matrix SP nosition. Bv
the same token, (2) should be reanalyzed:

be [oo SP [D/P [ [ppposs mY Saab] AGR0 a Ford T enginelll
Saabi j [a Ford T enginer ej [ti AG

0(4) a.IsP
b- [mv Rot*l

For mostly conceptual reasons, HRU also assume that the element in the SP of AGR is
not base-generated there, but actually reaches this position in the course of the derivation, in
order to fulfiII some checking. Then, the complete, basic structure that the HRU proposal
involves is (5). I use the notation X, instead of D/P, in order not to confuse the issue of what it
is to have a category which can be either a determiner and a preposition.
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(5)
XP

X'
/\/\

X AgrP

Agr'
/\/\

Agr Small Clause

t\
Subject Predicate

A powerful argument, I think, that the conceptual move in (5) is justified is provided by
the paradigm in (6):

(6) a. There are very poor neighborhoods in the city.
b. The city has very poor neighborhoods.
c. The poor neighborhoods of the city.
d. The city's poor neighborhoods.
e. A city of poor neighborhoods.
f. *(A/the) Poor neighborhoods'city (cf. a poor-neighborhood-city)

Observe, given (6a-b), that the relation (city, neighborhood) is of the same sort we saw above

for (car, engine); let us call it integral. Now witness what happens when considering the basic

structure in (5) alone, without the matrix verb. Let us assume, following and adapting a
proposal by Kayne, that the preposition or Case marker ofis a realization of AGR, when some

lexical material follows it. If so, in (6c) the cit), could not have left the small clause, while the
poor neighborhoods must be at least as high as the SP of AGR:

(7) AgrP
t\

hoodsi Agr'
t\

Agr SC
qf\

cltv t'

- 

I

In turn, (6d) must involve movement of the city to the SP of X, taking's to be the lexical
realization of this element and abstracting away from definiteness:

t\
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(8) xP
t\

citv, X'
--r /\

X AgrP
b t\
hopdsi Agr'

t\
Agr SC

t\
!ti

Surprisingly, but following the same reasoning, (6e) must be analyzed as in (9), with a cit),
now having moved to AGR, and poor_ueighborhoocls staying put:

(9) AgrP
t\

citli i Agr'
t\

Agr SC
qf t\

t, hoods

The conclusion is then very interesting: whatever has moved to the checking domain of AGR
determines the reference of the whole expression.

There are two arguments for this. The first one concerns the fact that, regardless of the
ultimate reference of the expressions in (6), they all express an integral relation.(city,
neighborhood). The present system expresses the fact in terms of a small clause, of which'city'
is in some pre-theoretical sense the subject, and'hoods' is the predicate.

Traditionally, it was taken to be the case that parts of wholes and similar integrals are
intrinsically relational. Obviously, there is no neighborhood without a city that this
neighborhood is a part of. So suppose we represent the relevant notion as something like
hood(x,y). Now what's the difference between Washington is several neighborhoods and
Washington has several neighborhoods? Both are existential, but whereas the first.quantifies
over some city which is so-and-so (endowed with several neighborhoods, just as it is endowed
with the Capitol and the White House), the second quantifies over several neighborhoods; it
asserts, as it were, that there are several neighborhoods whose city Washington is.10 The main
traditional intuition is that these two possibilities are intrinsic to words like neighborhood, and
all that be and have do is highlight one construction or the other.

But the first result of HRU is that this cannot be totally right, for the sentence there are

several neishborhoods in Washineton exDresses an existential ouantification over

'o . Ke"nan (1987) has a very illuminating discussion of these topics, and an analysis of the sort I am

about to mention.
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neishborhoods as much as Washinston has several neishborhoods does. That is- snecificallv.
have is not at issue. What is appears to be more subtle, if the syntax above is on the right track.

The second result of HRU is to emphasize that the phenomenon is considerably more
pervasive than it iooks at first. Everything that has parts or is a part of something will appear in
these constructions. Then it is hard to see what does not count... Even proper names allow us

such statements as The Ro)ral Family will alwa)rs have Charles.ll The altemative to making
Charles relational is to push the relation into the syntax, as we have.

The second argument for the present view is syntactic. One thing is to say that two
constructions manifest two quantifications concerning a relational noun; quite a different thing
is to show how this is achieved. All of the expressions that concern us now make use, apart
from different bes and haves, of elements like o:[or the genitive 's, which fits nicely in the
Kayne/ Szabolcsi picture presented thus far. Furthermore, recall the ungrammatical (6f), which
would have to be analyzed, in the present terms, as in (10):

(10) XP
t\

hoods,

-J

X'

A X AgrP
t\

cit),' Agr'
t\

Agr SC

Here, the movement of 'hoods' all the way up, over'city' (which by hypothesis must be in the

checking domain of AGR, where it determines reference) clearly violates the Minimal Link
Condition; it is 'too far away'. While we thus predict the ungrammaticality of (6f) with the

analysis in (10), the standard analysis cannot account for the facts. Traditionally, it is the 'head'

of the construction that provides its reference. From this point of view, the head of (6cld) must

be neighborhQod, whereas the head of (6e) must be city, and the lexico-semantic relations

between these elements must be expressed in their lexical make-up. But the only ryay in which
the lexical structure could fall into the MLC is if the syntax is essentially as in (10).

The interesting consequence of our proposal is that the referentiality of a basic

structure--when it comes down to interpretation--is determined in terms of something other
than the intrinsic lexical properties of the elements in the structure. Just because city and

" . lt may be thought that this is a different kind of have, but I am not convinced. ln any case, in many

Romance languages (e.9., Galician) it is perfectly appropriate to say such things as this:

(i) Na Familia Real hai lsabel, hai Carlos, hai Diana, hay moita xente.
'ln the Royal Family, there's Elizabeth, there's Charles, there's
Diana, there's many people.'

t_

ti tt

I
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neighborhood are involved in a relation of a certain sort in these expressions, we cannot
immediately determine whether we are talking about a neighborhood or we are talking about a
city. The way to determine that, syntactically, is in terms of what has moved to AGR. We thus
remove part of the mystique of reference from the lexicon, making this central notion a

consequence of a syntactic process. Of course, we still have a substantive residue: to assume
the Minimalist machinery, there must be a feature that is checked in AGR, which is presumably
added at the point of lexical selection into the array that determines the syntactic derivation (a

numeration); AGR attracts this feature, which must mean that, substantively, AGR is
something like a referentiality site.

I must emphasize that what we have reached is an important conclusion, independently
of the issues that concern me here. This is because the sort of structure that Szabolcsi and

Kayne pursue faces an obvious diffrculty in structures involving possessor raising, like the
Spanish (1 1):

( 1 1) Le corte la cabeza aI pollo.
to-him/her cut-I the head to-the chicken
'I cut the chicken's head.'

The sort of structure we have considered takes a chicken and a head to stand in some sort of
integral relation, where the head is a part of the chicken. However, while the syntactic
expression of this relation yields all the results that HRU present, it is not less obvious that
what the speaker takes himself to be doing in (11) is cutting a chicken's head, not a relation! In
other words, the argument of the main verb cannot be a relation; it is a chicken, however we
get that to happen. The proposal I have sketched provides a way.

One second thing to emphasize is that my conclusions would look very odd as

corresponding to a semantic model like Montague grammar. There, all the notions of interest
now are coded as semantic types, which are ultimately responsible for breaking down what in a
sentence is referential and what is not, and how the different parts combine. It does not make a
whole lot of sense to postulate a category (or corresponding feature) whose sole content is
'reference', for the Montague grammarian takes reference to be a property of a certain type.
Indeed, the events that follow will emphasize this conclusion.

In contrast, the ideas presented so far are naturally interpreted in the Neo-Davidsonian
program, if we think of the two elements that relate through the small clause as sati"sfying roles
of some sort. Until we give content to these roles, let us just call them T1 and T2. Then, the
nominal expressions in (6) will have the simple, rough semantics in (12):

(12) a. Thee [hood(e) & T1(city,e) & T2(hood,e)] ...

(The poor neighborhoods of the city, the city's poor neighborhoods)
b. Ee [city(e) & T1(city,e) & T2(hood,e)] ...

(A city of poor neighborhoods)

Note that whereas the reference is different in each of these instances (depending on what is
predicated of the variable e), the thematic roles are the same, thus capturing the integral
relation between cit), and neighborhood, whatever that relation tums out to be. The
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coresponding syntax is simple. For the sake of mnemonics, we may think of AGR in (10) as a

R(eferential) head, and may so label it; correspondingly, we may postulate an [+r] feature that
is added in the numeration and is checked in the checking domain of R, via movement. Of
course, this is the familiar practice from the literature on functional ghosts, but bear with me
for a moment; we will soon go deeper.

We must also distinguish the poor neighborhoods of the city from the city's poor
neighborhoods. One possible way of deciding on how these two differ is in terms of the
substantive nature of the X element in (10), which Kayne felt had a status as either a P or a D. I
suggest we treat this element as a two-place relation, which can be lexicalized either as a

determiner (a two-place relation if the lexical basis for a generalized quantifier) or a
preposition like in (also a two-place expression). This would have one extra advantage. In
those instances in which X expresses a quantificational relation (henceforth represented as Q,
even if may also be lexicalized as a preposition), we can invoke the fact, stressed in
Higginbotham (1988), that this sort of element must introduce a context variable C, given that
human quantification is contextually restricted. Then, it would be natural to suggest that
whatever moves to the SP of Q has a contextual character. In particular, we may take speakers
to confine the range of whatever quantification Q invokes in terms of the element C that moves
to this SP:

(l 3) a.

Q'/\
ARP
b t\
hoodsi R'

b. QP
t\

ulx; Q'
/\

ARP
3t \
hoods, R'

t\ t\
RSC

t\
@ti
[+c]

RSC
t\

tj ti

c. [Thee: C(e) & hood(e) &T1(city,e) & T2(hood,e)] ...

Where the speaker confines the range of C to city

Note that the logical form in (l3c) includes the context variable C, predicated of e. Whatever is
placed in the syntax in a position to have to move to the SP of Q, for reasons that I return to.
ends up being taken by the speaker as the element that anchors the context of the QP. This
allows us to distinguish the city's neighborhoods from the neighborhoods of the city. In the

latter, either no element has moved to the spec of Q (hence the contextual specification of the
expression is open), or alternatively'hoods' does. I do not know which of these options is best,

but it does not matter for my purposes.

What counts is that we now have a complete syntax for the Kayne/Szabolcsi
expressions, and furthermore we have a neo-Davidsonian semantics for them. In what follows,
I plan to suggest that all svntactic structures reduce to these basic structures. In other words,EQ9
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rather than having various categories with different labels, including multiple functional
categories, I will suggest that what we encounter are recursions of the basic structures, as

follows:

(r4) [ xo IRo [sc[ Ro [r.[ Ro [sc...]]...]1...]]]

For this to make any sense, though, we must understand several things. First, what is
the recursion in (14) based on? Second, what is the exact nature of the elements that enter into
the small clause? Third, what is the substantive character of the R's in these basic structures? I
would like to suggest that all of these questions are related.

IV. In and Out of Space

Let us suppose that what we usually refer to as the 'subject' of the small clause denotes
a mental space with a dimensionality nD. Furthermore, let the'predicate' of the small clause

denote nothing other than what I have called a warp in that space at nD. If so, by the mere
application of the warp to the space, we will force this space into an n+l dimensionality. For
example, in the instance discussed in (13), citv would define a given nD space, and hood would
define a wa{p to this space. By applying hood to city, we obtain a space at a new dimension
n+l. Theoretically, we could then work within this space in terms of a warp for n+1D spaces,

and so on.

There is every temptation to take the semantic value of the word neighborhood to be
what relates to the semantic value of the word _i!y. Whatever a'neighborhooded' city is (some
partition, say) is that because of properties of cities and neighborhoods; yet I am not saying
anything of the sort. That would be like saying that when we divide two Spanish omelettes
between four diners, it is a relation between omelettes and diners that is at stake. Surely there is
one such relation, but it is irrelevant at the level that interests us. What we want to understand
is what relation exists between two and four in terms of divisions, whether it is expressed
through omelettes and diners, fortunes and inheritors, or whatever. To use Parson's term, these
substantive relations are external, independent of the structure.

Of course nobody denies that, at least in the case of arithmetical operations; but I am
actually extending the claim to lexical semantics, and indeed making a non-obvious move.
Bluntly put, I am claiming that there is something crucial to the synta:< of a part-whole relation,
in making it a part-whole relation. You may not know what a zaptack or a gropstench is, but if
I talk of 'the zaptrack's gropstench', 'the gropstench in or of the zapstrack', 'a zapstrack of
remarkable gropstenches', you will know thatzaptncks and gropstenches stand in some sort of
integral relation. The syntax tells you that. Of course, the syntax corresponds to a neo-
Davidsonian semantics, where the T1 role above is now interpreted as a primitive space, and

the T2 role as a primitive warp in that space. This is no more or less motivated than it is to call
a role an 'agent', a'theme', and so forth. In fact, I could have called T1 a 'whole' and T2 a'part'.
But that would be the mistake I am trying to avoid, making the relation substantive again. The
real linguistic point of this article is the claim that a whole is to a part as a mass is to a measure,

and so forth;just as the set of rational numbers is to division as the set of natural numbers is to
subtraction: both operations warp you out of that domain, and cannot be fully defined there.

The only difference between all of these is dimensional: the same process is happening at
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different orders of complexity. If I am right, it is a syntactic tool that allows us to code these
layered orders and their relations.

I will then write an expression like (13c) as in (15), where S stands for'space' and W
for'warp':

(15) [Thee: C(e) & hood(e) & S(city,e) e, W(hood,e)]
Where the speaker confines the range of C to city

(15) is homomorphic (and perhaps even isomorphic) with the corresponding syntactic
structure, as discussed above.

Next, let me present the'Aristotelian'use that Keiko Moromatsu has made of this
system, which I believe will help us understand some of its more technical aspects. Muromatsu
(1995) argues that nouns classes are naturally expressed in terms of the dimensional structures
I have sketched. She substantively interprets the lD dimension as expressing concepts (her
qualia), the2D dimension as expressing substance (her quanta), the 3D dimension as

expressing form (her forma), and the 4D dimension as expressing change.

A few interesting properties that Muromatsu can predict include the following. Natural
languages distinguish abstract and concrete, mass and count, animate and inanimate nouns, and
others. Traditionally, this has been expressed in terms of binary parameters [+/-concrete),l+/-
count], [+/-animate]. These parameters predict 2n possible noun phrases, for n the total number
of parameters. However, less combinations exist. For example, one can imagine an animate
expression which is a mass term (a lake, given traditional mythology) or an abstract expression
that is countable (for example, a number); curiously though, human languages do not use

specific morphemes to codify the properties of any of these. That is, a typical noun classifier
tells us, essentially , that a given noun is of a certain countable sort, provided that it has a mass
and a conceptual support. Thus, there are no noun classifiers which are specific to numbers, or
alphabet symbols, or some such thing, even if these are obviously countable. Likewise, a

typical measure element tells us that a given noun is of a certain measurable, mass sort,
provided that it is seen as mere'stuff . That is, when I say'here's a bucket of chicken for you', I
cannot use that expression to mean that I am passing a living chicken on a bucket.l2

The point is very simple: there are some obvious lexical entailments related to the
nature of noun-classes, in such a way that if N is a grammatically animate noun, then N is also
count, and so on. We can of course code these entailments through meaning postuiates in the
obvious way. However, if Muromatsu's classification is correct, the entailments directly follow
from the way in which each dimension embeds into the next. Thus, for instance, ali
grammatically animate nouns have to be countable, all grammatically countable nouns have to
have a substance, and so on.

" . The reader may think that this has to do with the nature of reality, but this is far from obvious. A
large octopus,. for instance, fits naturally into a bucket, and in fact possibly two separate buckets if the
animal is very large. Nevertheless, passing two buckets containing each four legs and part of the body
of a live, whole octopus does not accord well with the expression 'here's two buckets of octopus for you.'
Typically, that expression would be used to refer to the octopus stuff, cut into pieces and deprived of life.

134



Second, given the hierarchy qualia > quanta > forma ) ..., we should only start seeing
systematic grammatical markings at the 2D quanta level. The reason for this has to do with the
suggestion made on section II that nD warps to n+lD. This tells us that no warps are needed to
stay within lD. If so (and assuming Muromatsu's specific proposals), nouns used in a
'conceptual' fashion should not need to be accompanied by any grammatical mark of warping.
This arguably relates to otherwise tricky notions, like the prototypical the lion or the generic a
lion. These expressions pose two related problems.

One is grammatical: they lack significant markings, at best taking default gender or
number. The other problem is semantic: How do they get to mean what they mean? The two
problems are addressed as the same one if we take these sorts of expressions to be
dimensionally trivial. What this means semantically is that the expressions do not denote

things, or even entities whose presence is substantive; they are not reified or even concretized,
which seems to accord with their meaning. The syntactic consequence is equally
straightforward: they need not (hence cannot, given Minimalism) involve small clauses. Thus,
as it were, in.the lion or a lion what you see is what you get. If this does not get to denote a
concrete lion or a set oflions (in relevant readings), this is because at 1D there are no things in
the semantic model.

An important clarification is in order here. The reader is explicitly warned against any
temptation to interpret the lD lion as a set of lions, or--worse still--some such set in all
possible counterfactuals. To insist, we have not built in the formal apparatus needed for things
yet, hence could not have lions, which are at least things. In fact, what I am trying to say is that
the whole question is ill-conceived in those terms, and thus it is pointless to argue whether it is
best to talk about these or the other categorial constructs. At 1D, in the present model, the only
categorial construct is raw space itself, with no strings attached even to a substance, let alone
the sort of organized substance involved in a thing.

Third, Muromatsu's analysis has very interesting consequences for the syntax of
classifiers, measure phrases, and the like. Specifically, Greenberg (1977) tells us that out of the
six possible combinations of nouns, classifiers, and quantifiers, we only obtain four, and only
two of those are possible in any given language:

(16) Possibility A
acL N
Na cL

Possibility B
cLa N
i{ cLa

Impossible
*cL NI a*Q NCL

Observe that, as Greenberg notes, the relative order {Q, CL} never changes in the possible
structures, within given languages. In turn the sequences <Q, CL> or <CL, Q> appear either
before or after N, in each type of language.

A natural analysis of these facts in Muromatsu's terms is as follows:
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(17) a.

a.

Q'
/\/\

ARP
t\
CL, R'

b. QP
t\

I{i Q'
/\

a

QP
t\

NJ Q'
/\/\

aR'
At\

R Qtk SC

/\ I \
cl,i Rk tj ti

RP
I \ Possibility A (cf. (13))

CLi R'
t\

RSC
t\
tj ti

t\
RSC

/\/\
Nti

b.

Possibility B

Note that in all instances CL moves to the checking domain of R, and in that sense is what
determines the reference of the classified expression. The classifier is, as it were, the reifier that
turns the 2D substance into a countable expression which the quantifier can then take as one of
its arguments. The main difference between Possibility A and Possibility B is simply whether
the classifier is behaving as a maximal projection--in which case it moves to the SP of R--or as

a head--in which case it adjoins to the head R. This is not surprising: each possibility is
contemplated by universal grammar. In turn, observe that internal to the two types of languages
that we have, N may or may not raise to Q, presumably for the same reasons that other
categories may, as we saw above--to confine the contextual specifications.

The ungrammatical combinations can now be analyzed as in
(1 8):

Q'/\/\
aR'
A t\

RQ tk SC

I \ t\
CLi RK N ti
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(1 8) a. b QP
t\

cl,i Q'

Q'
I

R

a
\

t\
NJ Q'

/\
RP

t\
ti R'

CL

t\
RSC

t\
tj ti

Although Q N CL corresponds to the base structure in (l8a), this particular structure is
cancelled in the course of the derivation, since CL has not moved to the checking domain of R.
This directly suggests that--at least in classifier languages--there is a strong feature in R
attracting the interpretable [+r] feature that elements moving to R are given in the
numeration.l3 In that way, a derivation that proceeds as in (18a) is simply cancelled, and does

not go beyond the R projection.tn In turn, The CL N Q ordering can only be obtained by
moving CL and N to the checking domain of Q. However, there is no way of producing this
movement in satisfaction of the Last Resort Condition of Chomsky (1995); doing it leads to
another cancellation.

I think this last consequence is very important for the very same reasons that I gave in
the previous section for the HRU anaiysis of integral relations. I know of no alternative
explanation for Greenberg's generalizations.

Equally important, I believe, are the implication facts. The only alternative that I know
of to the analysis above is in terms of meaning postulates. But these are merely observational
devices; after all, why is there no meaning postulate stating that all ghosts are immaterial,
which can be then coded by way of a ciassifier blah? The point has been: blah does not exist,
although it could have if meaning postulates were for real. So something is missing, and the
dimensional approach tells us what: you cannot have an individual without substance. This is
not a fact about the world; we are told that muons are'things'without mass, for instance. It is
rather a fact about cognition; it makes as much sense to look for a classifier for a ghost, a
number, a letter, or similar abstractions, as it does to look for the negative sign of 1 or the
decimals of -2, or the i of 213. These are just category mistakes. In the case of numbers, this is
so by definition. In the case of linguistic concepts, it seems to be so by nature.

t' 
. Within the system that I am pursuing not checking a feature should lead to a cancellation, since

there is no meaningful notion of crashing at LF. Then I cannot distinguish between checking prior to and
after Spell-out, which must mean that all movement proceeds prior to this point. This is very much in the
spirit of ideas in Brody (1995), although from a derivational perspective.
'= . The sequence Q N CL could also be obtained in crazier ways, for instance moving CL to R first,

and then subsequently moving N; this, though, will directly violate the derivational Last Resort Condition

I
R

N

\
SC

t\

L
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Perhaps this should be insisted on. It may be thought that Muromatsu's implications
follow from the interpretation that she has given to lD, 2D, and so forth. But this would be an

error. Muromatsu may be right or wrong in thinking that lD, in Human language, is used to
denote certain abstractions, and 2D is used to denote masses, and so forth. Even if she were

wrong about the correspondences, the implications would remain within the structures. To use

an analogy, what she has done amounts to something like this: humans associate the structure

of natural numbers to abstractions, the structure of integers to mass terms, the structure of
rational numbers to things, and the structure of complex numbers to stages of things. This is no
different from saying that the spin of a boson is expressed through an integer, and that of a
fermion with a fraction, and so on. At any rate, suppose either of these empirical claims were

wrong, and masses should be expressed through complex numbers or spins through imaginary
numbers; it does not cease to be the case that rational numbers involve a system which
presupposes integers, etc. The reason I think Mwomatsu is right is not because of introspection
(i do not have any insight into whether abstract terms should correspond to the structure of
natural numbers). She may be right because the predictions she makes about entailments seem

to accord with how human language works--for instance, in terms of licensing certain

classifiers, and not others. In a similar way, we take the claim about spins to be right if it
correctly predict that two fermions should not be in the same place at once, or whatever. There

are no common sense intuitions to help us here, but simply the internal coherence of a system.

There is one other sense in which any simple-minded alternative to Muromatsu's view
leads to some immediate embarrasments. Take the fact that one can say in Spanish and other

Romance languages things like (19a), which is different from (19b):

( 19) a. En donde )ro naci hay mucho torero
'Where I was born there is much bullfighter' (sic)

b. En donde yo naci hay muchos toreros
'Where I was born there are many bullfighters.'

The latter has the standard meaning; the former is much more interesting. First, the term

appears in the singular, and takes its own sorts of quantifiers; second, it is incapable of binding

individual variables:

(20) a. Muchos toreros andan por ahi sueltos (desde que les pagan bien)

'Many bullfighters walk around (since they pay them well).'
b. Mucho torero anda por ahi suelto (*desde que le pagan bien).

In a word, mucho torero does not seem to be referring to a set of bullfighters, or a plurality of
them. The temptation, of course, is to think that it denotes a mass term, Iike mucho vino 'much

wine'. But what would that mean? Do speakers of Spanish have a kind of mind that conceives

of individuals differently from the way in which English speakers do? This is not meant in jest;

the literature is full of this relativism--the recent one.

Of course, there is a comparative grammar issue here; let's set it aside. From

Muromatsu's perspective, it is not at all surprising that I should be able to apply a quantifier for

mass terms to something which is typically used in a count fashion, simply because, for her, a

count term is a 3D expression that has undergone two walps, each associated to a grammatical
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marker. Who is to say, then, that when using the word torero I carurot stop at 2D? In a sense,

what has to be expiained is why English does not allow this more systematically, while most
other languages do.

A particularly nasty example of Choms§'s illustrates that English speakers think like
the rest of us: Expensive, hard-cover books that weigh rnore than five pounds are boring.
Boring applies to an abstract entity; weigh, to a concrete entity; hard-cover, essentially to an

individual entity; and expensive, contingently to an individual entity. Had we to classifu book
as [-rconcrete] (to take weigh) or [-concrete] (to take boring), we would fall into a paradox; the
same paradox would arise if we had to classiff book as [+stage-of-individual] (to take
expensive) or as [-stage-of-individual] (to take hard-cover). However, if book is a 4D
expression whose change potential is coded, and thus also involves a 3D coding of form, a 2D
coding of mass, and a lD coding as an abstract concept, then we can say that boring applies at
1D, weighs at2D, hard-cover at 3D, and expensive at 4D. The argument is direct.

In work in progress, Nobue Mori also pursues these sorts of matters, this time
concerning the syntax/semantics of Aktionsart.ls Some of her results adapt ideas from
Pustejovsky (1993), which does not make use of dimensions or the particular syntax discussed

here, but does use considerably similar notions. For reasons of space, and because the work is
still in progress, I will not report on it now. It should be obvious that the sort of structure we
are studying should not be privative of noun classes, just as it is not of numbers; in fact, this
point is central to Category Theory. In any case, I take the noun classifications to illustrate
what dimensions can do for us within lexical categories: we need not make reference to such

substantive labels (or corresponding features) as abstract, mass, individual... terms. So this is a
proposal about making (relevant parts of) lexical semantics trivially formal, with a given
categorial status resulting from the sheer workings of the system, as derivations go by.

V. Learnability Considerations

No linguistic theory that is worth the name is such if it does not model language as

(trivially) learnable by children. In this section I want to ponder the issues that dimensional
warps pose for a language acquisition device. As I said before, I am taking the dimensions per
se to be innate, in the physicalist sense that I raised. However, a Language Acquisition Device
(LAD) must be able to associate a given dimensionality with a given (sound, meaning) pair,
like sweet, water, man, and so forth.

This question is not new, and was first systematically raised by Quine (1960), and
elsewhere. Interestingly, the sorts of mathematical constructs that I have discussed here might

's . Similarly, the theory should make predictions about the form and number of arguments of
increasingly articulated eventualities. Thus, for instance, it is because the dimensionality of build is
rather high that it can get into complex sentences like John buift himself a house or John got a house
built for him (in contrast, we do not expect this complexi§ for more basic states--*John loves himself
Mary, *John got Mary loved for him--or achievements-*John climbed himself a mountain, *John got a
mountain climbed for him). ln the end, a full understanding of these matters should shed some light on
the hierarchy of roles that arguments receive. lf this picture is correct, so-called 'themes' should be the
warps of a dimension which is considerably lower than the one 'agents' are the warps of, and so on.

L

t 39



meet with Quine's sympathies. However, I must emphasize, more so than in the case of
Parsons, that we may have reached a similar mathematical conclusion (i) from a totally
different--and diametrically opposing--starting conceptual point; and (ii) we are making totally
different predictions conceming language acquisition. (ii) is not a necessary conclusion, but I
believe it relates in Quine's terms to the reason why he probably went into the sorts of
speculations I have tried: he is ultimately a behaviorist. For someone in this position, the mind
should model reality, through some sort of pattern-recognition process. Inasmuch as a mind has

no intemal structure when it comes to being, it should start building its structure gradually, as

the phenomenological world penetrates it. Early impressions may set up the more basic
dimensions, and so on, until the work is complete. I think this theory is wrong, and I want to
show both why nothing that I am saying forces us in that direction, and how what I am saying
is actually in accord with the facts of linguistic acquisition.

We may present the facts in a narrative way--a famous Quinian example. A LAD
observes a rabbit go by, when a native speaker points at the creature while uttering: 'Gavagai!'.
How does the LAD know what the native meant? It could have been'rabbit', or'furry texture',
or more exotic combinations; let us stick to those two to simplify. Let it be true that rabbit is an

instance of a 3D expression, while furry is an instance of a 1D expression, therefore one which,
in some definable sense, is informationally simpler. (There is, of course, an issue here about
how the phenomenon'rabbit'is taken to be 3D, while the phenomenon'furry'is taken to be 1D;
about such correspondences, irrelevant to my argument, I have nothing to say, and presuppose

some psychological theory to do the trick.) What should the LAD conclude, in the absence of
explicit training? Does gavagai mean'rabbit' (or some such 3D term), or does it mean'furry' (or
some such 1D term)? We know what actual children do: they think gavagai means rabbit. Does
this then prove the dimensional theory wrong?

It depends. if the dimensional theory is acquired behavioristically, I think the fact
indeed disproves it. It would be impossible for the child to come out with the more complex
dimensions, in the absence of the simpler ones. Of course, Quine never predicted that children
would start their lives with dimensionaly complex structures; quite the opposite, he took the
coherent position that children should start with the dimensionally trivial structures. It is not

Quine's reasoning that was wrong. To salvage the theory from the facts, the Quinian would
have to argue that, somehow, children are capable of acquiring the dimensions on the basis of
non-linguistic early experiences. Very interesting psycho-linguistic experiments by Spelke et
al. (1991), with three-month old children, strongly suggest that even such concepts as the
material integrity of objects are understood by that early age. If the careful experiments are

reliable, the Quinian is left with a window of about three months (assuming *o*b experiences
are not helpful for these tasks) to feed into the LAD all the machinery that will then allow it to
parse gavagai as 'rabbit', and not'furry'. Certainly not an impossible task, but a very difficult
one--and meaningless, in the absence of an explicit theory of dimensional acquisition. And
once the machinery is in place, one wonders again why the child is not at the same quandary
that the philosopher is, and why the child should resolve the dilemma by going with the
dimensionally more complex (in Quine's terms, as well as mine) 'rabbit', instead of 'furry'

=eaning."

-:
The quinian would have to assume something like the Subcase Principle in (21) below as a general

'=:: about conservatism in learning, only after having already acquired the dimensions. A quinian learner
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On the other hand, suppose the dimensional theory is hard-wired into the LAD. How
does the present theory fare any better than Quine's; why is my LAD not facing a dilemma?
The usual answer that psycholinguists of my orientation give for this is: 'Because the LAD is
that way.' This, however, simply delays our understanding of what is going on. What in the
LAD being that way is such that it forces it to go with'rabbit' and not with'furr)r'? For this
question, I have not found a convincing answer. However, I believe that an answer already
exists in the field if we take the dimensional theory seriously.

In fact, the answer is based on well-established psycholinguistic principles of language
acquisition: the Subset Principle and the Mutual Exclusivity hypothesis. The former is
probably the oldest principle within linguistics, and was proposed in some form already by
Panini,17 although its significance for acquiring language has been noted more recently, and

made ample use of in various domains, ranging from phonology to syntax. Recently, Steven
Crain has pushed the idea that the Principle is of crucial use in understanding certain aspects of
the behavior of children with respect to semantic representations. To cut an important
discussion short, I will go directly to a version of Crain's principle that may be of use for us
r 18
nere:

(21) Subcase Principle
Assuming: a) a cognitive situation C, integrating sub-situations

cl, c2, ... cn;'

b) a concrete set W of lexical structures 11,12,... ln, each

corresponding to a sub-situation c " ;

c) that there is a structure lt corresponding to a situation which is a sub-
case of all other sub-situations of C; and

d) that the LAD does not know which lexical structure lt is invoked
when processing a given term T uttered in C; then: the LAD selects lt as a hypothesized target
structure to correspond to T.

would never acquire the dimensions to start with, if acting conservatively--unless they get into the rnind
py osmosis, or some such process.
'' . Specifically, Paninian rules are hierarchically ordered, in such a way that if Rule n teaches that
such-and-such and Rule n+m teaches that so-and-so, then Rule n+m applies at the excluslon of Rule n.
The ordering of the rules is, of course, a hypothesis about linguistic structure, and is based on the
specificity of the rule, more specific (in a sense, weirder) rules being ordered last, hence applying first. I

should say also that Panini was explicitly concerned with the hierarchies that concerned us here, and
pgsically proposed the thematic hierarchy that we now assume, where agents are prominent.-" . See Crain et al (1994) for discussion and references.

" . ln the examples discussed by Crain et al (1994), the issue are just propositions corresponding to

sentences presented in circumstances that make them true for a speaker. Note, however, that I am
going here into parts of propositions, hence only elements that may enter into the computation of truth,
but are themselves more elementary. Hence, I use the term 'correspond' to indicate both the relation
sentence(proposition)-situation, and whatever relation holds between terms like rabbit or fur and
situations such that the speaker can successfully use those terms to refer in those situations, thus
allowing the piesentation of the containing proposition in those situations, to make the proposition true.
ln other words, the Subcase Principle is more general than the Semantic Subset Principle of Crain et al
(1 ee4).
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Note that it is situations that enter into sub-case relations, and not the corresponding linguistic
structures. This is one of the reasons I am using now the non-committal notion 'subcase',
instead of the more traditional'subset', since I do not know how exactly situations should be
articulated set-theoretically. Nevertheless, we can make matters rather precise, as in (22):

(22) Given two cognitive situations c and c' obtaining at a super situation C, and for I and I
linguistic structures corresponding to c and c', respectively, and where d and d' are the
dimensions where I and I are expressed, we say that c' is a sub-case of g if and only if d'>d.

It is perhaps useful to consider these notions within concrete scenarios

(23) Scenario 1: In fact, gavagai means 'furry', not 'rabbit'.
Scenarto 2: In fact, gavagai means 'rabbit', not 'furry'.

Analysis (in terms of the Subcase Principle):
Assuming: a) a cognitive situation C [the perceived event], integrating sub-situations

91 ['a 3D rabbit'], and c2 ['1D furriness'];
b) a concrete set W of lexical structures 1, *d 12 [the different possible

interpretations of a word associated to the perceived event that universal grammar allows] each
corresponding to a sub-situation c;

c) that there is a structure [ [which involves three orders of the basic
syntactic structure] corresponding to a situation e, [concretely q2, the '3D rabbit'] which [as per
(22)] is a sub-case of all other sub-situations of C [concretely c1, the'lD frirriness']; and

d) that the LAD does not know which lexical structure t is invoked
when processing a given term T [concretely, gavagai] uttered in C; then: the LAD selects t
[which involves three orders of the basic syntactic structure] as a hypothesizedtarget structure
to correspond to T.

Before we analyze whether this result makes sense, notice two things. First, the '3D rabbit'
situation is a sub-case of the 'lD furriness' situation, if we accept the dimensional structure. and
(22) as a measwe of specificity. In general, the Sub-case Principle tells the child to go with the
more specific analysis as the first hypothesis. Second, observe that the formal analysis in (23)
is totally independent from the factual scenarios.

Let us see how well this conclusion fares with each of the scenarios posed. In scenario
1. the child is of course wrong, and a philosopher who might have decided to go with the
'Super-case Solution' would have been right. However, the child will not produce dn erroneous
expression when uttering gavagai in front of a rabbit (assuming all rabbits are furry). In turn, if
the child assumes an Exclusivity Hypothesis concerning lexical meaning in the acquisition
stages ('things only have a name'), the child can retreat from the mistake by either hearing the
u'ord gavagai used for any other furry object for which she already has a name, or by hearing
another word used for 'rabbit'. So although the child is in fact wrong in the initial guess,

correcting the wrong guess is trivial, and is in no need of explicit instruction.

In scenario 2,the child is right, and the'Super-case'philosopher would be wrong. In
fact, the philosopher would produce an erroneous expression when uttering gavagai in front of
iust any furry thing. It would not be easy for her to retreat from the mistake, for instance, by
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hearing the word gavagai used in any other context, assuming all rabbits are furry.'o Even if
the philosopher heard another word being used in the context of a rabbit's presence, one for
instance meaning 'furry', she would be at a loss: would that word mean'rabbit'? Subsequently
hearing the word meaning'furry'in some other context might just mean that the word means
'object' or some such thing.

In sum, given the Sub-case Principle, coupled with the Mutual Exclusivity Hypothesis,
the child always gets it right; it is a done deal, regardless of the learning situation. This state of
affairs, if correct, not only addresses the GavagaiPvzzle, but it furthernore makes a prediction
about the acquisition sequence by children. AII other things being equal, human LADS should
go with the structwe corresponding to more specific situations, within alternative super-cases
(perhaps within salience and informational limitations having to do with whatever cognitive
restrictions a young child might have)2t . Apparently this is true. Markman and Watchel
(1988) experimentally demonstrated that children (i) assign new terms to objects (rather than to
properties, substances, and other possibilities), as the first hypothesis about their meaning; and
(ii) do not assiqn new labels to alreadv labeled obiects. This directlv allows moves from a more
general to a more specific form (for instance, deciding in scenario 1 above that gavagai denotes
'furriness', after having thought for a while that it refers to 'rabbit'), given the appropriate
circumstance (e.g., univocally observing rabbits be referred to by another term). Needless to
say, all of this makes sense only in situations where the leaming alternatives stand in the
appropriate sub-case relations, and only a few possibilities emerge, so that solutions are
reached in a realistic time.22

In sum, the dimensional theory makes the right predictions conceming the acquisition
sequence, while addressing Quine's most serious empirical worry, given familiar principles of
language acquisition. But again, we succeed at the cost of proposing exactly the sort of solution
that Quine rejects: an innately specified structure, and leaming strategies that arise when a
system with rich internal structure has to map this structure to some trivial outside stimulus--
like the utterance of gavagai in a concrete situation. All that the Sub-case Principle is
implementing is the conservativeness of LADs: they hypothesize only that which can be easily
falsified in terms of positive data. This turns out to be not the simplest kind of structure, but the
most complex (given some relevant circumstances and perhaps up to some limitations). Of
course, postulating complex structure is trivially simple if the structure is already built in. The
bottom line is that our LAD acquires language in the exact opposite sequence that Quine
predicts--and, so it appears, according to fact.

20 
. Needless to say, I am assuming that explicit corrections are pointless, at least in the case of

children.
" . I mean this as an answer to an obvious question: why doesn't the child go with the most complex

conceptual structure that is possible for a concept when hearing 'Gavagai!'. Suppose that is the sort of
structure involved in something like 'a would-be fake rabbit'; that is, something which, with a bit of magic
here and there, could turn in an counterfactualsituation into something which is not a real rabbit. I would
have to say that this sort of concept is not immediately considered in the pool of candidate hypotheses,
g,erhaps because it is just too hard to understand (even for an adult).-- . Which is not meant as an otf-hand remark. Poorly understood matters are relevant here, starting

with how situations are analyzed, or what are the paradigms that are relevant for lexical learning. These
questions are familiar, and I have nothing to add to what I said in Uriagereka (1996:chapter 6)).
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VI. Some Questions of Symmetry and Harmony
In the last two sections I want to raise the stakes. This is because of a simple fact: I

have said nothing so far about firnctional structure. What I want to say about it presupposes
understanding what I have called a'warp'.

Models M and M'to describe how, for example, the natural numbers and the integers
are generated, respectively, (technically, semigrouos with specific generators) relate to each
other in very much the same way that something like number 2 relates to number l. In
particular, the warp operation that carries you from nD to n+lD is, at this level of extraordinary
space, an ordinary generating function, just as something like addition is at the lower level, for
a generator like the empty set or one. I use the word'level' as in Figure I (and see fn. 23). The
relation between any of the models generating various sets of numbers, and the super-model for
them is one of levels of complexity. The super-model is of course a model of models, and as

such lives on its own meta-dimension. And if it warps to super-models of a higher order, this
will imply yet a higher level of complexity, and thus a meta-meta-dimensions.23

Figure I:
Meta-dimension

A.

I DIFFERENT
1D 2D 3D... I LEVELS

1+1:2,2+l:3,... 1-1:0, 0-1:-1,... ... I OF

I COMPLEXITY
natural numbers integers ... 

I

DIFFERENT ORDERS OF COMPLEXITY

I think this state of affairs corresponds nicely to the relation between functional and
lexical categories. Just as lexical categories were shown to relate to the basic lD, 2D, ...

dimensions, I would like to suggest that functional categories are one level removed from all
this, in their o.wn meta-dimension. Before I provide some mechanics of how this might work, I
want to remind the reader of a fact that several people have noticed, but perhaps no one has
emphasized as much as Derek Bickerton: When functional categories are missing, everything

" , For those interested in these matters, natural numbers are a first order consequence of a certain
generating function f, while the negative integers are a second order consequence of f, by using the
inverse of the generating function in the previous order. This inverse--say, subtraction for natural
numbers--produces results which are outside of the natural numbers (the negative numbers), which is
precisely what carries us to the next set, by using the set of natural numbers as a generator. lt is in this
sense that the order of the sets of integers and the set of natural numbers may be said to differ. ln
general, we may say this: for a given function F (like addition, subtraction, etc.) that naturally generates
some sort of nth order space S (like the set of natural numbers, etc.), the warp of F (or for S) is its
inverse. (l do not know whether this is more than a conjecture.) ln the text, I crucially distinguish orders
of complexity from levels of complexi§. The model M which is responsible for describing the generation
of natural numbers is a sort of mathematical structure, and as such we can ask how it relates to model
M' which is responsible for describing the generation of integers. The warping function can be seen as a
oenerating function whose arguments are models, and which yields a semi-group of models. We may
then say that the structure of a model is at a different level than the structure of the object that the
model describes. This is the intuition that Figure I tries to capture. For reasons of space, I cannot go into
these matters any further.
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else goes. If we think of it, this is truly remarkable. Take the forbidden experiment and ask the
obvious question: how is it possible for a child raised outside of a linguistic community not to
acquire trivial little words like for or to or the, or perfectly simple morphemes that any two
year old masters, like the plural forming -s, so that she may utter I want elephant eat peanut,2a

instead of the obvious alternative. In what sense is the more complex (or whatever) than
elephant, peauult, eat, or want?

I wouid like to suggest it is all a matter of levels. An item like the is to elephant, in my
view, just as the entire number system is to 2; it is just an accident that we happen to use the
same linguistic articulators to pronounce the as we do to pronounce elephant; actually, in some
languages: in others you pronormce elephant, but not the. So in a sense, with regards to the
there may be nothing to acquire, really; it is a dimension, or perhaps more to the point, a model
of dimensions. It is thus that it is fundamental. Acquisition at this levei may perhaps be seen as

growing, in the sense that royal jelly makes a bee grow into a queen, affecting certain
fundamental anatomical processes in the developing larva. So too, input linguistic data (we do
not know which) trigger the growth of mental dimensions for language, the models within
which more standard lexical dimensions, of the sort above, are expressible. Miss those
triggering stimuli and you will miss more than the words you heard, just as a bee-larva will
miss more than a tasty dinner if she misses royal jelly.

Of course, even if that story is coherent, two other steps are necessary to make it
scientific. First, one must argue the case, beyond the plausibility, philosophical comment
above. Second, one must address the issue of why functional categories should appear where
they do, interleaved with lexical categories as the derivation proceeds. The second question is
too ambitious to even sketch an answer for at this stage, and is in any case the topic of my
current inquiry with Ian Roberts--so I must set it to the side. The last roundabout I invite the
reader to take is intended to address the first matter.

There is a stubborn problem of syntactic theories, since the fifties, that I would like to
comment on. Early on, the problem was appropriately turned into an axiom: Derivations start
with the symbol S, which is necessarily rewritten as NP (the subject) and VP (the predicate).
When rewrite rules were given up, one remained: S --> NP VP. Work in the eighties always
ended up adding an extra stipulation conceming the fact that all sentences need a subject, even
if it is not the bearer of a semantic role. In the nineties, the problem is turned into a feature.
Tense attracts, prior to Spell-out, a D feattre from somewhere down in the tree; by another
narne, this is a subject.

Now consider the mafier from a different perspective, capitalizing on the fact that two
major schools of thought within semantics tell us either that sentences are crucial semantic
units, or rather propositions are. The latter is the traditional view, and is concerned with
studying the intemal make-up of propositions. The neo-Davidsonian program partially reacts
against this view when centering semantic discussions over the claim that sentences are

descriptions of events. Everything I have said here can be seen within this project, for all I have
done is propose (the structure of) a lexical semantics, in terms of dimensional warping. As the

24'= . This sentence is a literal one uttered by Geenie, the famous child who has tragically raised without

access to language.
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semantics in (15) show, the descriptive apparatus of the neo-Davidsonian project remains
untouched. So far, all the present theory does is restrict the class of possible roles in a sentence
(they are all warps to increasingly more articulated spaces), and provide a syntax to do the job.
But now comes the point of asking whether there is anything more than structured events (or
whether the traditional intuition that propositions are made-up of something like subjects and
predicates is also right).

This view was expressed in Raposo and Uriagereka (1995), where it was argued that
while the neo-Davidsonian structure of Brutus stabbed Caesar is identical to that of Caesar-
Brutus stabbed, these are different expressions, and perhaps even different propositions.
Consider (24):

(24) a. A band of kids from Liverpool recorded this great song.
b. This great song, a band of kids from Liverpool recorded (it).
c. And then, there recorded this great song a band of kids from Liverpool.

In a language like English, some of these are less than perfect, but let us try and put that to the
side.2s Intuitively, (24c) is about something that happened (the recording of a great song),

whiie (2ab) is about a song, and (24a) is most saliently about a band of kids, although it can
also be about something that happened. Can this change the truth conditions?26

Imagine we are in Hamburg, the day the young Beatles had their first recording. In the

real world, Stu Sutcliffe did not make it to this recording, but suppose he had. Sutcliffe's

specialty were ballads, including Elvis's Love me tender. So suppose the Beatles record Love

me tender in this their first studio appearance, as a mere try out song that never makes it
beyond the studio session. Now, it is certainly felicitous to say (24a) either to report an event or

to tell us something about the Beatles early years (assuming we refer to the group as a band of
kids from Liverpool, and to the song as this great song). The event reading is highlighted in

(24c),marginal as this sentence is in English. In contrast, consider (24b).I do not think it is
felicitous to say that about Love me tender. Whether it is in fact false depends on whether the

rest of the expression is meant exhaustively. If it is, the proposition is directly contradicted by

25
For instance, in German we have:

(i) a. Ein paar Burschen aus Liverpool haben dieses tolle Lied
aufnehmen

b. Dieses Lied haben ein paar Burschen aus Liverpool
aufgenommen

c. Es haben ein paar Burschen aus Liverpool dieses Lied
aufgenomrnen

(Thanks to Elena Herburger for the data and useful discussion.) For some reason, topicalizations as in
(24b) are not very felicitous for some English speakers. The same is true about transitive existentials,
as in (24c), although examples like (ii) are marginally acceptable:

(ii)And then,
a. there entered the room a man from England.
b. there hit the stands a brand new journal.

- - c. there visited us a group of students from lndia.
'" . When considering this question, the reader must abstract away from focus considerations, which
also alter truth-conditions, but in a way that is irrelevant for my purposes here.
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Elvis aiso having recorded the song. If, on the other hand, the comment about Love me tender
is not meant exhaustively, the proposition is non-cooperative. Either way, the expressions in
(24) are clearly different, and the neo-Davidsonian structure does not capture this fact.27

Once we assume that something more than standard neo-Davidsonian structure is
necessary to account for the subtleties of propositional interpretation, the question is where to
add this something. Raposo and Uriagereka suggest that this be done through a'higher level'
predication, much in the spirit of early work on these matters that distinguished categorical
judgments from thetic judgments. We can take the former to be about some event-participant,
while the latter are about an event itself. A judgement, in turn, can be thought of as a
proposition presented from the contextual perspective of some judge, usually the speaker.

Semantically, it appears clear that we have to assume that
something. But how do they get to be that way? Of course, in my terms it would make sense to
think of the maffer thus:

(25) A proposition is a warped eventuality.

What this is saying is that propositions relate to events just as individually classified nouns
relate to mass terms, or for that matter integers relate to natural numbers. I should emphasize,
however, that if (25) is true, it must be taking place at a level different from that were noun
classes relate, not at a mere higher order (and see Figure I). That is to say, if we have reached
order n with a given lexical structure, applying functional structure to it will not warp us to
level n+l. For the purposes of the functional warping, we may as well be in a dimension 1,2 or
whatever, at a different level.

One advantage of (25) would be that we could take its syntactic expression to
correspond to the sort of syntax I have motivated above, as in (26). Here the element labeled
'VP' for ease of reference is possibly very complex, internally. This 'VP' determines an eventive
space q, which is warped by T, in a small clause relation, as before. The reason I dot the space
above 'VP' is that material within'VP' is not of the same level as material outside. Other than
this (central) fact, the architecture of what we are now seeing is identical to that of what se saw
before:

27 
. Actually, Elena Herburger's dissertation is written, in large part, to demonstrate that the Neo-

davidsonian project can in fact capture facts of the relevant sort without being enriched in the sorts of
ways that Raposo and Uriagereka propose. I put this possibility to the side, since the work is still in
progress.
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(26) a. Q'
/\

ARP
/\

Ti R'
/\

RSC
./.\

. 'VP' .ti
. t\ .

t\
l\

b. Q'
/\

ARP
../ \

. 'VP'j. R'
. A /\

I\R SC

/ \ l\
Brutus tj T

kil1

Caesar

Brutus kill Caesar

This is in fact the key to what I have to say in this section, and the reason why I think it may be

useful to explore these matters, since we have not enriched our descriptive apparatus when
going into (26). True, we have used a new label like T, but this is merely expository. What T
is, in this system, is a warp for'VP', at a level which is higher from anything we have seen thus

far. Of course, the relation between T and'VP' is not neo-Davidsonian, in that it is not
expressing any traditional role of the sort explored up to now; it is instead introducing a T
anchorage, by somehow delimiting g through an indexical time which (in some non-trivial
sense) integrally coincides with it. Finally, if what we saw for the attracting potential of R is
true at this new level as well, then either T or'VP'must move to R, to 'check'reference. While
in both instances the relation between'VP' and T is integral (one is not understood without the

other), two different objects are produced.

Note that while (26a) introduces reference to tenses, (26b) introduces reference to

events. Possibly. this is the main difference between Brutus kill-ED Caesar and Brutus's kill-
ING of Caesar; the latter denotes a given event, while the former existentially quantifies over a

time which is univocally associated to a concrete eYent. Adverbs of quartification vs.

referential determiners separate these readings :

(27) a. Brutus never killed Caesar.

b. *Brutus's never killing of Caesar.

c. *A/the Brutus killed Caesar

d. A/the killing of Caesar by Brutus

At this juncture, we could point out the similarity between (26a) and (13), repeated now
as (28), with the more accurate notation in terms of S/W:
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(28) a. b. QP
t\

e:rq Q'
/\

ARP
bt \

boods;
I
R

Q'
/\

ARP
bt\
hoodsi R'

t\
RSC

R'
\

t\
Eity ti

[+c]

c. [Thee: C(e) & hood(e) & S(city,e) & W(hood,e)] .

Where the speaker confines the range of C to city

Suppose we were to invoke the type of movement in (28b)--which we suggested has the
contextual effect noted in (28c)-in (26a). This would carry 'VP' all the way up to Q SP, just as

city moves in (28b). Perhaps this can explain the sort of situation we find in a language like
Basque:

(29) Jonek Miren maite du.

Jon-subj ect Miren-obj ect loved present-agreement

'John loves/has loved Mary.'

Observe that Tense is post-verbal, directly suggesting (in the spirit of Kayne (1994)) that the
entire 'VP'has moved up to a site that commands Tense.

Let us for now set aside the interpretive consequence of moving'VP'to the Q SP in
(26a), and assume some reason R for why the movement is legitimate. An interesting
descriptive question is whether, in situations of the sort in (26a),just the entire 'VP' must move
to the SP of Q, or rather a sub-constituent of 'VP' may also move there. This may be the
situation in languages involving overt topic marking, iike Japanese, where we could take the
main sentential topic to be a reflex of T. Thus:28

(30) a. Osamu-wa Keiko-o mi-ta.
Osamu-topic Keiko-object see-past

'Osamu, he saw Keiko.'

" . The data that follow are courtesy of Keiko Muromatsu. The possibility in (i) is not included in the
paradigm in (33) because the judgement in this instance is not categorical, but thetic:

(i) Osamu-ga Keiko-o ni-ta.
Osamu-su bject Kei ko-object saw-past
'The event took place that Osamu saw Keiko.'

SC
t\
tj ti

iI
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b. Keiko-wa Osamu-ga mi-ta.
Keiko-topic Osamu-subj ect see-past

'Keiko, Osamu saw her.'

c. Osamu-ga Keiko-wa mi-ta.
Osamu-subj ect Keiko-contrast see-past

'It was Keiko that Osamu saw.'

Observe that either the thematic subject (30a) or the thematic object (30b) can be topic-marked.
When this is the case, though, the constituent marked with a topic that the proposition is about
must move to the left edge, the Q SP in (29a) by hypothesis. When this does not happen, as in
(33c), the reading is different, involving matters concerning focusing that I cannot go into.

So far we have seen a parallelism between'verbal' (26) and'nominal' (28) structures.
The parallelism extends to 'clausal' structures as well, as (31) shows. Just as 'VP' relates to T,
so too the resulting expression, which we may think of as'IP', relates to a truth declaring item
(as suggested in work in progress that I am conducting with Esther Tonego)):

(3 1) a. Q'

ARP
/\

1i R'
/\

RSC
./.\

'IP' .ti

ti

b. Q'
/\

ARP
.l\

. 'IP'j. R'

. A ./\
I\R SC

/ \ l\
Brutus tj 1

ki11

Caesar
/\/\

gr,rt*s f.ill Caesar

'IPs' are quantified tense-event spaces g which can be warped through 1. As before, 1 may
move to the referential projection, or'IP'may. In the first case, we will have a standardly
judged proposition like Brutus killed Caesar when uttered by a speaker as a judgement.
Technically, the sentence will be some sort of speech act quantifying over'the truth', which is
integrally associated to a given quantified tense-event space. In the second case, we will have,
instead, reference to a proposition. This is probably the sort of expression involved in Oh. to
kill Caesar!, and might also be relevant for propositions with imperative force like kill Caesar!.

Continuing with the parallelism, either the entire'IP' should move to the SP of the next
level of Q, leaving I behind, or a sub-constituent of 'IP' should. The first possibility is arguably
what happens in Japanese when empathy particles are invoked, particularly in conversation:2e

" . Data again courtesy of Keiko Muromatsu. Thanks also to Nobue Morifor helpful discussion on

these topics. On these issues, see Kuno (1973).
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(32) Osamu-wa Keiko-o mi-ta-yo.
Osamu-topic Keiko-obj ect saw-past-empathy
'Osamu, he saw Keiko, I declare.'

The second possibility may be illustrated through Quechua:

(33) a. Paqarin-ta-n hamu-nqa.
tomorrow-obj ect-empathy come -agr-future
'He will come tomorrow, I declare.'

b. Mana-n hamu-n-chu.
not- empathy come-agr-ne gative
'We/she does not come, I declare.'

Muyskens (1995), where these data are taken from, observes that empathy markers are always
constituent extemal, and typically attached to the first constituent,3o and in any case never in
constituents to the right of V, as expected given the picture that (3la) provides, with t hosting
the empathy marker and the 'edge' constituent in the Q SP. Importantly, imperative and
exhortative clauses cannot take these particles, and must occur in the domain of Tense, which
suggests that the import given to (3 lb) is probably correct, with this sort of structure lacking
the import of ajudgement.

To make these parallelisms complete, we must also ask whether, just as T and t have a
special status in bounding the 'verbal'and the'clausal' structures, there is a similar bounding
element within the 'nominal' structure. In fact, there is. No matter how complex the internal
make up of a nominal expression is (how many dimensional layers it involves which license
given lexical entailments), it ultimately invokes reference to something in the last layer of
structure. This suggests the presence of an indexical equivalent to T or l, some element P

which may in fact translate as ostension, pointing, or even locative elements, as in the
expressions below:

(34) a. That [speaker points] guy is my friend.
b. This here guy is my friend.

Now we can take an'NP' structure to determine an eventive space q, which is bounded by P
(hoping again that this substantive interpretation will be deduced). If so, the structgre in (28)
has to be sharpened to (35):

'o . Or to focused constituents, which pose questions I am not dealing with here. Muyskens also
observes that empathy-marked constituents can be preceded by topics; this would seem to contradict
what I have said above about topics in Japanese, which are supposed to move at a lower level.
However, if the empathy-marked constituents are focused on that instance, then the situation is no
different from that arising in (33c). Alternatively, the topics may also be, in some instances,
conversational or'hanging' topics, with an'as for' import.

I
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(3 s) a.

Q'
/\

ARP
b t\

Pk R'
t\ t\

hoodsi P R SC

./.\
. 'NP'. tk
. /\
qily ti
[+c]

b. QP
t\

ulxj Q'
/\

ARP
§ t\

Pk R'

A t\
hoodsi P R SC

.1. \
. 'NP'. tk

. /\.
tj ti

Observe that an element like hoods does not move directly to R; rather, it first moves to p, and
then the complex element hoods-P moves to R. The movement of a nominal like hoods to p,
however, does not seem to be general, as (34b) arguably shows if P is lexicalized as here.
Moreover, it is reasonable to suppose that whereas a warp like hoods may associate to another
(more abstract) warp like P, the same is not true about the spatial city, which may need to move
to R--when it does--all by itself (in a parallel fashion to what we saw in (31b) for 'IP).
Ultimately, though, these questions have to be addressed separately and more carefully. and

some of them are famiiiar: What motivates head movement and how does it vary across

languages? I have little to add now.

Summing up, we have the following picture so far, at the higher level:

(36) a. There are three domains of structural regulari§ that behave in
symmetric ways: a'nominal', a'verbal', and a'clausal' zone.

b. These zones are successively embedded, and may relate in terms of
different orders of abstract spaces and their warps.

c. Functional elements like T, 1, or P may be warps to the'verbal',
'clausall, and'nominal' zones, respectively.

d. Zonal warps attract (for reason R) given constituents to the edge
(Q SP) of the structure, where they themselves are attracted (R).

e. Constituents in a structural edge appear to confine context ranges.

(36a) is useful as a generalization. (36b) is a comment about symmetry; it appears that the
domains in (36a) are, in some intuitive sense, alike. (36c) commits to the interpretation that
functional structures are warps of some sort. (36d) and (36e) merit some separate discussion.

Suppose the 'attracting' Reason R is a result of something deeper than the system thus
far sketched would lead us to expect. Note that in order not to fall into generative semantics,
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we have to sharply distinguish domains of structural conservation, where we expect structural
qualities to be preserved in the course of the derivation. It is very important to identiff these

domains, in the quest for understanding inner properties of the system which are often quite
abstract; through the observation of these pockets of regularity we may be able to hypothesize
corresponding structures. We may think of the distinctions between words and syntactic
structures precisely in this light: each of these determines different domains of conservation.
Syntactic structures are produclive, transparent, and systematic, in the sense of Chomsky
(1970), while words are none of these; conversely, words align themselves in @igms
subject to such learning procedures as the Sub-case Principle or the Exclusivity Hypothesis
discussed above. These are just different systems. Word-level units do not talk to syntactic
units, and are instead submitted to the Word-Interpretation component. Assuming all of this, it
is then natural to ask how this rhetoric corresponds to the formal apparatus discussed so far.
Looking at a structure like (35), how do we know what is syntax and what is not?

VII. On Alignment

I propose (37) as an answer to the question above:

(3n Alisnment Princiole
For X warped, X referring syntactic expression s, match E with

a PF boundary anchored in X, and treat the result as a WI unit.

In a nutshell, if (37) is right, it is the same impulse that drives the system to create WI units
(complex words, idioms, and perhaps others) that drives constituents to the edge of 'nominal',
'verbal', and'clausal' zones. This intuition, although coming from a different perspective and
involving different mechanisms, is very much in the spirit of Steven Anderson's old dictum that
'clitics are the morphology of phrases'. In fact, clitics (including verbs) §pically appear placed

in the sorts of edges that such phrases as topics, subjects, or genitives mark. What is the
purpose of these edges from the point of view of the syntax? If (37) is right, it is what
determines the cut between syntax and morphology, in some abstract sense."

Note also that the Alignment Principle seeks the harmony of edges. Intuitively, the
principle matches semantic edges with phonological edges. I have little to say here about what
are phonological edges. Obviously, though, the left periphery of a phrasal unit should be an

edge. In turn, I have had something to say about semantic edges; these are the warps. The point
can be made more concrete on mathematical grounds, using notions of Topology; I find this
unnecessary. It is intuitively obvious that what a warp does is carry us 'out of the edge' of a
given space. In doing so, the warp also delimits an inner space. The intuition behind (37) is
then that the space delimiter in this categorial sense must align itself with a perceptual edge, in
the PF component.

Technically, the Alignment Principle first finds a major semantic X warp in a referring
position R; second, it seeks a major syntactic constituent to move to the phonological edge

" . Of course, we are dealing with objects that are definitely larger than some words are, and might be

thought of as lexical units at LF. See Uriagereka (1996:chapter 6, section 4) on this.

\
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associated to R. Syntactic conditions restrict this movement in the obvious way, although here
a great deal of variation must be expected.32 Likewise, the syntax relates R to the Q element
that takes it as its intemal argument, either overtly or covertly. This places R in the domain of
Q, which may be seen as the justification for why the phonological edge of R is actually the SP
of Q, not the SP of R.

Finally, consider (36e) and what it implies. We could motivate movement to the SP of
Q in purely syntactic terms, through some kind of contextual feature. However, that would be
against the spirit of the Alignment Principle, and I believe also wrong. Consider, in this
respect, (38):33

(38) a. To have idle time!

b. [John], I like. J

c. He just arrived, [John (did)]

d. [John], she loves, [Mary (does)].

e. (*)[A man] +

f. * [Mary], [John], she loves ++-

g. *She loves him, fMary (does)], [John]. -++

h. * [John], I like, Mary hates.

i. *He likes Mary, he loves Sue, [John (does)] I

j. *[John], she likes, she hates, [Mary (does)]. +--+

On the right hand side, I have interpreted elements in the edge as * warps, and elements in the
center as - spaces, for now without committing to any deeper interpretation. Formally, it is
interesting that only the first four combinations are possible, and (38a) may or may not be
depending on what one takes vocatives to be. The combinatorics strongly resemble syllables, a
fact that is highlighted if we take these elements as abstractly as Perlmutter (1993)..does when
speaking of ASL hand movements and positions.

" . For instance, if Chomsky's recent treatment of Bantu languages is on the right track, these allow

movement of objects the 'lP' edge, a sort of derivation argued for, also, by Raposo and Uriagereka
(forthcoming) for some instances in Romance. Then the familiar question is why this is generally
impossible for English. Chomsky has spent a considerable amount of time dealing with this matter, and
I have nothing to add to his conjectures." . Many of the facts below are inspired by the discussion in Lasnik and Saito (1992). Claims

concerning the impossibility of two edges directly relate to Muysken's (1995) observations: in Quechua it
is completely impossible to have two empathy marks.
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This may be a coincidence, or it may be telling us something about the role of edges in
syntax, and if true would allow syntacticians to have some cornmon ground both with
phono\ogists and pragmaticists. Researchers like Lisa Selkirk have often talked about syntactic
edges matching phonological edges in instances involving focus, a sort of discussion that is
now common in the Optimality literature. In turn, pragmaticists have often emphasized the role
of discourse in configurationality. There may be something right to that sort of claim, although
I still would argue that it is backwards. If the Alignment Principle is right, it is for formal
reasons that semantics aligns with phonolo&v. It is a harmony seeking system that tells the
semantic edge to go with the phonological edge. This entails the need to create a phonological
edge. Simply put, if nothing moves to the domain of the Q-R complex, the phonological edge
will be random, assuming that the Q and R elements are clitic-like in themselves; we need to
displace some lexical structure to Q-R to create a perceptually robust phonological edge. The
question is what.

The pragmaticist would perhaps want to argue that it is the, in some sense, 'salient'
element that gets so displaced. But this would be giving teleological power to derivations.
Rather, it seems more plausible to say that something, whatever is near-by and meets
conditions for movement, is displaced to form an edge--and then... it anchors a context. It is
because the element has been appropriately displaced to a domain of prominence that the
context encoding device, a performative matter, can be triggered. I admit that in some instances
the grammar.may have featural elements, or morphemes, to designate the element to be

displaced. But even in that instance, I would argue that these features are assigned randomly,
with the sole purpose of guaranteeing a displacement to the edge, thereby entering into specific
interpretations.

A related question is how the syntax knows what is a phonological edge and what is a
semantic edge, to proceed to match them. If what I have said is right, the phonological edge is
literally created in the course of the derivation: the moved, 'lexically heavy'constituent
produces the edge. But how about the semantic edge? Apparently, the syntax recognizes an
interpreted edged-that is, a warp--only if this element is in the checking domain of R. Taking
R-dependency to be what allows movement for reason R pqposes is more than a pun: it would
justifir the important contrasts below:

SEMANTIC WaTp IN R SEMANTTC SPACE IN R

(3 9) a. Brutus killed Caesar. b. Althe killing of Caesar

(a0) a. Xwan-mi hamu-nqua. b. Mijhu-y(*-mi).
Juan-empathy come-future-agr eat-imperative-empathy
'Juan will come.' 'Eat!'

(41)
a.Thelxapoor neighborhood of the city b. The/a city of poor neighborhoods

(39) involves a'verbal' zofie the Quechua (40), a'clausal' zone; (41) involves a'nominal' zone
The question in (39) is why (39b) does not force the subject Brutus; in other words, why
gerundials and similar elements do not have to obey the Extended Projection Principle. The
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question in (a0) is why (40b) does not take a empathy particle (similarly, perhaps, one could
have asked why imperatives do not trigger standard'verb second'effects). The question in (41)
is why (41b) does not require a definite'head', whereas (41a) does. I suspect these questions
are related. In the (b) examples, the element in R is not the semantic warp (T, 1, or P), but some
semantic space ('VP', 'IP', or'NP'). If what I am trying to establish about the syntax identifying
warps is right, the derivation will not take the (b) examples as involving a semantic variable,
and hence will not force phonological alignment, since the Alignment Principle will not apply.
These should be dependent expressions.

In sum, what we typically call an argument is a space which is bounded by P; what we
call a proposition is a kind of space which is bounded by T; what we call a judgement is a kind
of space which is bounded by 1. Arguments are warps to basic spaces which are, in some
definable sense, expressed at a more elementary than these very abstract spaces. The former are
lexical, the latter are functional.

We need the Alignment Principle because phrases are not words. In the latter, the
pairing of the PF and LF formats is listed in the lexicon, after being acquired in ways already
mentioned. But there is no such pairing for phrasal-level units. Of course, in the old days, the
pairing was given through an axiom of the form'S-->..,'In the sort of dynamically split model
that I have been exploring, something else must ensure that PF be locally compatible with LF,
as multiple Spell-out proceeds. The Alignment Principle has that effect. And for those phrases
that do not meet it, we make a straightforward commitment: they cannot be root phrases, and
must constitute larger units which do satisff the alignment.

One virtue of these speculations should be pointed out. The Minimalist program simply
does not expect semantic effects that are not syntactically driven. But a variety of 'discourse-
dependent' phenomena pose a serious challenge for this view. Everything beyond neo-
Davidsonian structure--conversational and sentential topics, thematization, focusing--seems to

involve phonological information in crucial ways, either through overt displacements whose
character looks quite different from that of standard movement, or from a variety of prosodic

cues (intonation, stress, pauses, etc.). There has been, to my knowledge, no natural way of
fitting these phenomena within the current Minimalist picture. One can deny the LF
significance of the processes, but there is every reason to believe that it exists. Then the puzzle
is immediate. My answer to this puzzle has invoked the Alignment Principle, which
instantiates some specific assumptions about harmony across levels of representation. The

Alignment Principle can be thought of as part of Spell-out, just as Kayne's LCA. Tlre grammar

must match up semantic and phonological boundaries. From this perspective, it is not
surprising that phonological and semantic ends meet, at the point where they should--at Spell-
Out.

The point, though, is that if the analysis above is right, we have justified treating

functional categories with the syntax that we had motivated for lexical categories. This is only
a step, though. Now we must understand what they are doing there, and also what happens with
the other fourteen categories--or however many there is. These are the specific matters that

Roberts and I are trying to clarify.
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V[I. Concluding Remarks

It is not unreasonable to say that we have:

- Chartered a partial semantic representation for some unfamiliar lexical
notions, such as abstract and mass terms, or classified nouns.

- Provided a framework to capture lexical entailments among these
elements.

- Provided a solution for Chomsky's puzzle concerning multiple
predications involving the same lexical item with different senses.

- Given an acquisition account of Quine's gavagai puzzle

- Given an explicit Minimalist syntax to carry these lexical semantics.

- Proposed a type of solution for the puzzle that 'discourse
configurationality' poses for Minimalism.

- Proposed a way of restricting 'functional structure'while at the same
time leaving its descriptive potential open.

- Suggested a way in which the level of lexical structure relates to the
level of functional structure.

- Suggested a way to interpret the notion 'local domain for
interpretation' at WI.

More importantly, we have seen through the HRU and Raposo and Uriagereka
proposals that these theoretical results are grounded on standard linguistic data. This is, to my
mind, clearer still in the on-going work of Muromatsu and Mori, as is in the incipient work of
several others which, lacking space, I could not report now.

But while empirical gains and consequences are central to any natural science, we
should not loose sight of the forest. I have started this paper by asking what a radically
Minimalist, derivational proposal may have to say about syntactic objects. We hav'e now seen
how the dynamics of the derivation may produce a variety of objects, all of them of a very
similar'character', in the sense of involving some space and a warp to this space. Although we
have no criterion of admissibility for these objects at LF or PF-lacking these levels altogether-
-the very way in which the objects are formed is their passport to existence. If I am correct,
standard linguistic categories are forced to exist, given derivations. The creation of impossible
objects and interactions leads to an immediate derivational cancellation. No derivations crash;
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the notion of a divergent derivation does not make sense in this view.3n If so, the right
question could not be what sorts of semantics our syntax will meet.
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QR across finite CP z de re readings, binding and VP-ellipsis

Chris Wilder
ASG Berlin, July 1996

In the following, I look at two types of evidence - (i) antecedent contained deletions (ACDs),

and (ii) de re-de dicto allrrbiguities - bearing on LF-extraction ("QR") of constituents out of
finite complements governed by believe-type verbs. I suggest that de re readings for
embedded adjuncts (1) be treated in terms of LF-movement (QR). Binding evidence supports

this view. The analysis extends to de re readings for comparative clauses (2). De re readings

thus supplement the evidence for "long QR" of provided by wide scope ACDs, as in the

comparative (3): I

(1)

(2)

(3)

John thinks Mary left before she did (leave)

John thinks Mary is taller than she is.

John thinks Mary is taller than Bill does

1. "Long QR"
1.1 ACDs: wide scope VP-Etlipsis vs. absence of scope ambiguities

"Wide scope" readings of elided VPs (VPEs) in ACD contexts - e.g. (4) - provide evidence

that subjects (and other constituents) can raise out of finite clauses in the LF-component: 2

(4) a. John believes that everyone is intelligent that Mary does

b. John believes that everyone is intelligent that Mary does believe t is intelligent

I' These notes presuppose the discussion in Wilder (1995). Following the line pursued in May (1985) etc.,
the interpretation of a VP ellipsis site is assumed to be determined by its formal syntactic properties, i.e. on the
basis of the constituents dominated by the VP-node at LF. The precise mechanism by which the ellipsis site
gains its syntactic content is not at issue here. Two contenders are (i) "base-generated empty VP": the contents of
a VPE are'reconstructed'from its antecedent via copying after S-structure (May 1985, Fiengo &}l/ray l99a); (ii)
"PF-deletion": the contents ofa VPE are'base-generated', hence present throughout the syn@ctic derivation, and
deleted under'identity'with the antecedent only in the PF-component (Chomsky 1992). Under (ii), a VPE
underlies a requirement that it be'identical' (or'parallel') with its antecedent at LF. The discussion here is
consistent with either approach. The claim that is crucial here, is that a VPE may not be dominated by its
antecedent VP at LF. Under (i), copying would lead to 'infinite regress'; under (ii), identity could not be
achieved, since the VPE would always contain at least one depth of embedding less than its antecedent.

' This type of example, involving a VPE in a relative clause extraposed from the embedded subject, was
first discussed in Tiedemann 1995, and Lasnik 1995.
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The fact that (4a) has the reading indicated can be accounted for as follows (Wilder 1995).

After'Spell-Out', the relative clause is "reconstructed" into the subject DP (5a). That DP then

raises out of the finite clause (5b). The VPE is no longer contained in the matrix VP, and so

may take this VP as its antecedent at LF (5c):

(5) a.

b.

c.

John believes [everyone that Mary does vp ] is intelligent

everyone that Mary does vp [John believes I r is intelligent ]l
everyone that Mary does believe t is intelligent [John [u, believes t is intelligent]]

The movement (5b) is QR, playing the same role as in May's (1985) account of ACDs.

However, the analysis (5) dictates that - contra May - QR can affect the subject of a finite
complement clause. ' Cull the case where raising crosses a finite CP "long QR" (LQR).

As is well known, quantifiers in finite complements (as opposed to e.g. ECM-

complements) normally do not interact scopally with quantifiers in the matrix. Thus (6a)

contrasts with (6b):

(6) a. Someone believes that everyone is a genius

b. Someone believes everyone to be a genius

ok: 3V/* V3
ok: lV/ok: V3

We might expect an expression that undergoes LQR, determined by wide scope VPE, to

interact scopally with expressions of the higher clause, but such effects are not found. Adding

a relative clause that modifies the lower subject and contains a wide scope VPE does not alter

the pattern of (6) - everyone cannot take scope oyer someone in (7):

(7) Someone believes that everyone is a genius that Mary does ok: lV / * V f

Why should standard QR (i.e. short QR not crossing a finite CP) permit scope ambiguities,

while LQR does not? I retum to this question below, sect. 5.3. 
a

The asymmetry might be seen as casting doubt on the assumption of LQR. Siqce LQR

does not give rise to scope ambiguities, the only reason to assume LQR would be the account

' Fiengo & May 099a:257) note examples of wide scope VP-ellipsis, but none that would require QR of
an embedded subject.

o 
lftis important to realizethat the absence of the inverted scope reading in (7) is not inconsistent with the

assumption of LQR (cf. Wilder I 995). Scopin g of everyone over believe is in fact necessary to give the correct
reading, which is (i), and not (ii). The latter is a possible reading for the 'undeleted' version of (7), i.e. (iii):
(i) 3y Vx : [believe(m) [genius(x)]l -+ [believe(y) [genius(x)]l
(ii) 3y : believe (y) [Vx : [believe(m) [genius(x)]l -+ [genius(x)] l
(iii) Someone believes that everyone is a genius that Mary believes is a genius.
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it permits for wide-scope VPE in ACD contexts. If an alternative could be found to the LQR-

based analysis of (4), then maybe LQR does not exist.

1.2 ACDs: LQR vs. extraposition

The LQR-analysis (5) is not the only possibility for handling the resolution of the ACD in (a).

The problem posed directly by ACDs is the antecedent-containment itself. The minimal

requirement is that the VPE itself is extracted from its antecedent before it can be interpreted

(via copying, identity checking, or whatever). The QR analysis serves this purpose. But any

movement which leads to raising of the VPE would suffice. An alternative is that wide scope

VPE is licensed not by QR of the DP everyone * relative clause, but by extraposition of the

relative clause (cf. Baltin 1987). 
s 

14; would have the S-structure (8):

(8) [ John [yp believes that [everyone (tcp) ] is intelligentvpl lcp that Mary does _ ] l

Notice that this analysis must assume that the Right Roof constraint, or whatever underlies it,

is neutralized in such examples.

However, extraposition alone does not ensure that ACDs are assigned the correct

interpretation - e.g. (9) for (4) - without the additional assumption that QR (or an equivalent)

applies to everyone (cf. Larson &,May 1990). The relative clause containing the VPE must be

interpreted in the scope of everyone - e.g.by forming the antecedent of the conditional in (9):

(9) Vx believe(mary,(intelligent(x)) + believe(ohn,(intelligent(x))

So wide scope VPE in ACD contexts seems to entail LQR anyway, whether it is LQR itself,

or extraposition, that licenses wide scope VPE.

The only issue then is whether LQR itself is responsible for wide scope ACD resolution,

or whether it merely 'shadows' another operation (e.g. extraposition), with the latter being

responsible for ACD resolution.

The account of wide scope ACDs in terms of LQR (5) presupposes that QR targets more

than just the quantifier everyone, i.e. that the relative clause is'pied-piped'under QR. Below,

evidence independent of ACDs is provided to support the claim that LQR exists, and that it
involves raising of whole phrasal constituents out of finite complements. To the extent that

this evidence is compelling, the analysis of ACD resolution in terms of LQR is supported.

1.3 Temporal adjuncts: wide scope ACDs vs. de re readings

Temporal adjuncts do not permit wide scope ACDs. Matrix or embedded attachment for the

adjunct and wide/narrow scope for the VPE should give (10) four readings, i.e. (1la-d). Only

three of these exist.

For argument against an extraposition approach to ACDs, see Larson & May (1990), Hornstein (1994).

l6l
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(11)

(10) John said that Mary would arrive before Peter did.

a. [[John said that Mary would arrive] before Peter did arrive)

b. [[John said that Mary would anive] before Peter did say that Mary would orrive)

c. John said that [[Mary would arrive] before Peter did arrivel

d. * John said that [[Mary would anive] before Peter did sqt that Mary would arrivef

Wilder (1995) suggested because of this paradigm that temporal adjuncts do not undergo

LQR. If the adjunct could undergo LQR, the missing reading (11d) would be expected to

exist.

However, other data indicate that a covert movement operation like LQR is available for

temporal adjuncts. Lappin (1993:267) notes (in passing) that in (12),the before-adjunct has

undergone QR out of its clause:

(12) the book which Mary thinks she reviewed before she could have

His motivation for saying this is presumably as follows: the adjunct (which modifies reviewed

in the complement of thinks) receives a de re reading with respect to Maqv thinks ; for the de

re readingto be possible, the before-adjunct must be assumed to have raised out of the

complement clause. In the next section, I explore the idea that this operation is LQR (without

implying that the before-adjunct itself is to be treated semantically as a quantificational

expression). Such an analysis for temporal adjuncts has been suggested by Larson (1987:260-

262, esp. footnote 2l).
In §7. I seek to square (1ld) with (10), by showing that (11d) is ruled out by

independent factors, so that the paradigm says nothing about whether temporal adjuncts can

undergo LQR.

2. De re yeadings of temporal adjuncts and than-clauses

2.1 Getting the readings

Consider a simplified version of Lappin's example: 6

(13) Mary thinks she3 reviewed this book before she3 could have

The most accessible reading is one in which the constituent headed by before modifies the

lower verb (reviewed), but in which the content of that constituent is not treated as part of
Mary's thought. We might represent that reading as in (14a):

Lappin is concerned with the parasitic gap contained in the VPE in (12). which is irrelevant here
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(14) a. [pz Mary thinks [p1 she reviewed this book at time t ] &

[pp t < t', t' s.t. she could have reviewed this book only at time t'

(or later, not earlier) ] ]

[,rz Mary thinks [rpr she reviewed this book at time t &.

[pp t < t', t' s.t. she could have reviewed this book only at time t'

(or later, not earlier) ] ] ]

There is an alternative reading in which the temporal adjunct modifies reviewed, but in which

the content of that constituent is treated as part of Mary's thought (14b). This latter reading is

an absurd reading (noted #): it attributes an absurd (contradictory) thought, i.e. (15), to Mary:

(15) # I reviewed this book before I could have

So (13) is ambiguous between a sensible reading like (14a) and an absurd reading (14b). This

is a classic example of a de re I de dicto axrbiguity found with believe-type verbs: in the

sensible reading (de re), PP is not part of Mary's ttrought (:IP2), i.e. de re w.r.t thought; in the

absurd reading, PP is part of Mary's thought (=IP2), i.e. de dicto w.r.tthought.

Ambiguities of this sort can be viewed as a matter of "scope" ("sequence of
interpretation"). For PP to be interpreted de dicto w.r.t thought, PP is interpreted in the scope

of thought (as part of the complement of thought, before that verb and its complement are

interpreted). For PP to be interpreted de re w.r.t thought, PP is interpreted outside the scope of
thought (after thought and its complement are interpreted).

(13) is cömplicated by the presence of the modal. Simpler cases (16) have equivalent

structure, i.e. (16a) only has an absurd reading, while (16b) - restricting attention to the case

where the temporal modifies left, not said - has a de re (sensible) reading, and a de dicto

(absurd) reading that attributes (16a) to Mary:

( 1 6) a. # I left before I did (leave)

b. John said Muryj left before shq did (leave)

Similar in structure are comparatives of the type (17), taken up in Stechow (1984), who traces

their discussion back to Russell (1905): ?

(17) a. # John; is taller than he3 is

' Larson (1987:262, note 21) briefly notes these examples, suggesting an LQR-analysis. He also observes

that temporal adjuncts are more closely related to comparatives than at first sight appears, with before : earlier
than, after = later than, when = as early as, etc., and each permitting the same range of ellipsis types in the

complement clause:
(i) John arrived {before; earlier than} Sam arrived / did I O.

b.
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b. Mary thinks Johni is taller than h.j is

The advantage of these paradigms (de re -sensible, de dicto - stupid) is that they provide clear

intuitions about scope relations, so that scope effects are easier to control for when testing

other properties. 8

2.2 De re at LF
Suppose that the ambiguity of (16b, 17b) is represented structurally in LF-representation.

Then in the sensible (de re) reading, the before- (or than-) clause is outside the scope of V, i.e

outside the finite complbment of V. The absurd (de dicto) reading arises if the beforelthan

clause is inside the compiement clause. Under such an approach, (13) is associated with 2

different LFs - cf. (14). Similarly for (16b): e

(18) a. ftp2 John said ftp1 Mary left at time t I & lpp t < t', t' s.t. Mary left at time t'] l
:dere

b. [1p2 John said [1p1 Mary left at time t & [pp t < t', t' s.t. Mary left at time t' ] I l
: de dicto

The comparative can be handled similarly. The sensible reading of (17b) is paraphrased

by (l9b), the absurd reading of (17a) (de dicto in (17b)) as (19a):

the degree to which John is tall is greater than the degree to which John is tall

the degree to which Mary thinks John is tall is greater than the degree to

which John is tall

Suppose that the than claluse is an (extraposable) complement to a head Dego = more (-er).

To capture the de re rcading,I suppose that the DegP (or a phrase containing DegP)

undergoes QR. Hence, different LFs can provide a structural basis for distinguishing de re and

de dicto readings:

9) a.

b.

(1

(20) a. Mary thinks that [1p2 John is d-tall & l»egr d>d'(more) &(than) he is d'-tall ] I

8 Th.." is an independent puzzle in (16), namely, why it is that (l6a) blindly gets the absurd reading it
does. There is a non-absurd reading in which I can leave, come back and leave a second time: but that is only
accessed when the two occasions are explicitly referred to: I left once before I left again. With (17a), tlere is no
puzzle - absurdity derives from the fact that an individual can have only one height at one time.

' Th.r. and similar'LFs' are intended to be informal, merely indicating relevant scope relations. No
significance should attached to linear order. "Event times" (t, t') and "degrees" (d, d') are treated as constants to
keep things readable. The syntax and semantics ofcomparatives is glossed over here for the usual reasons. For
useful discussion cf. Stechow (1984).
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1)(2

b. hpr Ma.y thinks that John is d-tall I & [o.gp d>d' & he is d'-tall f :de re

Stechow (1984) discusses two ways of handling snch de re-de dicto ambiguities in

"Russell sentences". One solution ("scopism") is essentially the one just presented - structural

differences inthe representations to be interpreted. The alternative ("double indexing") makes

use of a special modal operator that permits direct reference to "the actual world". Use of this

alternative allows de re I de dicto ambiguities to be captured without structurally different

LFs de re readings can be got from interpreting than-clauses in situ.

Suppose that LFs of finite clauses contain "world variables". The content of the clause is

evaluated w.r.t. the "world" picked out by the world variable (w) (+ "possible world

semantics"). In an indicative root clause, w refers to the "actual" world. In the complement

clause of a believe-type verb, w is interpreted w.r.t the belief-world of the referent of the

matrix subject. Suppose that in a than-ciause contained in a belief-complement, w can be

bound by a special operator (ACTUALLY) that ties the world-variable it binds to the actual

world. Then the content of the than-clause is evaluated w.r.t the "actual world" (2lb). If
ACTUALLY is not present, the than-clause is evaluated w.r.t. the belief-world of the

complement clause containing it (21a):

a. M. thinks [pz J. is d-tall in w & [oege d>d'& he is d'-tall in w ]l (:de dicto)

b. M. thinks hpz J. is d-tall in w & [negr d>d' & ACTUALLY (he is d'-tall in w) ]l

In the "double-indexing" soliution, exploiting world-variables and the ACTUALLY operator,

the de re reading arises as the result of intepreting the than-clause in situ. Hence, LQR - i.e.

"scoping-out" the than-clause - can be dispensed with. This solution will work in the same

way with before-adjuncts, I assume.

Stechow provides one argument against the scope solution. He argues that a proper

treatment of the behaviour of "Russell sentences" like (17b) embedded in counterfactual

conditionals (22), necessitates the assumption of the ACTUALLY operator:

(22) If Bob had been taller than he was, he would have made the team

While the antecedent of the conditional (Bob had been taller) has a counterfactual reading (is

evaluated w.r.t fictive worlds), the than-clause in (22)has a "factual" reading - i.e. one in

which it is evaluated with respect to the "actual world". If the ACTUALLY operator is

assumed for this case, then it is also available for de re readings in belief-contexts, destroying

the motivation for assuming scoping-out in the latter.

It is not clear to me that a scope-based solution is in principle excluded for (22), with

DegP, containing more + than-clause, taking scope over the implication (!l). But I do not plan

to discuss the syntax / semantics of counterfactuals here.
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Instead, arguments for a scope-based solution will be given using binding and ACD
facts, which must be accounted for structurally. These facts cannot be accounted for by

double-indexing. Moreover they require scoping for examples which only have de re

readings. The weakest conclusion is that scoping can be responsible for the presence of de re

readings / absence of de dicto readings in belief contexts (even if de re readings can also arise

without scoping). The stronger conclusion that all de re readings arise from scoping would

require examination of Stechow's argument from counterfactuals.

2.3 De re at S-structure

Now consider assumptions about the S-structure(s) for the LFs (18)

(18) a. [yp2 John said [1p1 Mary Ieft at time t ] & [pp t < t', t' s.t. Mary left at time t' ] l
:dere

b. [yp2 John said ftp1 Mary left at time t & [pp t < t', t' s.t. Mary left at time t' ] ] ]
: de dicto

In each case, we would want to say that the PP is inside IP1 at S-structure:

(23) [1p2 John said [p1 MarV; left [pp before she3 did (leave) ] I l

The reasons are the following:

(i)

(ii)
temporal adjuncts arc generated in the clause whose verb they temporally modiS
word order facts show that the temporal adjunct in (l8a,b) is inside IP1 at S-structure

Mary ate before she left.

eat(m,t) & t<t' & leave (m,t')

(ii) is a standard (and natural) assumption about the "base position" of adjuncts such as the

before-PPs. Consider the meaning of temporal before. It relates two time points, t and t', and

sets them in the temporal "before" relation (t < t'). One time point O is identified with the

event time of a verb outside the PP, the other (t') is identified with the event time of a verb

inside the PP (i.e. inside the clause governed by before) (see Thompson 1995 for discussion)

So in (24), t: the event time of Mary's eating, t'the event time of Mary's leaving. The PP

'modifies't, the event time of ate.

(24) a.

b.

The word order facts indicating that PP in both (18a) and (18b) is inside IP1 at S-

structure relate to the Right Roof constraint. Under the reading in which PP modifies left, PP

may not be separated from IP1 by material belongng to IP2 but not IP1:
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(2s) a.

b.

c.

He will say (when you meet him) tomorrow that Mary left before she actually did.
* He will say that Mary left (when you meet him) tomorrow before she actually did

He will say that Mary left before she actually did when you meet him tomorrow

She will say (when you meet her) tomorrow that John is taller than he actually is.
* She will say that John is taller (when you meet her) tomorrow than he actually is

She will say that John is taller than he actually is when vou meet her tomorrow

i.e. a postverbal temporal adjunct is never ordered discontinuously w.r.t other constituents of
the clause headed by the verb it modifies.

2,4 De re as LQR

Given these assumptions about S-structure, the conclusion that the adjunct can undergo LQR

is straightforward. If the PP is in IP2 at S-structure, then it must undergo movement between

S-structure and LF, for the LF (l8a) to be derived. That movement is motivated by scope facts

(interpretation of LF), i.e. is a candidate for "QR". QR extracts PP out of a finite complement,

so it is LQR.

Similarly for the comparative example. Assuming that the than-clause is the

complement of Dego, the than-clause must be generated in the embedded IP in (20), even for

the LF (20b). Right-roof effects support the claim that the than-clause in (20b) is inside IP2 at

S-structure, even if extraposed from DegP: 
l0

(26) a.

b.

c.

Hence, the mapping from S-S to the LF (20b) must involve raising of DegP out of the finite

complement into the higher clause.

This conclusion ties in neatly with the fact that comparative than-clauses can contain

wide scope ACD's:

(27) a.

b.

John thinks that Mary is taller than Bill does

John thinks that Mary is taller than Bill does think that Mary is

The reading (27b) can be accounted for, assuming an LQR analysis as outlined in § 1.1.

Following reconstruction of the than-clause (if extraposed) into DegP, LQR raises DegP to

give (28b). The VPE in the than-clause is no longer contained in the matrix VP and may take

this as its antecedent (28c):

(28) a. [1p1 Jotrn thinks that [1p2 Mary is [oegp more than Bill does _ ] d-tall I l

10 
Chomsky (1981:82ff) discusses examples where right roof seems not to contrain the relation between

more and than X. The case at hand does not fall under that type.
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[Degp more than Bill does - ] ftp1 John thinks that ftp2 Mary is tpsop d-tall I I l

[negr more than Bill does frp thinks that Mary is tpurp d-tatl J )

[rpr John [vp thinks that Mary is tp.sp d-tall I ]

Crucially, ACDs like these reouire a structural solution. The VPE must be raised out of
the VP of the matrix clause, to be intepretable atall i.e. to avoid the "regress problem". Notice
further that (27) has only a de re reading for DegP - it is not paraphrase dby (29a),but by
(2eb):

b.

c.

(2e) a.

b

(30) a.

b.

What John thinks is that the degree to which Mary is tall exceeds

the degree to which Bill thinks that Mary is tall.
The degree to which John thinks that Mary is tall exceeds the degree

to which Bill thinks that Marv is tall.

You shouldn't tell him that n4aryi is taller than she3 is

You shouldn't tell him that ,1aryj left before sheS did (leave)

You've convinced him that Maryj is taller than she3 is

You've convinced him that Maryj left before she3 did (leave)

Hence, ACDs dictate (i) that DegP can scope out of believe-complements (to avoid
antecedent-containment); (ii) when it does, it receives a de re reading. Hence, it seems

reasonable that scoping of DegP (rather than "double-indexing") is also responsible for de re
readings in Russell-sentences ( 1 7b).

3. Restrictions on de re readings

De re readings are found with other verbs than believe-think-qy

C.

d.

But their distribution is restricted. In this section, some restrictions are discussed which would

be unexpected in an 'in situ interpretation' approach. These restrictions turn out to provide

interesting support for the movement approach.

3.1 Island effects

Embedded in factive complements, the constructions under discussion only have an absurd

reading:

(31) a. # John regrets that Mary1 left before shei (actually) did (leave)

b. # The fact that lvtaryi left before shei did (leave) surprised us
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It is possible to regard these as island effects: the factive complement is a'barrier' for LQR (as

it is for most cases of A'-movement). 11 Assuming a factive complement is a barrier for LQR
would correlate with the fact that wide scope ACDs are impossible e.g. in the complement of
regret. If LQR is impossible, the VPE in (32a) cawrot escape the antecedent-containment

('regress') trap. In the 'undeleted' (32b), by contrast, relativization across the factive

complement yields only a weak island effect.

(32) a.

b.

* John regrets that we invited the same people that Mary does

? John regrets that we invited the same people that Mary regrets that we invited.

Alternatively, the absurd readings of (31) may be a purely interpretative effect of the

factivity of the construction. The content of the complement is "presupposed" in the "actual

world", so that a de re reading of the adjunct leads to the same conflict as found with I left

before I did. For the LQR account of de re readings, this account of (3 I ) seems to be neutral

as to whether LQR may apply in these examples or not.

There seems to me to be a potentially sensible reading for (3la) which the example does

not have. This can be paraphrased as (33a). The corresponding paraphrase of (33b) seems less

acceptable:

(33) a. John regrets that Mary left at noon, noon being earlier than when she actually did

leave.

b. # The fact that Mary left at noon surprised us, noon being earlier than when she

actually did leave.

The contrast between (33a,b) and between (33a) and (31a) might argue against a semantic

approach to the latter. As a speaker, I am not responsible for the presupposition when I report

John's regret, but I am responsible for the presupposition when I present something as a fact

(33b). While I can't dissociate myself from the presupposition of what I present as a fact by

using actually in (33b), I can dissociate myself from the presupposition of what I report about

John's regret by using actually in (33a). Why can't I do this by using actually in (31a)?

Whatever underlies (31), factive complements can be used as a further tool in

investigating the properties of de re I de dicto readings and their relation with facts from other

domains.

I I 
Fn' D" re readings are also unavailable in wh-island and adjunct islands:

(i) John asked whol Ieftbefore he didi

(ii) John thought [that Mary would be late because shel left before he didi 1

The de re reading reported for comparatives in counterfactual conditionals (cf. sect. 2.) raises a question about
LQR and the barrierhood of if-clause which I do not go into here.
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3.2 Topic Freezing Effect

A before-adjunct can stand in pre-subject position in the clause containing the verb it modifies
(34). However, the de re readings is not available for a before-adjunct in pre-subject position.

The effect is sharp - cf. (35):

(34) a.

b.

Before she left, Mary ate.

John said that before she left, Mary ate

(35) # John said that before she3 (actually) did (leave), Mary3 left.

It is not easy to envisage a purely semantic-interpretive account of this restriction. In the

approach sketched by Stechow (cf. §2.), it would probably have to be stated in terms of a
restriction on the distribution of the ACTUALLY operator.

The movement approach opens an interesting perspective on the restriction. It is
plausible to suppose that a pre-verbal before-clause has undergone leftward A'-movement

already in overt syntax (maybe topicalization). There is a well-known restriction to the effect

that a phrase that undergoes A'-movement in overt syntax may not undergo further movement

in the LF-component. This restriction is claimed to underly the impossiblity to topicalize wh-
phrases in English (36a) or to scramble wh-phrases in German (36b) in multiple questions

(Lasnik & Saito l992,Epstein 7992, Müller & Sternefeld 1993):

{< Who said that whoi , John saw tj ?

'k W.rj sagte, daß *ery Hans ! gesehen hat?

who said that whom John seen has

# John said I that [pp before she3 did (leave)] , Maryj left tpp l

(36) a.

b.

c

Assuming an analysis of wh-in-situ in terms of LF-movement, (36a,b) are bad since the

moved wh-phrase is unable to move on to its target position (Spec,CP in the matrix) in the

covert component. Analogously, the temporal clause in (36c), having preposed in oyert

syntax, would be prohibited from undergoing LQR at LF, so that only the absurd

interpretation is available.

Similar facts are found with preposed comparatives (DegP): (37) is fine, while (38) only
has absurd readings: 12

(37) John said that taller than Mary is, (only) John is.

t2 
Wide scope ACDs are impossible if DegP is preposed, but this has an account in terms of a PF-condition

independent of the licensing of LQR - cf. Wilder (1995):
(i) * John said that taller than Bill did, only Mary is.
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(3 8) a. # John said that taller than she3 is, (only) Maryj is"

b. # John said that taller than MaryS really is, (only) sheS is.

3.3 Parentheticals

Uttered in a neutral context, a simple declarative root clause like (39a,b) is taken to report a
belief of the speaker. (39b) is felt to be anomalous, since it attributes a contradictory belief to
the speaker:

(39) a. Mary left before Bill did.

b. # Plaryj left before she; did.

The insertion of a parenthetical into a root clause can change the status of that clause in the
utterance. In (40a), the root clause reports (the speaker's belief about) a belief of John's. In this
sense, the root is interpreted as if it were the complement of the verb in the parenthetical, i.e.
(40a) is similar to (40b):

(40) a.

b.

Mary left, John thinks, before Bill did.

John thinks that Mary left before Bill did.

However, this similarity has its limits, as (41) shows. The temporal adjunct in (4la) cannot be

interpreted de re withrespect to the parenthetical verb:

(4 1) a. # Maryj lefr, John thinks, before she3 actually did leave.

b. John thinks that Mary; left before shel did.

This paradigm is predicted by the movement analysis. In (41a) there is no higher VP for
PP to adjoin to, hence no de re reading, although the root is interpreted as subordinate to an

opaque predicate. If "direct interpretation in situ" were available as a means of deriu.ing de re

readings, it would be unclear why the de re reading is unavailable in (ala).
The paradigm can be reproduced with comparatives:

(42) a. # Maryj is taller than shej is.

b. # Maryj is taller, John thinks, than shel actually is

c. John thinks that Maryi is taller than shei is.

The behaviour of temporal adjuncts and comparative clauses contrasts with the concessive

adverbial in (43):
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(43) a. # n4aryj left, although shei didn't.

b. Maryi left, John thinks, although shei didn't.

While (43a) is contradictory, the insertion of the parenthetical permits the although-clause to

be evaluated with respect to a different world (i.e. the'actual'world) than the matrix, which

can be evaluated with respect to the belief-world of John.

Why the contrast? Unlike the temporal PP in (41) or the comparative clause in (42), the

concessive clause does not need to be generated within the matrix clause. Suppose that a

parenthetical is generated outside the root main clause (ignoring the problem of serialization),

and attaches to it to form a unit U (:'utterance'). The although-clause in (93) can be directly

attached to the unit that results from combining the parenthetical with the root, schematically

as in (44b) (P :'parenthetical'):

(44) a. U

CP
\

Mary left P although she didn't

Mary left John thinks

In both (44a&b), the concessive clause is interpreted w.r.t the speaker's belief world. In (44a),

so also is the matrix, hence the absurdity. 
13 In (44b),the matrix is interpreted with respect to

the belief-world of John, introduced by the parenthetical, hence the contradiction is lifted. We

make the usual assumption that root clauses are'islands', out of which nothing can be

displaced by move-cr. Neither the temporal (4la) nor the comparative $2b) can reach the

position of the although-clause in (aab) by LF, since both must, to be licensed at all, be

generated inside the root clause, where they then are trapped.

4. Binding: QR voids Condition C effects

The claim that the adjunct is outside the complement clause at LF when it receives a de re

reading, is corroborated by binding facts. Covert movement alters c-command relations that

obtain at S-structure. Assuming that the Binding Theory applies to LF-representations, we

expect mismatches between S-structure c-command and binding possibilities in exactly those

cases where covert phrasal movement applies.

The paradigm (a5) can explained in terms of QR'bleeding'Binding Condition C - a c-

command relation that holds at S-structure no longer holds at LF, after QR has applied

(Fiengo & May 1994:265-6):

(45) a. ,.k She told himi that JoE must leave

r3 Although is similar to the coordinator and, in requiring the truth of both the host clause and its own
complement clause. (44a) is contradictory in the same way as is Man' leV anci -cie iii,t':

b.

U
---'t CP
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b. She gave himi whatever John3 asked for

c. Iwhatever JohnS asked for / ]Np I she gave himj h{p ]
d. She gave him3 whatever John3 wanted her to _
e. I whatever Johni wanted her to give himi typ ]pp she I gave himi hrp ]

(45a) violates Condition C at LF: the name in the complement clause of told is c-commanded

by the indirect object pronoun at SS and, assuming QR does not affect complement clauses, at

LF. That the name in the free relative in (45b) need not be obviative w.r.t. the pronoun is

explained if the relative undergoes QR (a5c). The neutralization of Condition C by QR goes

hand in hand with the licensing of ACDs (45d-e). Ia

Consider now temporal adjuncts. In a main clause (46), aname inside a postverbal

adjunct must be obviative with respect to the main clause subject - a Binding Condition C

effect. This indicates the adjunct is in the domain of the subject: 
ls

(46) {< Shei ate before MaryS left

When the adjunct modifies an embedded verb and receive a de dicto reading, the Condition

Effect remains. The de dicto reading is forced in the complement of faeyrc&l (cf. sect. 3.1)

This was explained in terms of the barrierhood of factive CP for A'-movement (LQR):

(47) a. * John regrets that she3 ate before Mary3 left

t4 
In ACD-examples, reconstruction of ellipsis sites appears to feed BC.C. C-command relations not

apparent at S-structure can be created after QR by reconstruction ofthe VPE (copying ofthe antecedent). In (i),
he may not corefer with John, although the pronoun apparently does not c-command the name; in (ii), the effect
is missing. The cases are correctly distinguished at LF -- copying in the antecedent VP introduce John to t after
QR yields a configuration in the relative in which the pronoun c-commands a name in the first case but not in
the second:
(i) * She introduced Joh1l to everyone that he; did _
(ii) She introduced Johnl to everyone that hisi mother did _
(iii) [ everyone that { hisl mother / *he3 } did introduce Johni to r ] she introduced JohnS to t
However, wide scope ACD does not feed BC.C in this way - the pronoun in (iv) may corefer with the name
(example requires she and he tobe stressed):
(iv) She said that everyone met Johnl that he3 did _
Copying the antecedent VP say that t met John into the VPE after QR should yield a Condition C violation (v).
The fact that it doesn't is analysed by Fiengo &May (1994:ch.5) in terms of "vehicle change" - a name may be
replaced by its 'pronominal correlate' under reconstruction. Hence, (iv) has (vi) as a possible output:
(v) [ everyone that he3 did say that _met Johni ) she said that _ met Johnl *BC.C

(vi) [ everyone that he3 did say that _met him_j ] she said that _ met Johni vehicle-change.

Why doesn't vehicle change make (i) grammatical? In this case, turning the name into a pronoun turns the
violation of Condition C into a violation of Condition B (vii):
(vii) * [ everyone that hei did introduce him.j to r ] she introduced Johni to t *BC.B

The existence of vehicle-change effects under ellipsis masks the effects of the binding conditions in wide-scope
ACDs. Hence the parallel between wide scope ACDs and de re readings does not show through in the data.
Section 6. discusses pronominal variable binding in wide-scope ACDs.

's This Condition C effect is neutralized if the adjunct is preposed: Before Maryi left, shei ate.
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b. * The fact that she3 ate before Mary3 lefr surprised us.

c. John regrets [cp that she left, PP ]

The de re reading become possible when the construction is complement to believe or

think, and then the condition C effect is vitiated (such examples may not be perfect, but the

relevant constrasts are clear):

(48) ? John thinks that she3 ate before Maryi left. (ok if PP: de re)

The de re reading is most accessible in examples of the type discussed in sect.2, with absurd

de dicto readings:

(49) a. ? John thinks she3 left before Maryj did (leave).

b. ? John thinks she3 is taller than Maryj (actually) is.

The correlation between the availability of a de re reading and the lifting of the

Condition C effect strengthens the proposal in sect. z,that de re I de dicto contrasts for

temporal adjuncts are reflected structurally in LF-representations. If Condition C holds at LF,

the name contained in the temporal adjunct in$8149) must not be in the c-command domain

of the subject at that level. Conversely, the name contained in the adjunct must be in the c-

command domain of the subject in the LF of (47). The proposal that de re readings are the

result LQR, and factive CPs are barriers for LQR, is supported by Binding effects. LQR gives

rise to de re readings, and simultaneously bleeds BC.C.

The LQR analysis makes further predictions. Inside a factive complement, de re / de

dicto anrbiguities should be possible, and de re readings should correlate with the

neutralization of condition C effects. But this neutralization will only be relative to NPs below

the landing site of LQR. Consider the paradigm (50-51):

John regrets that Bill thinks shq is taller than Mary.i (actualty) is.

John regrets that Bill thinks shei left before Maryj did (leave).

Bill regrets [cp that John thinks [cp that she left PP ]l

(51) a. * John regrets that she; thinks she is taller than yaryi (actually) is

c. * John regrets that she3 thinks she left before yaryi did (leave).

These facts can be described as follows. The adjunct PP (or the DegP) can raise out of the

complement of thinks. Hence aname inside the adjunct/than-clause can escape the

o) a-

b.

c.

(s
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(s2)

c-corrmand domain of the subject of the complement of thinks at LF. Coreference induces no

Condition C effect (50). But the raised PP/DegP cannot leave the factive complement.

Assuming that its landing site inside the factive complement is in the c-command domain of
the subject of the factive complement, a nurme inside it may not corefer with that subject (51).

This is corroborated by simple root clauses:

a. * Shq thinks she3 left before Maryj did (leave).

b. * She, thinks she, is taller than Maryi (actually) is.

5. Locality

The facts in sect. 4 raise the question of what the landing site of LQR is. Insofar as the

neutralization of the condition C effect in de re readings reflects the height of the temporal

adjunct in the tree, condition C effects can be used to specify more narrowly the position of
the adjunct in the tree following LQR. The evidence converges on the following proposal:

(53) a. long QR adjoins XP to VP immediately dominating CP6n

b. long QR may cross at most one finite CP

[vp v [cpnn ... [vp v [cpn, -.. t ... ] l l

This proposal provides an account for two further facts associated with LQR: (i) restrictions

on wide scope ACD, and (ii) the lack of inverted scope readings with LQR. 16

5.1 More Condition C effects

If (53) is correct, then LQR adjoins XP to the VP immediately dominating the finite CP

complement. It then has scope over the matrix predicate. Assuming that all other arguments of
the higher verb are outside VP at LF, then we expect QR to bleed BC.C only with respect to

arguments of the clause from which XP originates. The facts support this view.

(52) has already shown that a name in an embedded adjunct cannot escape the c-

command domain of the subject of the next clause up, when that clause is the root. (54)

reproduces that fact for an embedded higher clause:

16 
The assumption that VP, and not a higher functional projection, forms the landing site of QR, is made for

simplicity of exposition. The intended result is that LQR cannot raise a constituent of a finite complement above
a satellite of the higher VP-IP projection. Also necessary therefore is the assumption that the lower segment of
the VP-adjunction site may form the antecedent to the VPE contained in the raised constituent. On the possibility
for LQR to raise more than one constituent out of the complement clause, see section 6.
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(s4) a. * John said that sheS thinks she left before yaryj (actually) did (leave).

b. * John said that she; thinks she is taller than yaryi (actually) is.

(55) shows that a name in embedded adjunct that undergoes LQR also remains in c-command

domain of the object of the higher VP (cf. the examples (30), sect. 3.):

(55) a. * You've convinced he5 that she3 left before yaryj did (leave).

b. * You.l shouldn't tell heri that sheS is taller than Maryi (actually) is

5.2 Boundedness of wide scope ACDs

(53) further predicts that wide scope ACDs will show strict boundedness effects. Consider the

abstract representation of a comparative wide scope ACD (56), where VP* provides the LF-

antecedent to the VPE contained in XP:

(56) a. [vp* ... [cpnn ... [xp more ... than... [vp e ]l ... ll

b. [vp* [xp more ... than ... [vp e ]l [vp* ... lcpnn ...txp ... ]l

S-structure

LF

Given (53), we predict that no more than one finite CP-node may intervene between VP* and

XP in S-structure. This is because the adjunction of XP to VP* is what will void the

antecedent-containment in LF; if more than one finite CP intervenes, the locality constraint on

QR would not be met. Notice that (53) permits other nodes, including non-finite VPs or

clauses, to intervene between VP* and XP on either side of the finite CP.

The paradigm (57) indicates the effect induced by the boundedness of long QR on wide

scope VPE. In each of (57a,b,c), the constituent (more trees...) that undergoes QR is located in

the first finite clause dominated by the VP-antecedent to the VPE in the comparative clause.

These three examples have the readings indicated in (58):

(s7) a.

b.

t̂./.

d.

John thinks that more trees died than Mary does _

John thinks that more trees seem to have died than Mary does -
John thinks that it seems that more trees have died than Mary thinks it does _

t John thinks that it seems that more trees died than Mary does _

(5S) a. John [thinks [that more trees died than Mary does think I that _died J ]l

John [thinks [that more trees seem to have died
than Mary does think I that _ seem to have died ]))

John thinks that it [seems [that more trees have died

than Mary thinks it doe s seem I that * have died I ll

b.
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In (57d), the constituent (naoreJrecs...) that undergoes QR is located in the second clause

below the VP-antecedent to the VPE in the comparative clause.

(59) a. * John [thinks [that it seems [that more trees died than Mary does
think I that it seems I that _died ]l lll

b. 'rc [Vp think [Cpnn ... Seem [Cpn, ... t ... ] ...] ]

Consequently, QR would have to cross two finite CP boundaries, to escape antecedent of the

VPE. The example is not acceptable, in particular it does not have the reading shown in (59a).

5.3 Lack of inverted scope readings

As noted in sect. 1.1, LQR does not lead to scopal interactions between the raised item and a

satellite of the higher verb. Thus there is no Vf reading in (60), despite the fact that the

relative clause modifiying the embedded subject contains a wide scope VPE. 17

(60) Someone believes that everyone is a genius that Mary does (ok: 3V / * V I )

We now have the basis of an account for this restriction. The proposal (53), together with the

assumption that all satellites of the matrix predicate are outside the matrix VP at LF, permits

all the facts discussed in this section to be captured. At LF, the QNP everyone+relative clause

in (60) c-commands the matrix predicate (beliere), but does not c-command the subject

someone. The lack of an inverted scope reading thus correlates with the fact that Condition C

effects are not neutralized for Mary in example (52) (repeated here).

(52) a.

b.

* Shq thinks sheS left before Maryj did (leave).
* SheS thinks shei is taller than Maryi (actually) is

Just like the QNP in (60), the temporal adjunct in (52) c-commands the predicate of the higher

clause, but not the matrix subject, in LF.

t7 
Exarnples like (i) do not have a reading in which the object is in the scope of the embedded subject:

(D John will convince at least one professor that every student is a genius
Parallel examples with wide scope VPE - indicating that LQR is available - are possible; cf. ex. (30), sect. 3

I
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(6t)

6. Pronoun-binding by QNPs
Wide scope ACD's indicate that the subject of a finite complement can scope out of the higher

VP:

a. John said that everyone is tall that Mary did

b. John... [vp [Np everyone I that Mary did [say e is tall]ll [yp said It11p is tall ]l
c. Vx (say (M,(tall(x))) -+ (say(J,(tall(x))

The QNP has a de re reading w.r.t Tohn said In this case, the de re reading is the only

possibility (antecedent containment). LQR of the QNP (everyone+relative clause) is what

licenses the de re reading and the wide scope VPE. In this case, we might view LQR as

responding to the'interpretative needs'of (a subpart of) the QNP itself.

Now consider (62). The comparative has a sensible (de re) reading; and the pronoun he

in the comparative clause is bound by everyone. Hence the embedded subject can include a de

re DegP in its scope:

(62) John said I that everyone3 is taller than he3 (actually) is ]

If the LQR account of the de re reading for DegP is correct, then everyone must be assumed

to undergo LQR in this case too. Interpreting "in the scope of cr," as "c-commanded by cr, in
LF", then everyone must c-command the pronoun in the than-clause in LF. If everyone is not

raised out of the complement of say (but is, for the sake of argument, adjoined to the lower

IP), then the bound variable reading should not be possible:

(63) a. John ... [vp [vp [-er than hg is ]o"gp [yp said tl.evcryone]: t! is tp"*p tall ll
(* by the c-command condition on bound variables)

b. 3d,d':d > d' & (say (J,(Yx tall(x,d'))) &, (tall(x,d))

(last occurrence of x not bound)

This seems to be correct: the reading of (62) is not captured bV (63b). In fact the conclusion (i)

that everyone must c-command (the pronoun in) the than-clause in LF (bound variable

reading), can be strengthened to (ii) everyone must c-command DegP in LF, as in (64a). The

latter is necessary, as everyone must include the comparative operator in its scope: the degrees

being compared (the height that each person actually has, and the height that, according to

John, each person has) vary for each person considered, as in (6ab):
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(64) a. John ... [yp [everyone]j [vp [-er than hel is ]p",p [yp said I ti is tps,p tall ]l

b. Yx :d,d':d < d' (tall(x,d)) (say (J,(tall(x,d)))

Thus we have evidence (i) that QNPs can undergo LQR from the finite complement subject

position independently of the'interpretative demands'of the QNP itself; and (ii) that more

than one constituent can undergo LQR. 18

(62) involves binding of a pronoun in a DegP that is interpreted de re- The analysis of
(62) in terms of multiple LQR would be on firmer footing if it could be shown that such

pronoun binding can also cooccur with a wide scope ACD. The wide scope VPE would only
be licensed by LQR of the DegP containing it. If a QNP in the same clause could

independently undergo LQR, then it should be able to bind a pronoun in the DegP. The

relevant examples are deviant, though - contrast (65)-(66) with (62) and with (67):

(65) a. ?? Mary thinks I that everyone3 is taller than hel does (himself) ]
b. Mary...

[yp [everyone]j lvp [-er than he3* does think hei is d-tall ]negr
...lvp thinks [! is tp."p tatt ]lll

(66) a

b"

* Mary thinks that everyone3 is taller than his; mother does

Mary...

[yp [everyone] [vn [-er than his3* mother does say hei is d-tall loegn
... lvp thinks I ti is to.r, tall ]lll

(67) a.

b.

Mary thinks that everyone is taller than he thinks he is (himselfl.

Mary thinks that everyone is taller than his mother thinks he is.

In the putative LFs (65b) and (66b), everyone, hc./H. and the variable left by LQR of
everyone, stand in a weak crossover configuration. However, trying to exclude suclr examples

by appeal to Bijection (or whatever underlies WCO) raises the issue of why the effect is not
present in(62) (cf. also note 16). I leave this issue open here.

7. Long distance operator movement in temporal adjuncts and VPE
The claim that the de re reading of the before-adjunct in (68) results from LQR is supported

by binding data like (68b) (cf. sect 4 and sect. 5). But it is not supported by the ACD facts. In

t8
There is a potential problem with this example. A weak crossover configuration arises in the LF (64a),

after LQR, though the example shows no corresponding deviance. This may be a case of the well-known
amelioration of WCO-effects for pronouns contained in tensed clauses (That hei had to work bothers everyonel).
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the case where the temporal adjunct modifies the embedded verb, the VPE in (68) permits the

reading (70a) but not (70b) (cf. sect. 1.3 above):

(68) a. John thinks MaryS left before shl did.

b. ? John thinks she3 left before Maryj (really) did.

(69) John said that Mary arrived before Bill did.

(70) a. John said that [[Mary anived] before Bill did arrivef

b. * John said that l[Mary arrived] before Bill did say that Mary aruivedl

However, the impossibility of (70b) can be shown to be due to independent factors, so that the

paradigm does not endanger the claim that temporal adjuncts can undergo LQR.

The explanation for the impossibility of (70b) runs thus:

(71) a.

b.

A wide scope reading of the VPE in the adjunct entails

a "long-distance" dependency inside the adjunct.

A long distance dependency in a temporal adjunct is impossible

when the matrix VP is a VPE-site.

John left before Mary said that he would _
John left att & [ t<t' & Mary said at t' [that John would leave ]l (short-distance)

John left att & [ t<t' & Mary said [that John would leave at t' ]l (long-distance)

That is, two factors conspire to exclude (70b). Let us look at details.

The key notion is that of "long distance" dependency in a temporal adjunct. The

meaning of before is t(t', where t: the event time of the external verb, and t' : the event time

of a verb inside the adjunct. When before governs a tensed clause, t'may be the event time of
a verb in a subordinate clause inside the adjturct (72c). This the "long-distance" reading:

(72) a.

b.

t̂-.

(73) a.

b.

Several authors (e.g. Thompson 1995) propose that the event time of the embedded verb is

linked to before (which relates it to the event time of the V modified by the adjunct) via

syntactic movement of a "null" temporal operator (perhaps a null when): te

John left [ before O; Mary said e; [that he would (leave) ]l
John left [ before O1 Mary said [that he would (leave; e; 1 1

:(72b)

-(72c)

l9 
Examples with overt operator are marginally acceptable (for me), with the same ambigu iqt ? John left

before when Mary said that John would (leat"e). This may well be the same construction as (72).
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A wide scope VPE in an ACD context entails a long-distance dependency such as (73b)

in the before-adjunct. If the VPE in (69) takes the matrix VP (said that IP) as its antecedent,

the dependency in the before-adjunct cannot be a "short-distance" one, i.e. the before-adjunct

cannot have the reading Qa$:

(7 4) a.

b.

John said that [Mary arrived I before 03 Bill did say eLIthat Mary arrived]l)
John said that [Mary arrived at t1[ tl<t2 Bill did say ztt2lthot Mory arrived)]f

a. Mary said that we left at 2. This was before John did.

b. Mary said that we left at 2. This was before John said we did.

The reason is presumably the following: at LF, the before-adjunct must raise out of the matrix

VP headed by said, so that the VPE in the adjunct can take that matrix VP as antecedent

(:containment avoidance). This is LQR. Suppose LQR of the temporal adjunct leaves an A'-
bound trace, i.e. a'temporal variable'(e1):

(75) [ before Oi Bill did say ei I that Mary arrived]lyJohn said that [Mary arrived eL ]

The VPE in the adjunct is not identical with the matrix VP, since the former contains a

temporal variable in its matrix clause (e3) the latter contains one in its lower clause (eg).

Hence, the relation of the VPE to its antecedent is not licensed at LF. 'o Th. only option that

satisfies the identity requirement for the VPE / antecedent-VP relation is one in which the

adjunct itself contains a long-distance dependency, as in (76), with the reading (76c):

) a. John said that [Mary arrived I before Oi Bill did say f that Mary arrived e17))

b. [before Oi Bill did say lthat Mary arrived ei ]lk John said that [Mary arrived ep ]
(=LQR)

c. John said that [Mary would arrive at t1] tl<t2 Bill did say lthat Mary would

arrive at t2 lll

The upshot is that (7ia) holds. The wide scope VPE reading for (69) requires a long-distance

dependency in the before-clause.

Consider now (71b): a long distance dependency in a temporal adjunct is impossible

when the matrix VP is a VPE-site. This is illustrated in the following paradigms. The before-

clause (77a) with matrix VPE, has short-distance readings (78) but no long-distance reading

(79a). The long-distance reading is possible with embedded VPE (77b) - cf. (79b):

(76

(77)

20 In the copy-theory of VPE, copying the antecedent VP would automatically transfer the variable in the
lower clause to the VPE-site, hence the short-distance reading of the adjunct could not arise.
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(78) a.

b.

(6e) a.

b.

This was before t Oj John did (leave tj) l
This was before t Oi John did 5 (say that we lefr (ar 2)) )

* This was before toj John did (say thatwe left t) l
This was before t Oj John said that we did (leave tj) l

2 o'clock was I when3 John said I that we left 5 ]l ...

a. This was before t Oj Mary did (leave tj) I
b. * This was before t oj Mary did (say that we left tj) l
c. This was before t Oj Mary said that we did (leave tj) l

The same effect is shown in (80-81):

(80) a. 2 o'clock was when John said that we left. This was before Mary did.

b. 2 o'clock was when John said that we left. This was before Mary said that we did.

(8 1)

The contrast between temporal adjuncts (no wide scope ACDs) on the one hand, and

comparatives etc. (permit wide scope ACDs) on the other, relates not to a difference in LQR,

but to a difference concerning the effect of ellipsis on long-distance dependencies. A long-

distance dependency headed by a relative operator in an ACD is not blocked by matrix VPE:

(82) a. John thinks that everyone is clever that Bill does

b. everyone ... t Opj that Bill does think [ (that) ti is cleverJJ

Otherwise, of course, wide scope ACDs could not exist. And the same goes for long-distance

dependencies in relatives that are not in ACDs - these also permit matrix VPE:

(83) a. I am thJperson that John said that the book was for t, and

she is the person that Bill did

she is the person I Opj that Bill did say I that the book was fo, tj ]lb.

Whiie I have no explanation for (71b), it is supported by data independent of ACDs. In effect,

(7lb) conspires with (71a) to exclude the wide scope ACD (70b).
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Prenominal Arguments in Russian, German and Dutch

Petra de Wit & Maaike Schoorlemmer

Introduction

Case theory has played a crucial role in the theory of how arguments are licensed
in clauses. Relatively little attention has been paid to case within DPs. Most
analyses make no distinction between possessors and arguments and assume they
are all licensed by (some form of) genitive case. In this paper, however, we argue
that a stronger parallel with verbal clause structure enables us to make a dis-
tinction between several 'genitive' arguments and allows us to explain a number
of restrictions on 'prenominal' arguments which have largely been considered
idiosyncratic in nature. The analysis will allow a conception of nominal structure
and licensing of arguments within DPs that is very similar to clause structure. We
will present evidence to show that the postnominal genitive argument, either
realized morphologically or periphrastically, should be distinguished from
arguments in prenominal position with the canonical marking for that position.
Each argument type is licensed in the specifier of its particular agreement
projection.

The paper is organized as follows. In the first three sections we present data
concerning the behaviour of genitive phrases and prenominal arguments in noun
phrases in Russian, German and Dutch. In section 4 we briefly go into previous
analyses of 'prenominal' genitive and possessive pronouns. Section 5 presents our
own analysis, some problems are discussed briefly in section 6. Section 7 contains
the conclusions of this paper.

1. Prenominal Arguments and Genitive Phrases in Russian

In Russian, a subject or possessor argument of a noun can be expressed either as

a prenominal argument (PA) or as a genitive phrase (GP). This is illustrated in the

Russian examples in (1) from Kopöevskaja-Tamm & §melev (1994) ffi&§):

(1) a. V Nikolk-in-oj komnate
in Nikolka -pA-Loc.FEM room-Loc.FEM
'In Nikolka's room'

- 
We would like to thank Dorothee Beermann, Jan Don, Frank Drijkoningen, Wolfgang Herrlitz,

Wolodja Klimonow, Marcus K.racht, Alan Munn, Ad Neeleman, Jan Odijk, Eric Reuland, Felisa

Revuelta, Ed Ruys, Cristina Schmitt, Markus Steinbach, Ilse Zimmermann and Joost Zwarts tbr
comments, discussion and judgements.
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b. V komnate Nikolk-i
in room Nikolka-ceN
'in the room of Nikolka'

In (1b) the GP is characterized by its case ending; the PA in (1a) is a possessive
pronoun or a derivate of the noun, usually with the affix -in followed by an affix
expressing case, number and gender agreement with the head noun. Both GPs and
PAs will be assumed to be arguments of the noun. This means that with ordinary
nouns like öaj 'tea' PAs carry the POSS role which has been argued to be
available with nouns that do not inherit an argument structure from a verb.

A PA occurs strictly prenominally, whereas a GP can only follow the No:r

(2) a. *Portret devoökin b. *Nikolki komnata
portrait girl-re-u Nikolka-crN room

When a noun selects two arguments, it is no longer possible to choose which
argument is to be realized as a PA or a GP, as was the case in (1). Assuming the
thematic hierarchy POSS>AGENT>THEME (see Grimshaw 1990, Drijkoningen
1993), the lower argument occurs as a GP, the higher argument as a PA:

(3) a. Vanin obraz Bogorodicy (K&5)
Vanja-ee-u icon Our Lady-GEN
'Vanja's icon of Our Lady'

b. Petino ispolnenie §opena (Paduöeva 1984)
Petj a-ee-N performance Chopin-GEN
'Petja's performance of Chopin'; *'Chopin's performance of Petja'

It is not possible to express both arguments by using two GPs or two PAs:

(4) a. *Razru§enie Saraeva protivnika (Schoorlemmer 1995)
destruction Sarajevo-GEN enemy-GEN

'The destruction of Sarajevo by the enemy'

b. 'rPetino Mi§ino ispolnenie (K&S)
Petja-ee-N Mi§a-pe-N performance
'Pdtja's performance of MiSa', or 'Mi5a's performance of Petjal

We have seen that both PAs and GPs express arguments of the noun, but that
they surface in different positions and that there is a strict division of iabour in
case a noun selects two arguments. There are more differences between the two,
however. If the prenominal arguments in (3) were to be analyzed as involving
(some form of) genitive case, one would expect them to occur in other

' The word orders in (2) can be saved by special intonation, and only with special stylistic et'tects.
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environments, like the complement position of certain prepositions and verbs
goveming genitive case. This is not the case, witness the examples in (5).2

(5) a. Izbegat'sestry/xsestrino
avoid sister-GEN /sister-pe-N

b. Radi sestry/*sestrino
for-the-sake of sister-cBN /sister-pe-N

There is also a difference in internal complexity. PAs are limited to proper names
and common nouns used as such and cannot be accompanied by modifiers or
complements. There are no restrictions on the complexity of GPs:

(6) a. 'rDevoökin s persikami portret (K&§)
girl-rn-u with peaches portrait

b. 'rMoej/'rmoja mamina stat'ja (K&S)
my-GEN/-Nou mother-Pl,-r article

c. Portret devoöki s persikami
portrait of girl with peaches

d. Stat'ja moej mamy
article [my mother]-CeN

The difference between an agreeing argument in prenominal position and a

genitive argument in postnominal position is not particular to Russian but can also
be found in another language with a morphological case system, such as German.

2. PAs and GPs in German

A cursory look at German suggests that genitive-marked arguments occur on both
sides of the noun. It turns out, however, there are many differences between
prenominal and postnominal 'genitives' which strongly question an analysis of
'prenominal genitive' in terms of genitive case. In fact, the properties of 'prenom-
inal genitives' are strikingly similar to the characteristics of PAs in Russian. First,
a PA in German is always marked by means of -s regardless of the gender.of the
possessor or argument noun, whereas in the genitive case there is a different
ending (-r) for a feminine noun. The feminine proper names marked -s only occur
prenominally:3

t 
The PAs in these examples are in the default neuter form, the only conceivable one in this context.

t Ho*eue., we do find examples like:
(i) Der Hut Annas the hat Anna-Pe
There is variation among speakers as to whether they allow postnominal genitives on bare nouns. The
pattern seems to be that postnominal genitives derived from bare feminine Ns are bad, but those
derived fiom names (including names of countries) are good. It might be possible to explain some
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(1) a. Annas/lVlutters Hut
Anna-Pa hat

b. Der Hut der Anna./Mutter
the hat the-GEN Anna

c. 'FDer Hut Mutters
the hat Mutter-Pe

As in Russian, if a noun has more than one argument the PA always encodes the
higher argument:

(8) a. Peters Behandlung seiner Mutter
Peter-pA. treatrnent his mother-GrN

b. xPeters Behandlung des Artztes (Bhatt 1990:101)
Peter-pe treatment the doctor-csN

'Peter's treatment by the doctor'

Also, there can be only one GP and one PA with each noun:

(9) a. 'r'Die Behandlung Peters seiner Mutter (Bhatt 1990:101)
the treatment Peter-GEN/PA his mother-cnN

b. 'rPeters Mutters Behandlung
Peter-P.q. mother-Pa treatment
'Peter's treatment of his mother' or 'Mother's treatment of Peter'

Again, PA arguments cannot contain complex expressions other than proper
names. Example (10)a is ungrarnmatical because the input is too complex.

(10) a. 'rMeines Bruders aus Wiesbaden neue Wohnung (Bhatt 1990:117)
my-GEN brother-ceN from Wiesbaden new house

b. 'rMein Bruder aus Wiesbadens neue Wohnung
my brother from Wiesbaden-pe new house

c. Die neue Wohnung meines Bruders aus Wiesbaden
the new house my-cEN brother-cEN from W.

The examples in (11) show that a true, complex genitive does not occur prenom-
inally in modern German. Examples like (11)a, with a masculine or neuter head

restrictions on the tbrmation of genitive case on bare nouns in terms of PA formation. Genitive on bare

nouns is possible with names of countries but not mass nouns. This could be explained if these genitive
fbrms were in fact post-nominal PAs. It would raise the problem how it is possible that the PAs occur
postnominally.
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of the prenominal genitive, inspire a 'Goethe-flavour' in native speakers; when the
head is a feminine noun they are fully impossible.a

(11) a. ?Des Kindes Teddyb?ir
the child-crN teddy-bear

b. 'l'Der Frau Haus
the-CSN woman house

Again, if one assumes a uniform 'genitive' analysis of -s in prenominal and
postnominal position, the prenominal forms in (7)a would be expected to occur in
canonical genitive environments outside the DP. Both wegen 'because of and
bedürfen'need' select genitive case in German, and exclude PA forms.

(I2) a. Wegen *Mutters/okder Mutter
because of mother-PA/the-cEN mother

b. Wir bedürfen xMuttersfkder Mutter
we need mother-pa/the mother*cgN

We conclude that in languages with morphological case in the noun phrase
prenominal arguments can be licensed without being assigned genitive case. In the
next section we will look at a similar phenomenon in Dutch, a language without
morphological case.

3. PAs and GPs in Dutch

We assume that the Dutch equivalent to the PA and GP discussed so far are the
'prenominal genitive' and a PP headed by van'of' respectively. The properties of
the 'prenominal genitive' match those of PAs in Russian and German, which
justifies an analysis of these elements as PAs and not genitives. To the extent that
they are applicable the arguments discussed earlier to distinguish PAs from GPs

will be repeated for Dutch.
If the noun has only one argument we can realize it either by means of a PA or

a van-PP. If the noun has two arguments, we find a fixed distribution where the
PA encodes the higher argument (see also (3)b and (8)a):

(13) a. Jans boek a'. Het boek van Jan
Jan-pa book the book of John

b. Mijn moeders boek b'. Het boek van mijn moeder
my mother-pa book the book of my mother

a Our hunch is that speakers are tämiliar with examples like ( 1 1 )a only due to education, and that it is
the morphological similarity with PAs that allows them to be in some way incorporated into the
system. The fact that feminine nouns are excluded shows that this late fbrrnal learning is not enough to
develop a full-fledged prenorninal genitive as part of the speaker's grammar.
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(t4) Jans behandeling van de arts

Jan-Pa ffeatment of the doctor
'The doctor's treatment by John'

In prenominal position PAs can be derived from proper names and nouns used as

such. DPs introduced by a referential determiner, indefinite determiner or quan-
tifier cannot be PAs, nor can any modified DP.s

(15) a. *De/een/iedere jongens boek
thela/every boy-re book

b. 'kAlle jongens boeken
ali boys-re books
'All boys' books'

c. 'kDe vrouw met die gekke bril's caravan
the woman with them funny glasses-ee caravan

We have presented evidence to support the distinction between PAs and GPs in
Russian, German and Dutch. PAs occur strictly prenominally, they are derived
forms and can show agreement, they always encode the higher theta role and are

restricted to proper names. This calls for a unified analysis of PAs in the three
languages.

4. Previous Analyses

We will now discuss some previous analyses of these and similar facts. English
possessive 's has been analyzed as a Do element from the beginning of the DP
hypothesis (Abney 1987). By analogy, many researchers have assumed the same
for Dutch and German prenominal possessors, including Demske (1995), who
argues that the entire PA in Modem German resides in Do. Demske's arguments
include the fact that PAs occur in complementary distribution with determiners
and behave as definite expressions, and that possessive pronouns cooccur with
dative NPs which might then be argued to occur in SpecDP. Our main objection
against this proposal is that it treats PAs as syntactic heads, an analysis that is
incompatible with the fact that PAs can be assigned a O-role by the heail No as

independent morphological words (see (3)). Following the standard assumption
concerning (argumental) 0-roles that they must be assigned to XPs this means that
PAs cannot be Dos.6

s 
See section 6 for discussion of cases like mijn moeders boek'my mother's book'.t' 
Bake., Johnson and Roberts (1989) propose that in a passive I" can be the recipient of an argument

O-role. They argue tbr this analysis on the basis of (among other things) the fact that a äy-phrase may
be inserted, expressing the semantics of the 0-role assigned to I". The assumption that the external 0-
role of an N" is assigned to D" would then predict the availability of an adjunct expressing this
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An alternative approach is to analyze the PA as a combination of an a.rgument
DP in SpecDP and the Do head of the projection dominating the main No, as in
the structure of Peter's hat given in (16).

(16) [op Peter [o, s [*o hat]l

Under this approach, -s cliticizes phonologically to the element in SpecDP, as

proposed for Engiish by Abney (1987). Proposals along these lines were also
made by Haider (1987) for German and by Corver (1990) for Dutch. Attractive as

they may seem to account for the body of facts presented above, there are
problems with this approach for each of the languages discussed here. First of all,
PAs cooccur with demonstratives in Russian and German, as shown in (17).7

(17) a. On nenavidit ötu moju/Vasinu rabotu
he hates this my/Vasja-re work
'He hates this work of mine/Vasja's'

b. Diese meine Frage (Giusti 1995)
this my question
'This question of mine'

Russian does not have articles, but demonstratives have a special status among
modifiers that justifies treating them as occurring in a higher functional projec-
tion. Adjectives focus-scramble freely out of the DP, but they cannot in the
presence of a demonstrative:

(18) a. Xoro§uju on kupil knigu
good-ecc he bought book-ecc
'He bought a good book'

b. 1'Xoro§uju on kupil ötu knigu
good-ncc he bought this book-ecc
'He bought this good book'

Under the assumption that extraction out of a noun phrase proceeds via SpecDP,
the fact that demonstratives block adjective extraction can be explained under the
assumption that they occur in SpecDP. Since demonstratives can cooccur with
PAs, as in (17), PAs cannot occur in SpecDP.s

semantics. This, however, is not the case. We therefore will not discuss this option any further.

' This type of example is possible with possessive pronouns, but not other PAs, as illustrated in (i).
(i) 'ßDiese Ottos Arbeit this Otto-pe work
Also, the first element can be a demonstrative, but not an article.
(ii) "'Die meine Frage the my question

We have no explanation for these facts, although solutions must quite clearly be sought in the fact that
the possessive pronoun carries inflectional morphology, unlike the PA.* If a demonstrative were to occupy D" a PA could only precede it. This word order is ungrammatical.
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Possessives in this context (i.e. as in (17)) probably receive the particular
interpretation aiso found in the English 'of mine' construction as found in the
glosses. It could then be argued that the analysis should be as in English, which
under some analyses involves a structure with two DPs, as in (18)b, (19) (see

Schmitt 1996).

(19) [r, This house [r, of mine]l

However, we want to argue that there is no semantic feature that characterizes this
position that does not also occur on complement DPs in other positions. Also, it is
fuliy unclear, if the analysis of the Russian cases where analogous to the one in
(18)b, (19) how the possessive could end up as high in the higher DP as it does.
For these reasons, we will follow De Wit (1996) and assume that this house of
mine involves DP-internal predication of mine over this house, with o/ as a

licenser of the predicate.
An additional problem with the assumption that possessors are in D" is that it

leaves unexplained Dutch cases like those in (20).

(20) Dit is mijn fiets; waar is de jouwe?
this is my bike, where is the your?
'This is my bike, where is yours?'

Here, a Do cooccurs with and precedes a possessive pronoun. Under the
assumption that PAs always occur in the same syntactic position such examples
are further evidence that in Dutch this position is not SpecDP nor Do.

Our conclusion is that the surface position of PAs is not in SpecDP. nor Do of
the higher noun in any of the three languages under discussion.e

Italian is very similar to Russian: prenominal possessors agree with the noun
with which they occur. Also, like Russian PAs, Italian possessors cooccur with
demonstratives. On the basis of these properties of Italian possessors, Giorgi &
Longobardi (1991, henceforth G&L) reach the following conclusion (1991:54):
'possessive elements are syntactically specified to be realized on the surface either

' The behauiour of predicative possessors also raises some questions. In Dutch, only pronorqinal PAs
can occur predicatively, in all other cases a van-PP must be used, as in (i). In Russian all PA tbrms
can be used predicativeiy (see (iii)), in German PAs derived from proper names are good, pronominal
possessors take on the same ending as all other PAs: -s.

(i) Die fiets is de mijne/'FJans/van Jan
that bike is the my-Rcn"i John-pa/of John

(ii) Das Fahrrad ist Perers/deins (iii) Etor velosiped - Ma§in/tvoj
that bike is Peter-eR./yours that bike (is) Ma§a-ra-Notra.lra/your-NoM/M

The täct that Dutch dialects that allow inflection on PAs allow predicative use of them as well as the

contrast between the bad instance of (i) vs. all other ones suggest that predicative use of PAs is
possible only when some inflection is available. A related question is is why this is the only position
where Dutch possessive pronouns other than ons/onze 'our' may carry adjectival agreement inflection
in the tirst place.
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as As (as in Italian), or as Ds (as in English and French).' Having discarded the
Do analysis for possessors in Russian, German and Dutch, we could extend
G&L's proposal for Italian to these languages and assume that PAs are adjectives.
This assumption leads to the following problems.

The first problem is that even in Italian PAs do not always pattern with
adjectives. In ellipsis contexts the element expressing definiteness with a PA form
is i/, with an adjective it is demonstrative quello.to

(21) a. Il mio b. Quello grande c. 'rll grande
the my (mine) this big (one) the big (one)

Secondly, if PAs are treated as adjectives this means they occur in adjectival
position. In most theories, adjectives occupy a position distinct from arguments,
which again makes it difficult to account for the fact that they are assigned 0-
roles by the head N.rr

The third problem is that PAs do not have adjectival semantics. Consider the
Russian examples in (22).

(22) a. Materinskaja ljubov'
motherly love

b. Mamina kniga
mother-pL book: 'mother's book'

The adjective materinskij is derived from the noun mama 'mother' by a produc-
tive morphological process of adjective formation. If forms like mamin werc
adjectives their semantics would be comparable to the semantics of materinskij.
However, mamin refers to a particular person, someone's mother, whereas
materinskij does not: Its non-deictic semantics is entirely modificational.
Babyonyshev (1996) provides evidence that the nominal base inside a derived
adjectives is non-referential, as opposed to the nominal base of a PA:

(23) a. Ja prinesla Nadinui knigu. Onai prosila ee segodnja vernut'
I brought Nadja-pa book. She asked it today retum
'I brought Nadja's book. She asked me to return it today'

b. ??Ja prinesla detskuju' knigu. On(-i)iprosil(-i) ee segodnja vernut'
I brought children's book. Heithey asked it today return.

"' Quello grande exists with a marked deictic semantics.
il 

-.." This reasoning prevents any adjective from carrying a 0-role, a prediction that seems to be violated

by examples like The ltalian invasion of Albania (see Grimshaw 1990). However. it is not clear

whether the adjective here is a true bearer of the 0-role. It might be an adjunct expressing a 0-role in

the same way that a äy-phrase does in a passive clause. G&L provide evidence against an argumental

treatment of these adjectives involving reflexivization (p. 125-6).
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Finally, PAs inflect in a slightly different way from adjectives, using a paradigm
that is sometimes referred to as 'pronominal'. This is illustrated in (24).Lz

(24) a. na§, na§a, na§i
our-NoM/sc/M, our-Nolr,/sc/r, our-No}{/pl

b. Vasin, Vasina, Vasiny
Vasja-ee-NoM/sc/M, Vasja-re-Nol\4/sc/F, Vasj a-re-Nor\4/pI-

c. milyJ, milaja, mllye
dear-NoM/sc/M, dear-Notvr/sc/r, dear-Noru/pl

Some pronominai PAs (ego 'his', ee 'her' and ix'their') do not inflect at all.r3
Our conclusion, added to the conclusion that PAs are not in DP, is that PAs are

not adjectives either.

5. Towards a structure fo, PAs and GP s

We have reached the following conclusions concerning the status of PAs. i) PAs
are not true adjectives, ii) PAs are structurally lower than Do, and iii) PAs are

DPs carrying a 0-role, so they must project inside the NP projection. In order to
derive a structure for DPs that allows us to account for the properties of PAs and
GPs we combine these conclusions with the data presented earlier.

First, we want to make the following assumptions concerning argurnent
projection in DPs. An No assigns a O-role to a complement, like a verb, it does so

within its own lexical projection. If the noun can assign more than one 0-role the
arguments will project following the hierarchy POSS>AGENT>THEME
mentioned earlier. Again, similar assumptions must be made to account for
argument projection in the verbal domain.

Secondly, we want to argue that genitive on complements of No is structural
case. Following generally accepted reasoning about inherent case, if the genitive
were an inherent case we would expect it always to cooccur with a particular 0-
roie on the complement. We have seen that there is wide variation among genitive
complements to nouns as to the 0-roles they carry - a property typical of
complements with a structural case. In fact, GPs can carry any 0-role asslgnable
by nouns.

'' Some adjectives use a very similar paradigm, but all a jectives have an overt ending fbr masculine
singular nominative, as opposed to PAs.

't Th"y can still be shown not to be genitive forms of the corresponding pronouns. Observe the

contrast in (i) and (ii):
(i) Ja öto delala iz-za nee I did this because-of her-cEN

(ii) Ja eto delala iz-za ee mamy I did this because-of her mother-GsN

Atter some prepositions, personal pronouns must be preceded by n-. The seemingly homophonic
possessives do not show this behaviour.
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Allowing genitive as an inherent case with all these different O-roles doesn't
solve the problem (apart from being extremely suspicious from a theoretical point
of view), because we would then expect such different genitives to cooccur with
the same noun. This is not the case, as illustrated in (25).ta

(25) +Razru§enie Saraeva protivnika
destruction Sareva-GEN enemy-cEN

Again, genitive case behaves like a structural case: it is available for one
argument only. Of course claiming that inherent case is normally assigned only
once too cannot serve as an argument here, because the uniqueness of inherent
case can only be dependent on whether or not a head can assign more than one 0-
role that comes with a particular case. If it can, we expect more instances.

We want to argue that since genitive in a DP is a structural case it is assigned
in a way comparable to structural case in clauses. This means that the DP to be
assigned genitive raises from an NP-internal complement position to the specifier
of a functional projection dominating NP, which we will call AgrP. This is
illustrated in (26)a for an intemal argument, and (26)b for an external one.

(26) Ixu*p

[xr*p

a.

b.

N [eg,n DP
N [ng,e DP

rN [*o rN rco] ll
tN [*o rcp rN ]ll

GEN

GEN

Since head nouns precede subject and object arguments, we follow Cinque (1993)
and assume that No moves into a higher functional head position Numo.

Like a GP, only one PA may occur in any DP ((27)a), and again, in the absence
in the DP of a GP it may have any of a wide range of thematic relations to the
noun (27)b.

(21) a. 'rPetino Mi§ino ispolnenie
Petj a-r,1, Mi§a-p,c performance
'Petja's performance of Mi§a', or 'Mi§a's performance of Petja'

b. Jans boeken Jans ontslag
Jan-pe books Jan-PA dismissal
'John's books' 'John's dismissal (by ..)'

We therefore assume that, like a GP, a PA occurs in a unique position where it is
formally licensed. Since a PA precedes the head noun ((27)b) our assumption is
that it occurs in the specifier of a functional projection dominating NumP, which
we will refer to as PosP (see also Longobardi 1995, Veselovskä 1995).

(28) [oo [po*p PA Poso [N,,p N [eg,n DPo.* tN [*, tpo tN tco]]]]]

t4 We ignore picture nouns here.
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Since in the languages discussed adjectives precede nouns but follow PAs we
assume adjectives to reside between Poso and Numo.ts Independent evidence for
the existence of a projection dominating NumP and dominated by DP can be
given on the basis of Dutch facts like those in (29).

b. Een artikel of drie Een uur of drie
an article or three an hour or three:
'about three articles' 'about three hours'

The noun foilowing the numeral is usually in the plural, but some counted nouns
remain singuiar (llke uur 'hour'). In the approxirnate construction (29)b the noun
is always singular, and the noun is separated from the numeral by an element
homophonous with the coordinating conjunction of 'or'. A possible analysis of the
Iatter type of DP would involve raising of the head noun to a head position
dominating the numeral in SpecNumP but dominated by Do.

An analysis in terms of coordination, even though it might provide a way to
explain the semantics, would not explain numerous other properties of this
construction. Crucially, the pronunciation of een indicates that it is an article, not
a numeral, and therefore a semantic paraphrase like 'one article or three' cannot
be taken too seriously, apart from the fact that 'one or three' does not generally
mean 'about three'. Also, such an analysis would have nothing to say about the
similarities between this construction and its Russian cognate, which does not
involve any overt coordinator. See Billings (1995) for an analysis of approximate
inversion in terms of N-movement.16

(29) a. Drie artikelen
three articles

Tri stat"i
Stat"i tri

Drie uur
three hour: 'three hours'

three article-GEN:'three articles
article-GEN three: 'about three articles'

(30) a.

b.

Complements to nouns are usually optional (except objects in complex event
nominals). In (1), (7) and (13) we illustrated the fact that complements of nouns
can occur either as PAs or GPs, yet another form of optionality in argument
realization in nouns. Within the minimalist program, there is only one way of
solving the second type of optionality, which is to identify a difference bötween
the two options which could be described in terms of a syntactic or semantic
feature. We can see no such difference in these cases, the optionality seems to be

't If numerals occupy SpecNumP the assumption must be that adjectives are adjoined to Num', thereby
deriving a position between the numeral and the head noun.

't' Of .orrs", this brief introduction fails to explore all the inricacies involved in approximate inversion
in Dutch, in particular with respect to the semantics and the distribution of adjectives (see (i)).
(i) Een interessant artikel of drie

an interesting article or three

We will leave those fbr further research.
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a true one. Therefore, writing down triggers for movement to the various
structural positions in terms of feature attraction seems to be a pointless exercise,
which we will refrain from.

Instead, we assume that features are picked up as a result of movement into
particular positions and spelled out by a special module of morphology (see

section 6). The idea is then that argument movement to formal licensing
positions inside the DP is free in principle, but some notion of equidistance must
be involved in blocking movement of the lower argument into the higher Spec
position. Also, AgrP must be assumed to be inactive in some cases to allow an

argument to move to the higher SpecPosp, in the same way that AgrOP is inactive
in clauses with unaccusative verbs or passives.rT

As opposed to what happens in the verbal domain, the morphology resulting
from SHAGR occurs on the specifier, not the head.rs Our claim is that this fact
is a possible explanation for another difference between CPs and DPs, viz. the
absence in nominals of a phenomenon comparable to the EPP; a DP may remain
without any arguments at all. Analyzed as the absence in DPs of a formal
requirement that SHAGR take place in PosPre we can also account for the fact
that a single argument of a monadic noun may move either to SpecPosP or
SpecAgrP (see (1)). In a clause with an unaccusative verb, AgrOP must be
inactive .in order for the argument to be able to satisfy the EPP. We propose that
in a DP either projection may be inactive, thereby allowing a single argument to
be licensed in the other specifier.

6. Getting the Morphology Right

So far, we have treated a PA as a nominal whose morphology reflects formal
licensing as an argument. However, Russian PAs show agreement with the noun,
a property that makes them look more like adjectives. Our proposal is that they
are an instance of the more widespread phenomenon of mismatches between
syntactic and morphological category. The general idea is the following.

We assume a model of morphology along the lines of Borer and Baker where
morphology is a module of grammar which may operate and be accessed at any
time in the derivation of a sentence: before syntax, in parallell with.. it and
afterwards. We will follow Borer's terminology in referring to this kind of system
as Parallel Morphologyt we will refer to the module of grammar involved as

Morphological Form (MF). It is irrelevant for the present discussion whether the

'7 See Laka 1996 on 'active nodes' in ergative and non-ergative languages.

'*A verb has no phi-features of its own, and in many cases expresses those of the element it agrees

with morphologically. An Nn does have phi-features (number, gender), and expresses those

morphologically. The fäct that it does not also express the phi-features of the element it agrees with
can be attributed to the inability of a form to exPress the same tyPe of features twice.
i' 

See Schoorlemmer 1995 for an analysis of the EPP in these terms.
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input to MF consists of head-adjoined structures of the Lieber type or feature
annotated stems. Both of these are assumed to trigger rules adding morphological
elements to the stem in the course of a syntactic derivation. The restrictions on
this 'spellout' are the following (Elsewhere, see also Schoorlemmer 1995, ch. 3):
. Be non-distinct in the strict sense (don't insert morphology that spells out

features not present on the stem);
. Spell out as many features as possible;
. Spell out as early as possible;
. IJse a lexically listed element spelling out the features.
The fact that MF may operate during the derivation of a sentence as well as

before it does not mean that there are no restrictions on the way MF operates. For
instance, only morphology that occurs before syntax may be of the result of
operations on a verb's argument structure, otherwise we would derive Projection
Principle violations. We take as a defining property of derivation that it is the
resuit of a morphological rule operating presyntactically, irrespective of the type
of morphology involved. All other morphology will be referred to as syntactic
morphology, which includes inflection and the morphological phenomena involved
in clitic clustering.

So, apart from syntax and PF there is a module of morphology, MF, which
operates in parallel to the syntactic derivation, with mutual access at any point.
This approach precludes the insertion in syntactic trees of fully formed
morphological items; instead, it builds up the morphological shape of the word by
inserting the morphological elements corresponding to the features in the course
of the syntactic derivation.'o MF output is correct if there is no alternative that
checks more features and if no features have been added to the derivation in MF.

Apart from providing a straightforward account of the Mirror Principle effect
(see Baker 1988, Halle & Marantz 1993) this model has the additional advantage
of allowing an explanation of mismatches in syntactic and morphological
category. In the case of a passive participle, for instance, MF will spell out
whatever constitutes the passive feature on- a verb by inserting morphologically
adjectival material. However, syntax is oblivious to the morphological effects of
MF, and therefore the participle continues to behave as a verb syntactically. We
will refer to a case like this as a syntactic verb, morphological adjective.

Having outlined our assumptions about the interaction between syntax and

morphology let us now return to the PA and its adjectival appearance. The idea to
account for this is the following: The DP that derives the PA moves to
SpecPossP, and receives a feature [Pos] as a result of SHAGR. [Pos] percolates

'" This view on morphology and checking could be reconciled if what is inserted in syntax is not fully
inflected fbrms but roots (either abstract or actual morphemes) with bare features to be checked. We
would then have to assume that features become visible for MF spellout only after they have been

checked, and deriving a successful spellout at MF would have the result of eliminating the tbatures so

as not to otfend PF.

L
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down to the head of the DP, Iike a case feature would. The head is input to MF,
and the feature is spelled out -in/-ov, deriving a PA of the morphological category
A (mamin from mama, for instance). This form is equivalent to a structural case
form in the sense that it expresses a SHAGR relation. The morphological A
continues to behave as a syntactic N, nothing changes in syntax. The German and
Dutch -s morpheme deriving the PA is equivalent to the Russian -in/-ov. The
presence of further phi-features resulting from SHAGR may lead to the ap-
pearance of agreement morphology on the PA, but we claim that this is not a

syntactic fact.This happens in Russian but not German and Dutch.2r
The proposal that an MF rule is responsible for deriving the actual PA im-

mediately accounts for some of the input restrictions, most importantly, for the
fact that the input can be a single word only. Also, the fact that the input to the
rule is restricted to a particular lexical class of Nos, i.e. those that can be proper
names, can be accounted for in a straight-forward way: in order for the MF rule
to operate the input must carry a feature [proper name]. A similar restriction must
also be assumed to be operative in blocking certain forms of compounding and
derivation with proper names. If the -s morpheme were a phonological clitic it
would be impossible to define the lexical restrictions on cliticization.

7. Some Problems and Possible Answers

We will now briefly discuss some problems.
In German and Dutch, PAs can be modified by a possessive pronoun or PA, as

illustrated in (31) ((3l)a is Dutch, (3l)b is German).

(31) a. Mijn moeders boek
'My mother's book'

b. Peters Mutters Behandlung
Peter-pa mother-pe fieatment
'The treatment of Peter's mother'

This stacking of PAs can be derived successive cyclically, where each of the PAs
is licensed in their respective SpecPosPs, as in (32).

'' The inflectional morphology is slightly different from that found on ordinary adjectives (see section
4). Probably, the morphological category is not A but 'Pronominal A', which accounts tbr the identity
between the endings in PAs and demonstratives.
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PosP

SPEC Pos

Poso I{P

SPEC N'

N
Behandlung

SPEC D'

DO

SPEC Pos'

Poso NP

Mutter

The DP headed by Peter moves to SpecPosP of the DP headed by Mutter, and the
agreement feature is spelled out as -s on Peter. Now the DP headed by Mutter is
inserted as the complement of Behandlung, and it raises to the SpecPosP of the
projection of this N". The DP headed by Mutter now receives the [Pos] feature
involved with SHAGR with Behandlung, which in turn allows Mutter to acquire
the PA form in -s.

This approach predicts the absence of such stacking in Russian. In Russian, the
PA agrees in phi-features with its 0-marker, which in overt syntax occurs in
Numo. When the higher DP moves to SpecPosP of the matrix DP its head, (the
equivalent of) Mutter, must now be marked with a [Pos] feature due to SHAGR
with Behandlung (either by movement to its own Do or by percolation). The
assumption is now that agreement between Mutter and Peter needs to spell out a
case feature. In Petina mama 'Peter's mother' the case is nominative, and Petin
agrees with it. However, in the larger structure (the equivalent of (31)b) mama is
going to end up marked as a possessor, which would force Petin to express [pos]
in the lower structure and once again in the higher structure. Our assumption is
that MF. in Russian does not have a form to spell out this double marking.

Observe that such cases are possible in Slovak and Upper Sorbian, where the
lower possessor takes on the genitive form (see Corbett 1987, RuZiöka 1993). Our

i{ DP

A
N
Peter
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assumption is that in these languages, stacked or multiple [pos] features are
spelled out with the genitive form.

The second problem also involves PAs derived from a complex DP, where the
entire DP functions as a proper name. Examples are given in (33).

(33) a. De buurvrouws fiets
the neighbour-PA bike

b. . De president van Amerika's toespraak
the president of America-pa speech

c. Teti Ma§ina kniga
aunt MaSa-Pa book

A solution to this problem must be sought in the following direction. We assume

that there is a post-syntactic evaiuation of the context in which a proper name
occurs, and if it is modified or otherwise elaborated on the structure is ungram-
matical. However, if the extra structure is part of the proper name as listed in the
lexicon the PA is acceptable.22

Another problem is that in German and Dutch but not Russian PAs occur in
definite DPs only. The solution to this problem is based on the idea that PAs
without overt inflection need to move to SpecDP to license the agreement features
not spelled out morphologically. This movement, which occurs in German and
Dutch but not Russian (or Italian), puts the PA in a SHAGR relation with Do, and
forces both elements to share their definiteness properties. Since PAs can be
derived from proper names only, Do of the main projection will always inherit the

[+def] value for definiteness of the proper name. This approach probably also
explains some cooccurrence restrictions on PAs with other D elements in Dutch
and German.

Further problems are the behaviour of Dutch PAs under ellipsis (see fn. 9) and
the correct analysis of picture nouns, which we leave for further research.

8. Conclusion

We have argued that prenominal arguments in Dutch, German and Russian, even
though they may look very much like genitive case forms in the language or in its

tt Co.re. (1990) attributes the grammaticality of (33)b to the fact that the final element can occur as a
'prenominal -qenitive' independently. The prediction is then that all and only DPs ending in such

elements allow PA tbrmation. This is not a valid prediction, as illustrated in (i) and (ii).
(i) "Mijn nichtje uit Amerika's brief

my cousin f'rom America's letter
(ä) Jantje van de overkant's caravan

Johnnie from across-the-street's caravan
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previous. stages, are in fact different syntactic entities. They share with genitive
arguments the property that they occur in a unique syntactic position and that they
are licensed by SHAGR with a functional head. They differ from genitives in
being the product of a morphological rule that is applicable only to a limited set
of lexical items, viz. proper names.

The analysis of PAs accounts for the ways in which they differ from GPs in a

manner that allows a very high degree of parallel to verbal clause structure to be
maintained. Also, the analysis accounts for the restrictions on the input to PA
formations without forcing syntax proper to be sensitive to a content feature.
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