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1. Introduction

This paper deals with the question of how the syllabic structure of encliticized forms is
produced during speaking In connected speeclq the right boundaries of lexical words do
not always align with the end of a syllable. In Dutch, for instance, flmny function words
have two forms, one being phonologically strong and the other phonologicafly weak. The
phonologically strong form contains a full vowel (e.9., het "it" [het], hern "him" lheml, en
.and* 

[en]), while the corresponding weak form normally has only schwa as a vowel (e.g.,
het "rt" f}tl, hem'himu llml, en "and" [0n]). Note that prosodic words never start with a

sclrwa in Dutch and never have exclusively schwa as a vowel (Booü, 1996), while many of
the weak forms show these properties. To avoid a schwa-initial syllable, and in accordance

with the ge,lroal tendency of languages to avoid syllables that lack an onset, a schwa-initial
weak form of a function word (henceforth "clitic") will prefer having a coda element of the
preceding word in its onset position, as shown in (l) Following the analyses by
Gussenhoven (1985), Lahiri et al. (1990), and Booij (1996), I'11 assume that the clitic is
prosodically integrated into the preceding prosodic word,2

(l) (ko:),(kat),
(daq),(kOm)"
(bo:)"(tAn)"

"cook it"
"thank him"
"boat and"

kook het
dnnk hem

boot en

lThis paper is based on my dissertation The production of syllables in connected speech
(1995, Unpublished Doctoral Dissertation, University of Nijmegat). The research was
zupported by a grant from the lvtax-Planck-Gesellschaft zur Förderung der Wissenschaften,

Munich (Germany) and carried out at the Max Planck Institute for Psycholinguistics,
Nijmegen (The Netherlands). I owe many thanks to my supervisors Pim Levelt and Antje
Meyer. Herbert Baumann, Daan Broeder, Ger Desserjer, John Nagengast and Johan
Weustink provided valuable technical s,rpport for the experiments. I thank Antje Meyer for
useful comments on this paper. Part of the work has been published in A. Dainora et al.

(eds.), Papers from the 3Ist Regtornl Meeting of the Chicago Linguistic Society, 1995,
Volume 2: Ihe Parasession on Clitics,50-63,

lilhettrerthe e,nclitic qyllable is incorporated into the preceding Foot, or choms§-adjoined
to it, or is immediately linked to the prosodic word node, is not crucial for my argument
(see Booij , 1996, for a detailed discussion). Important is that the clitic belongs to the
preceding word, This claim can be defended, since the rules that apply obligatorily within
prosodicwords also apply obligatorily in host+clitic combinations. fui example is the rule
of homorganic glide insertion to avoid hiatus in Dutch, as n ktanda [ruwanda] or htieön

[knijan] "knies" (Gussenhoven, 1980). This rule also applies to encliticized forms: zie het .

"see it" [zi:jAt] (Booü, 1995).
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While most models of speech production deat with the encoding of single words, Levelt's
(1992, 1993) model of phonological encoding accounts also for the production of
encliticized forms like those in (1) According to the model, a speaker does not produce the
syllables of the single lexical words when generating an encliticized form like (ko:k)" and

(CI. for kmk het. The only syllabic structure produced is the postlexical surface structure,
see (1) The resuhs of ocperiments on encliticized forms in Dutch re,ported below in section
4, howwer, suggest that ttris claim may need modification. The results are not only relevant
for models of phonological encoding in language production, but also for phonological

theory, as will become apparent from section 5.

2. Phonological Encoding in Speech Production

A speaker produces on average three to five syllables per second, perhaps even more
(Irnneberg,1967). How those syllables are produced during speaking is an intricate issue

that has become more and more important in the literature. Before looking at the special

case of syllabification in encliticized forms, we have to ask how a speaker produces syllabic
stnrcture in general. Syllabification is one aspect of the encoding of a word's phonological

fonrL which is again part of the general issue of how words are accessed from the lexicon
when we speak.

2.1 Speech Errors and Models of Phonological Encoding

In the last two decades several models of language production have been developed (for
instance, Fromkiq 1973;Ciarrdt,1975; Shattuck-Hufrragel, 1979;De11,1986, 1988; Levelt,
1989). In all models of language me,ntioned abovg lexical access consists of two
parts, although the terminology used may be different. First, appropriate lexical items are

selected and semantic and syntactic relations are created on the basis of the intended
message. Second the lorical trnits are phonologically encoded. We will look at this second
process in more detail.

All models of phonological encoding have been heavily influenced by speech error data.
The idea is that the way a system breaks down can provide insight into the way it works.
The data are either naturally occurring errors, or errors that were elicited experimentally.
Most phonological speech errors involve segments, which are exchanged, deleted, added,

nrbstituted, or shifted like in the sound exchange hefi lemisphere (intended utterance: left
lremisplere, orample taken from Fromkin, 1973). The occurrence of those elrors has lead
researchers to believe that the phonological forms of words are not stored in the mental
lexicon as units. Another argument against lexical storage of syllabified forrrs is that we
would expect more errors that involve whole syllables as units, e.g. sy[able exchanges.
Those, howwer, are rare. Speakers seern to retrieve independently a word's segments and

slots specifying positions within a syllable or a word and then combine the segments with
the slots. When this process goes wrong; we encotrnter a speech error (see Meyer, 1992 for
a detailed overview on the sound error literature).

Most models of speech production have been designed for the encoding of single

words. However, connected speech is the output we normally produce. As mentioned
abovg postl€xical syllable strucü.re does not always coincide with the syllables of the single
lexical words. This poses problems for models that specify syllabic positions in frames and
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label segments for syllabic positions, 0.8., Shattuck-Hufnagel (1979) or Dell (1986) or
positions wittrin lexical words (Shattuck-Hufrragel 1992;Dell, 1988). These models could
not explainwtrythe stop inthe endaof kaok surfrces in onset position of the second syllable
(kat). in (1), since it is specified as a coda segment ofthe verb kook that has to go into a

coda position in the frame.

2.2 Levelt's Model of Phonological Encoding

A model designed to account for these forms is Levelt's (1992, 1993) outline of the
phonological encoding component. He raises the question of why speakers should first
partition a word's stored phonological form in a syllable frame and a string of segments,
when they later unify them again. There should be another function for this partition than
to provide speakers with the possibility to produce speech erors. Indeed, the separation of
segments and frames to which the segments are then associated seems to be a useful
concept to account for the production of encliticized forms in connected speectq where the
srrfrce syllables clearly do not correspond to the boundaries of lexical units: From the point
ofview of processing, it does not seem to be useful to first construct fully syllabified forms
for individual lexical items that never appear in the output ofthe production process, but
have to be resyllabified to account for the connested speech output. lnstead, one would
prefer to produce the postlexical zurface syllables immediately.

(2) The Phonological Encoding Component of Levelt's Model:\ ./ 
-

activation of lexemes: <kook>, (het)roror

separate segmental and

metrical spellout
procedures:

segmental

lk,o'.,k,0,t/

metrical
o)

or

o)

o

prosodic word formation:

segment to frame association: [(ko:)"GAt)"].,

Levelt therefore proposed tlnt a speaker creates &ames of the size of a prosodic word as

the basis of syllabification instead of single frames for individual lexical units, see (2). Two
separate procedures called "segmental" and "rTetricaln work on each prosodic word. The
segmental spellout procedwe delivers anordered sequence of segments (e.9. /lgo:,k ö,V for
kook het). Crucially, these segments are not marked for syllable positions. The second
procedtre, metrical spellout, makes available information on the number of syllables a word
consist of, its prosodic word status, and its stress pattern. The metrical information ofthe
single lodcal words (e.g.: "monosyllabic prosodic word" for kook, and "monosyllabic word,
no prosodic word" for the enclitic het)is integrated into one metrical frame for the whole
prosodic word, resulting in a structure like (o' o),. This frame is then combined with the

t\
oto
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sequence of segments in a process of segment-to-frane associatio4 the result of which is
the surface syllable stnrcture.s Producing separately an ordered string of segments not
specified for syllable positions and frames for prosodic instead of lexical words has thus the
advantage that only those syllables are produced that surface in speech output. This is
appealing and elegant from an economical point ofview.

A different though related claim concerns the time course of phonological encoding.
Irvelt's model predicts that syllables are produced at alate point of the production process,

only after the metrical frames and the phonological segments have become available.

ln section 4 I will report on experiments testing the claim that speakers do not produce
underlying lexical syllables, but exclusively surface syllables. Section 3 describes the
attempts to prove that syllables occur at a late point in phonological encoding.

3. The Time Course of Phonological Encoding

As research has shown in the past decade, the picture-word interference paradigm can be

used to explore the time course of language production processes. The paradigm is based
on the Stroop-task: Participants have no problem in reading aloud color terms that are
printed in incongnrent colors, for instance, the word blue printed in red ink. They a.re as

good at this as at reading the color terns printed in blaok. However, participants have great
difrculties in naming the colors of incongruent words, for instancg saylng "red" when the
word blue is written in red ink. This takes much longer than naming the color of a color
block or a row of colored symbols.

The classic Stroop-task has been varied in several ways (see Macleod, 7991, for an

overview on research on the Stroop etrec|. In picture-word interference experiments,
picture naming replaced color naming. Participants have to name pictures while interfering
verbal information is presented. Interfering stimuli (IS) are either presented as written
words zuperimposed on the picture (e.g., Rayner & Posnans§, 1978; Glaser & Dtingelhoff,
1984) or they are presented auditorily (e.g., Schriefers, Meyer, & Levelt,l990;Meyer &
Sctuiefers, 1991). The IS can exhibit various relations to the pictures' names which affect
response latencies. As compared to a neutral baseline (like a row of Xes in the visual or a
rustle noise in the auditory domain), it takes longer to name, for instance, a picture of a'
sheep tlrat is accompanied by a semantically related stimulus hke goat.In contrast to that,
a phonologically related stfunrhs hke sleet speeds up response latencies as compaxed to the
umelated baseline (: phonological priming).

In addition to the relation between target and IS, the timing of the IS is important. IS
in picture-word interference experimants can be presented at different points in time with
respect to the appearance of the picture on the screen (: Stimulus Onset Asynchrony,
SOA). Schriefers et al. (1990) found that semantically related IS slow down participants'
response latencies whenthey are presented 150 ms before picfure onset, whereas responses
to phonologcally related IS do not differ Aom responses in the neutral baseline condition
when they are presented that early. Howwer, when the IS are presented later (150 ms after

\deyer (1991) showed that segmental spellout is produced in a segment-by-segment, left-
to-right manner. Segment-to-frame association works from left to right, too, as has been

shownby Meyer (1990).
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picture onset), a different pattern emerges. At this later point in time, semantically related
IS do not differ from the neutral baseline condition, but phonologically related IS speed up '
reaction times as compared to the baseline. These results can be taken as evidence for the
fact that semantic processing in language production starts before phonological encoding,

as most models of speech production assume.

For investigating the time course of syllabification during phonological encoding, IS
were either phonlogically related to the target word that had to be produced, i.e. they
correspondedto the target's first phonemes, or they were unrelated, i.e. they corresponded
to the first phonemes of a different target. Participants produced verb forms as taxgets.

Since veös caffrot be easiliy depicted, a semantic-associate learning task was used to elicit
the verb forms. In this task (developed by Meyer, 1988, 1990,1991), participants receive
a sheet of paperwith a list containing pais of words that are semantically related. They are
instructed to learn these pairs by heart, in such a way that they are able to produce the
second menrber of a pair (e.g., the verb koken "to cook") as soon as the first member (e.g.,
eten"meal") appears onthe screen In differerrt blocks of the experiments, participants were
instructed to produce either the verb's infinitive form, or the past tense form, or an

encliticized fornt where the verb was followed by the schwa-initial weak form of the
pronoun het "it", see (3). While naming the verbs, participants heard the phonologically
related or unrelated IS.

(3) The Materials of the Priming Study:

Targets:

Infinitive:
Encliticized:
Past Tense:

koken
kook het
kookte

(ko:),(k0n),
(ko:)"(kOt)"
(ko:k),(tO)"

t'to cookt'
"cook it!"
t'cooked"

Interfering Stimuli (IS)

Phonologically Related :

Phonolo gically Unrelated .

Short
ko:
le.

Long
ko:k
le:r

On the basis of the results of the earlier picture-word interference studies, we expect a

phonological priming effect: Participants should respond faster if the IS are related to the
target word than if the IS are unrelated. Furthermore, with respect to the time course of
syllabification within phonological encoding IS ttrat are presented early during phonological

encoding should show effects of segmental, but not yet of syllable production, The latter
should occur at alater point in time, To test this, the phonologlca[y related IS differed in
lengthby one segment. As a result, they differed in the kind of their relation to the target: '

The IS either did or did not correspond to the target's first syllable. As shown in (3), long
related IS corresponded to the first syllable of past tense forms, while short related IS
matched the first syllable of infinitive and encliticized forms. To measure the amount of
phonological priming that related IS provide independent§ from a general length effect that
might be caused by the mere difference in length of the IS, the reaction times achiwed with
the related IS were zubtracted from the reaction times that were obtained with unrelated IS
of corresponding length.
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Gven these targets and IS conditions, the following predictions can be formulated on the
basis oflwelt's model:

When the IS are presented at an early point in time, i.e. shortly before picture onset,
no syllables should have been constructed yet, since syllabification is a late process in the
model ofphonological encoding. Therefore, the target word's syllable structure should not
influence the results. Instead, one could expect that the more segments of the target are

included in the interfering stimulug the higher the priming effect of related IS should be, as

compared to an unrelated baseline containing the same number of segments. Long IS should
thus show higher priming effects than short ones, irrespective of the target's syllable
structure.

Whenthe IS are presented atalater point in time after picture onset, a speaker should
be producing qyllables For this point in time we expect what can be called a 'syllable match
effect': Related IS that coincinde with the target's first syllable should speed up reaction
times more than related IS that do not coincide with the target's first syllable, both again as

copared to an uruelated baseline of similar lengh. In other words, participants who produce
infinitive or encliticized targets, which have a short first syllable, should show higher
priming effects with short IS, which correspond to the target's first syllable, than with long
ones. Participants who produce past tense target verbs, on the other hand, should show
higher priming effects with long than with short IS.

Several experiments along this line have been run. Among others, the proportion of trials
with related IS was varied. Another variation concerned the acoustic quality of the stimuli.
In some experiments, the IS were spoken as syllables, in other experiments they were cut
out of the target verb form that the subjects had to produce. Unfortunately, the results of
the priming experiments did not reveal a pattern as clear as predicted (for a detailed
discussion see Baumanrq 1995). As expected, participants named the targets {aster when
they heard IS ttnt were phonologca[y related to the targets than when they heard uruelated
IS. This phonological priming effect indicated that the experimental manipulations tapped
into the process of phonological encoding. Furthermore, participants generally reacted the
faster the shorter the IS, irrespective of phonological relatedness. Participants thus seerned

to be sensitive to the one segment difference between short and long IS. These robust
effectswere obtained in all ercperiments. Two control experiments furthermore showed that
the results were not caused by morphological or lexical variables.

With respect to the role ofthe sy[able, however, only one experiment yielded a pattern
that could be interpreted as a syllable match effect. This experiment included infinitive and
past tense targets, but no encliticized forms. The other orperiments failed to show a syllable
match effect. In sunr, the experiments could not solve the issue of whether syllables are
produced only at a late point during phonological encoding. The time course of
syllabifi cation needs further research.

4. kvels of Syllable Structure: Final Devoicing in Encliticized Forms

The second prediction oflwelt's model concerned the number of levels of syllable structure
involved in phonological encoding: The only qyllables construsted during speaking are those
that do actually surface. For encliticized forms hke kook het, this implies that a speaker
never produces syllables that correspond to the single lexical itens kook and het, but only
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the surface syllables (ko:), and (kOt)". How can we test this claim empirically?
Many languages have constraints for segments in coda position that do not hold for

segments in syllable onsets, If we found effects of coda constraints for an obstruent which
zuräces postlorically in onset position ofthe syllable that contains the schwa-initial function
word, we would have to conclude that this obstruent has been in a coda position at an

earlier stage of processing before it became an onset in surface syllable structure.
As some other languages, Dutch has only voiceless obstruents in syllable codas, while

both voiced and voiceless obstruents occur in onsets, as shown in (4).4

(4) nies
niezen
rood
rode

(ni:s)"
(ni:)"(zÖn),
(ro:t)"
(ro:),(dA),

"sneeze (1st pers. sg)"
ttto sneezett
ttredtt

"red (inflected)"

As shown in (4), voicing is maintained in inflected or derived forms where the suffix starts
with avowel. For encliticized forms, it has been argued that final devoicing applies on the
single lexical items, preceding postlexical resyllabification. In those forms, word-final
obstruents are devoiced although they surface in onset position of the following syllable
(e.g., Kooij, 1980; Booij, 1995, tSe0;.5 Following this account, the encliticized, forms
should surface like the forms in (5a). The inflected forms show that the obstruents are

under§ingly voiced: binden (btn)"(dAn)o "to bind" , vrienden (wi:n).(dön)o "friends". A
monostratal account like Levelt's model, on the other hand, predicts the forms in (5b).

(5a) bind het (brn),(tAt)" "bind it"
vriend en (vri:n)"(t0n), "friend and"

(5b) bind het (btn)"(dOt), "bind it"
wiend en (wi:n)"(dan), "friend and"

Since the surface syllable structure is the only syllabic structure created during the
production process, tlre first word's final obstrue,nt is never in syllable-final positio4 where
it could be devoiced. The experiments reported below were nm to test which account
makes the right predictioas.

aDevoicing applies syllable-finally: ABVA, which is an acronym for Algemene Bond van .

Ambtenqen "General Union of Civil servants" is pronouncedAlp.fl,4 (Booü, 1995). Final
devoicing is productive as becomes obvious when Dutch speakers speak languages that
allow voiced obstnrents in codas or pronounce foreign names like §y[t n]ey @ooij, 1977).

Tinal devoicing in cliticized forms has been a subject for discussion, since final devoicing
does not seem to be obligatory in some combinations of modal verbs and clitics in Dutch
(see, Berendsen 1986, Booij & Rubach, 1987). For instance, heb l& ("have I") has two
possible pronunciations (he),(btk)" and (he),(ptk),. Berendsen accounts for this by
different prosodic stnrctures forthe two forms, while Booij assumes that the voiced variant
is stored as a unit in the lexicon. This discussion is not crucial for the present argument,
since only full verbs were tested.
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The empirical investigation of final devoicing in encliticized forms consisted of nvo sets of
two experiments. Each set contained a production and a perception experiment. The aim

wasto obtain information about the voice quality of the final obstruent in forms hkeraad
en ("comrnissio,n andu), wtrere the schwa-initial weak form ofthe conjunction en enchttcrzes

to the preceding noun and the obstruent surfaces in onset position ofthe second syllable
The stimuli consisted of 13 minimal noun pairs that only ditrered in the underlying voice
quality of their final stop hke raod (" advice") and raat ("honeycomb").6

This is the complae set of monosyllabic minimal noun pairs varying in the voioe quality of
their final stops in Dutch. As shown in
(6), devoicing neutrali-es this
difference in singular forms. In the
plural forms, however, the voice
quality of the stops is maintained, since

they surface in onset position of the
second syllable.

In the production experiment,
participants produced sentences that
contained the rninimal pairs in different
contexts. In the perception experiment,

ftd nsd dural düc different participants heard the

Eg

äe0
LI

EqcL 
zo

(6) Sinzular Plural_
raod (ra:t)" "commission" raden (ra:),(dän)"
raat (ra:t)" "honeycomb" raten (ra:)"(tän)"

100

80

0

ttcommissionst'

"honeycombs"

sentences that had been produced in
the first experiment and had to perfonn
a rating task on the voice qualtty of the
critical obstruent.

The noun could occur in four
different contexts. In a'final' context,
the critical obstruent occurred
sentence-finally. In a'nasal' contefr, the
obstruent was followed by a nasal

consonant which could not form a

phonotactically legal onset with the
obstruent. In both contexts, final
devoicing should apply obligatorily.
Participants in the perception
experimants were informed that in 50Ya

of the cases they would hear the

Figure Ia. Predictions of Resyllabification
Theory for the Four Context Conditions

100

Figre /ä. Predictions of the Production member of a pair ending in a "d" (or
Model for the Four Context Conditions "b"), and n 5tr/o of the cases the word

butch does not have minimal pairs ending in fricatives, since voiced and voiceless fricatives'
are accompanied by different vowels: Vowels preceding underlyingly voiceless fricatives
are la:r; while vowels preceding voiced fricatives are tense.

80
?.oo

E60

Eß
2A

0 final ncd plurd dltic
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ending in a "t" (or "p"). When the voice contrast is neutlalized like in the final and nasal

contod, the percentage of assignment of "voiceless"- and "voiced"-responses should be at
chance level. Figures la and lb show the predictions that the two accounts make for the
proportion of correct responses in the different context conditions.

In the nasal conditioru in addition a phonetic voice assimilation effect from the nasal

onthe preceding stop was expected. The stop should be more voiced in the nasal context
than in the final context in underlyingly voiced as well as in underlyingly voiceless targets.
kr a'phral'conditiorl the minimal pairs should be clearly distinguishable, leading to a high
percentage ofcorrect resporses. In a'clitic'context conditiorl the nouns were followed by
a schwa-initial function word. Monostratal accounts predict for this condition that
participants in the poception orperiment should be able to correctly distinguish nouns with
underlyingly voiced from those with voiceless stops, because the stop is never in syllable-
final position, where it could be devoiced. Following a theory that includes resyllabificatiorq
on the other han{ participants should perform at chance level, since final devoicing applies
on the individual lexical words, preceding resyllabification in the clitic context.

4.1 The First Final Ilevoicing Study

4.1.1 The First Production Experiment
The aim ofthis experiment was to haveparticipants produce stimuli that could later be used
in the perception experiment. A delayed repetition task served to elicit the responses. A
sentence appeared on the screen for a short period of time (1500 ms). Participants had to
memorize it and to produce it in reaction to a visual prompt on the screen that was
presented after a random pause of 500 to 1000 ms. The minimat pairs occurred in three
different contexts (clitic, final, nasal), see (7).

(7') The Sentences to be Produced for the Mnimal Pair raad- raal:
Context Underlyingly
clitic: voiced Pien zegt "Ik zie een road en een akker".

"Pien says'I see a commission and a field"'
voiceless Pien zegt "Ik zie eentofi en eenakteu.

"Pien says'[ see a honeycomb and a file"'
nasal: voiced Pien zegt "Ik zie een ratd naast een alcker".

"Pien says'I see a commission near a field'u

voiceless Pien zegt "Ik zie een rod noast een ahe".
"Pien says'I see a honeycomb near a file"'

final: voiced Pien zegt "Ik zie een akker en een road".
"Pien says'I see a field and a commission"'

voiceless Pien zegt "Ik zie een akte en een rao:t".

"Pien says'I see a file and a honeycomb"'

Several means were introduced to distract participants' attention from the minimal pairs to
avoid contrastive pronunciations. For instance, 50% filler trials were included with word
pairs that differed in one segment either in onset, or nucleus, or coda position (l*e kan
"pitcher" -pon"part";rek"rack" -rok rrskfutrr' been"leg" -beer "bear"). furthermore, the
two mernbers of a minimal pair (e.9., raod andraat) were combined with rwo different, but
phonologically similar nouns in the se,ntence (e.g., akker aad akte), see (7). A native speaker
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of Dutch controlled that the two nouns in the sentence were not semantically related and
that all sentences were similarly odd. The phonological restrictions on the stimuli did not
allow for the construstion of sernantically well-formed se,ntences. Participants were told that
they performed in a syntax memorization task.7 Since it is not easy to get subjects to
produce encliticized forrrs in an experimental situation, the carrier sentences were rather
long and had to be produced in a small amount of time (2000 ms).

4.1,2 The First Perception Experiment
Four participants of the production experiment provided the stimuli for the perception
experiment. These were two men and two women, one of each came from the South and
one from the Norttr ofthe Netherlands. Their productions were slightly manipulated in the
speech lab: The second noun" which had been different to distract the speakers from the
minimal pairs, e.g., alrker and ahe was replaced by always the same noun oom "uncle" that
had been taken from a filler sentence of the production experiment. Some ofthe minimat
pairs ofthe production experiment had to be excluded, because in these pairs, one member
has to be preceded by an article, while the other member is a mass noun and must not be
preceded by an article. So the presence or absence of a determiner would inform the
listeners which member of the minimal pair they heard. Seven minimal pairs were tested in
the first perception experiment.

Participants were seated in a sound-proof booth in front of a monitor and a keyboard
and heard a sentence over headphones, while the two members of the respective minimal
pair were presented on the screen. One menrber of the minirnal pair appeared on the right
side, one onthe left side ofthe s&Teen. There was a scale between them with numbers from .

I to 5, for instance: rmt 1-2-34-5 raad.Participants had to qpe a "1" when they were
sure they heard the word appearing left on the screen (raat nthe above example), a "2"
when they thought they rather heard that word than the other one. They typed a "5" when
they thought they heard the word
presented on the right side of the ioo
screen (here raafi) a n4)t when they
saw a trend towards this word. They
typed a "3" when they could not make
a decision between the words. The
scores were autornatically written to a
result file. When they wanted to listen
to the sentence again, they could do so

maximally twice, using a push buffon
device.

Looking at the results, the
proportion of undecided responses was
small in all contexts (about l0%).
Speaker's region of birth and sex had

no effect. Figure 2 shows the proportion correct responses. In the final and the nasal
context, participants did not exceed chance level in deciding on the target word's final

TThere were six different carrier sentences with small syntactic variation. The sequence.Ifr
zie "I see" in (7) was replacedby Ik zag "f saw", Er ls "There is", Er ras "There was", /fr
heb ul have", and Ik had "lhadu .

80

E60

ä.'
ec20

0 ftd nmd cliErc

Figure 2. Proportions Correct Responses in the
Three Context Conditions of Study I

i

I

I

t
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obstruent, as expected. Crucially, however, also in the clitic context the proportions of
correct responses turned out to be low. The responses given in this context did not differ
from those in the other contexts, as predicted by an account that includes resyllabification.

However, encliticization is an optional process in Dutch. It might have been the case
that although the te,rnpo in the production experiment had been reasonably high, it was not
high enoughto guarantee that subjects produced encliticized forms all the time. If this was
the case, also the model of phonological encoding would predict final devoicing, since in
the absence of encliticizatiorl the noun and the following phonologically strong function
word are encoded seperately. The noun's final obstruent would then syllabify in coda
position.

Two phonetically trained judges investigated the material auditorily and found that one
speaker had not produced encliticized forms consistently. A reanalysis after excluding this '

speaker did not change the pattern of results. However, a revised set of experiments was
run. The modified form also allowed for including a plural condition.

4.2 The Second Final Devoicing Study

4.2.1 The Second Production Experiment
The carrier sentences and the task differed from the first study. Instead oflong sentences,
the stimuli only consisted of the minimal pair noun, the conjunction en ('and') and the
second noun, which was always a monosyllabic vowel-initial word. The structure of the new
short carrier sequences allowed for the whole set of minimal pairs to be included. In
addition to a clitic conte:il (rad en aq "e,ornfüssion and ate", raat en aal "honeycomb and
ale") and a final context (aar en raad "are and commission", aal een raat "ale arrd,

commission"), a plural context replaced the nasal context condition. Plural forms could be
produced for four minimal pairs of which both members have a regular plural form.
Underlyingly voiced obstruents should remain voiced in the plural context (raden en aren
"commissions and axes", raten en aalen "honeycombs and ales"). Importantly, the plural
condition can serve as a proof that subjects are able to pick up differences in voicing from
the signal,

The materials again contained 50% filler pairs. Participants performed a repeated
articulation task. They were asked to memorize the target sequence that appeared in the
c€,rter ofthe screen and to produce the target sequence as soon as they saw a cue signal on
the screen. They had to have finished their response when they heard a beep over
headphones. The vizual cue reappeared again and again (11 times in total) and the time lag
between cue onset and warning beep decreased stepwise by 70 ms rmtil it was 430 ms short.
This forced zubjects to use speech of increasing speed.

4.2.2 The Second Perception Experiment
The task in the perception experiment remained unchanged. This time, zubjects listened to
13 minimal pairs that occurred in clitic and final c,ontext, and four minimal pairs in plural
context, spoken again by two men and two womerL two from the South and two from the
North of the Netherlands. Of the l1 repetitions that had been produced in the production
experiment, the 5th was chosen for the perception task. Agaiq the utterances were
manipulated by replacing the second noun always with the noun olm (uelmu). In contrast
to the first study, the presentation of context was blocked: One group of subjects started
with the clitic condition, followed by the final condition, the other group started with the
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final conditiorg followed by the clitic condition. Both groups ended with the plural
condition.

As in the first perception
experiment, the proportion of 1oo

undecided responses turned out to be g0

low. In the plural condition, subjects
gave almost no such responses. As
expected, in the plural context
conditiorU both voiced and voiceless
targets got above 90% accurate
responses, and in the final condition,
subjects again performed on chance
level, see Figure 3. Most importantly,
however, the rate of accurate responses
was again about chance in the clitic
context condition and did not differ
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Figure 3. Proportions Correct Responses in the
Three Context Conditions of Study 2

frornthe final contort. In both contexts,
zubjects assigned "voiceless"-responses to about half of both, the voiced and the voiceless
targets. This indicates that although subjects are able to distinguish between the two
menrbers of a minimal pair in the plural conditioq they cannot do this in the clitic and final
condition.

In additiorq acoustic measurements were done on the materials ofthe second production
experirnent. The following cues to voicing were irwestigatod: The duration of the vowel that
preceded the stop, the lengh of the stop's closure and burst, and the absence or presence
ofvoice activity &uing cloure. The meazurements confirmed the results ofthe perception
orperiment. kr the plural forms, voiced stops clearly differed from voiceless stops. Voiced
stops were accompanied by voicing during closure, whereas voiceless stops were not.
Ftrthermore, voiceless stops had a clear btrst, which was absent or minimal in voiced stops.
In the final context condition, the durational values that were measured for underlyingly
voiced and voiceless stops did not ditrer. This result indicates that final devoicing
neutralized the voicing contrast not only phonologically, but also phonetically. Importantly,
the measurements in the clitic context condition revealed the same pattern as in the find
context condition. Under§ingly voiced and voiceless stops did not differ acoustically.s

5. Implications

Two perception operiments and acoustic measurements showed that the voice contrast of 
'

minimal pairs like raod - radis netrtralized when the stops occur at the end of an utterance,
and hence in syllable coda position. ln plural forms, on the other hand, where the stops are
in onset positiorl srbjects perceive voiced stops as voiced and voiceless stops as voiceless.
Importantly, the voice contrast is neutralized in encliticized forms, although the stops
preceding a schwa-initial clitic zurface in onset position.

8The reader is referred to Baumann (1995) for a detailed description and discussion of the
acoustic measurements.
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This result is of interest for some issues in phonological theory. One ongoing debate is

whether resyllabification or final extraprosodicity should be preferred in theories of
qyllabification (for a detailed discussion of this debate see Hall, L994). Resyllabification is
stnrctre-changing: A consonant delinl«s from codapositiorL which in fact destroys the first
syllable structure, before a new one is built. Therefore, some phonologists prefer
exraprosodicity, where aroot morpheme's final consonant is considered to be invisible for
syllabification. When extraprosodicity turns off, the consonant participates in syllabification
and accociates to the following onset if possible. In contrast to resyllabificatiorg this
procedure is structure-building only. According to Itö (1986), extraprosodicity turns offat'
word level, i.e., at the end of the derivational component. When a word-final consonant
zurfrces inthe onset of a clitic's syllable postlexically, like in Dutch encliticized forms, she

would have to assume postlexical resyllabification. Rice (1990), on the other hand, assumes

that extraprosodicity holds by convention and remains active in phrasal phonology. The
account is more appealing at first sight, since within- and between-word syllabification are
treated by the same mechanism. But to account for final devoicing in Dutch encliticized
forms, the obstruent has to occupy a coda position at some point, because underlyingly
voiced stops surface voiceless in postlexical onset position. Dutch final devoicing in
encliticized forms adds hence another case in favor of resyllabification to the debate of
resyllabification versus extraprosodicrry.

Furthermore, the experimental results are of interest for the question whether the
phonological component includes intermediate levels of syllabification. A theory like Lexical
Phonology, which distinguisttes a lexical and a postlexical component, where the output of
the former provides the input to the latter component, can account for the data (see also
Boo{, 1996): Final dwoicing applies at the end ofthe lCIdcal lwel, preceding the postlexical
rule component. Theories that replace the traditional rules and derivations by other means

can also explain the results. But they have to make additional assumptions to account for
the data (as discussed in detail by Booij, to appear). For example, in Optimality Theory'
(McCarthy & Prince, 1993; Prince & Smolens§, i. pr.), the underlying (unsyllabified)
representation of, say, a word is paired with a whole set of candidates for the word's zurface
structure, which is then evaluated by a set of ranked wellformedness constraints to
determine the surface form. Postlexical phonological phenomena have not yet received
much attention within the young Optimatlty framework. At the moment, the only option to
account for the results seerrs to be to allow for two levels of constraint evaluation. First,
sfface candidates are waluated at a lo<ical level, and the constraint that regulates syllable-
final devoicing has to rank high within that level to make sure that candidate forms with
voiced syllable-final obstruents are excluded from the set. The output ofthe lexical lwel is
then further evaluated by constraints at a postlexical level that rule out candidates that are
not encliticized. Important§, these two levels of constraint evaluation have to be serially
ordered. A simultaneous evaluation of the two levels does not provide the correct output.

To return to the production of syllables during speaking, the experimental results on final
dwoicing inDutch enclititized forms present problems for Levelt's model ofphonological
encoding, according to which a speaker produces only one level of syllabic structure, and
this is the postlexical syllable structure. Since in encliticized forms like raod en the final
obstnrent ofthe first lexical rmit never surfaces in coda positiorq it should not be devoiced.
however, the experimental results clearly showed that final devoicing applies on the stops
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that surface in onset position. One possibility to account for this could be to allow for
resyllabification during phonological encoding. Resyllabification was included in earlier
versions of Levelt's model (Lwelt, 1989), which assumed that lexical items are syllabified
seperately by associating the ordered sequence of their segments with the independently
generated metrical frames. Final devoicing may then apply on the lexical words before
encliticized forms combine into one prosodic word.
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