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Syntax and prosody: liguestions in
Macedohian and Bulgarian

Loren Billings, Christina Krarn et, and Catherine Rudin

Abstract. The distribution of the yes/no-interrogative clitic Ii in Macedonian and Bulgarian reveals
a complex interaction of syntax with prosodic factois. The underlying syntactic uniformity of li
questions in the two languages is obscured by a series of prosodic phenomena affecting one
language or the other. In Macedonian two prosodic factors affect the placement of li: optional
stressing of auxiliaries and optionally allowing certain sequences of words to have only one stress.
In Bulgarian two different prosodic phenomena are relevant: stressing of clitics after the negative
element ne arrd inversion of initial clitics with the following verb. My'hen these four factors are
controlled for, the symtax of Ii questions in the two languages is startlingly homogeneous. If no
element is focused (i.e., moved to SpecCP), then, in both languages, the tensed verb head-
incorporates into Ii in C. Usage differences complicate the picture somer,r'hat as well.

'l . lntroduction

Much recent work in theoretical linguistics reiies upon cross-linguistic
comparison to elucidate the limits and causes of variation in Universal Grammar;
that is, to establish just what structures and processes are possible in human
languages. It has often proven especially useful to compare related languages,
thus teasing out differences between languages which share much of their
grammatical structure. The two languages considered in this article, Macedonian
and Bulgarian, are very closely related genetically, both being South Slavic. In
addition, they are areally related: both participate in the Balkan Sprachbund,
sharing many of the contact-induced grammatical features common to the Balkan
area. It is thus of particular interest to note cases in which the grammars of the
two languages diverge. We expect that differences between such closely related
languages will involve rather superficial factors, changes which could be
introduced into a grammar in a relatively short time, even if their surface effects
are considerable.

We examine here one construction, the yes/no question formed with the
interrogative clitic ll, which displays interesting similarities and differences in the
two languages. Superficially, Macedonian and Bulgarian appear to have distinct
conditions on the placement of.li, particulariy with respect to the other clitics. We
argue/ however, that the s;mtactic behavior of li is fundamentally identical in the
two ianguages, as is their clitics' placement. Several prosodically realized
differences between the two languages interact with their common syntax to

- Thanks to the following colleagues for their assistance: P. Ambrosiani, W. Browne, D. Cavar, L.
Hammer, R. Izvorski, T. King, B. Nilsson, J. Toman, O. TomiC, M. Votruba,D. Zec and audiences
at annual AATSEEL meetings (Billings 1994, Rudin 1993b, Rudin and Kramer 1994), Comell
University (Billings 1996a), FASL-S (Rudin 1996), FLSM-4 (Rudin 1.993a), and-in part-the
University of Massachusetts (Rudin, King and Izvorski i995). Any inconsistencies, mistakes, or
misinterpretations of their worthwhile contributions, of course, are only our fault. Billings's
contribution was supported primarüyby a visiting fellowship atZAS, Berlin, during the summer
of L996; thanks especially to Tracy Hall for making this visit possible. Additional support to
Billings came from a Foreign Language Area Studies fellowship awarded by Cornell University.



produce contrasting surface orders. Differences in the usage of li, as well as other
ways of forming yes/no questions in Macedonian, further differentiate the two
languages. Thus, apparent syntactic differences furn out to be due to non-
syntactic factors, both phonological (prosodic) and pragmatic.

This paper has the following organization: Following a description of some
of the more striking surface differences between Macedonian and Bulgarian (in
§2), we present an analysis (in §3) unifying the underlying syntactic distribution
of ll in the two languages. Then (in §a) we discuss four prosodic peculiarities in
the two languages that obscure this syntactic uniformity. Following a briel
background on the prosodic systems of the two languages (§4.1), we discuss four
phenomena which obscure the placement of Ii: In Macedonian two lexical words,
under certain circumstances, share a single word stress (§4.2). In the same
language clitic forms of 'be' are sometimes stressed (§4.3). In Bulgarian the
negative element ne causes the following element, even an otherwise-unstressable
clitic, to be stressed (§4.4). Additionally, only in Bulgarian, pronominal and
auxiliary clitics are prohibited from being clause-initial (§a.5). Finally (in §5), we
show how pragmatic factors limit the acceptability of ll in Macedonian.

2. The Problem

In both Macedonian and Bulgarian, as well as several other Slavic languages,
yes/no questions may be formed by adding li to a declarative sentence. But at
first glance, the position of /l in some types of Macedonian questions appears to
be radically different from its position in Bulgarian. Examples (1) and (2) display
precisely opposite grammaticality judgments for positive yes/no questions with
complementary word orders in Macedonian and Bulgarian, while (3) and (a)
show the same disparity in negative questions, and (5) and (6) in conditional
questions. (Throughout the paper we have boldfaced ll in examples.)

(1) a. Go vide li?
hirn^66 säw3.s5 a

b. *Vide li go?

'Did (s)he see him?'

(2) a. *Go vidja [i?

b. Vidja li go?
SäW3.55 a himos6

'Did (s)he see him?'

(Macedonian)

(Bulgarian)
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(3) a-

b.

(4) a.

b.

C.

(7) a.

(8) a-

b.

C.

Ne go vide li?
NEG himo66 säw356 a
*Ne go li vi,Ce?

Ne li go vide?l
'Didn't (s)he see him?'
*Ne go vidja ti?

Ne go li vidja?
NEG hima66, a säw3 55

*Ne li go vidja?

'Didn't (s)he see him?'

Zboruvate li angliski?
speakzpL a English

Govorite li angliski?
speak zpL O English

'Do you speak English?'

Kniga li procita Anna?
book a read3 56

Kniga li procete Anna?
book a read3.55

'Did Ar,na read a book?'

(Macedonian)

(Bulgarian)

(Macedonian)

(Bulgarian)

(Macedonian)

(5) a. Bi mi dal li pari? (Macedonian)
would fir€oar giveny.s6 Q money

b. *Bi li mi dal pari?

'Would he give me money?'

(6) a. "Bi mi dal li pari? (Bulgarian)

b. Bi li mi dal pari?
would3.56 Q ffi€oar giveny.55 money

'Would he give me money?'

Examples (1) through (5) all involve pronominal clitics; go 'himr..' or mi'mesa/.2
In Il questions without other clitics, the strikingly divergent pattern of
grammatical word orders disappears; in fact, normal word order is often identical
in the two languages; compare the (a) and (b) versions of (7) through (9):

b

(Bulgarian)

' Not uU Macedonian speakers accept (3c). Olga Tomii has suggested to us that those who do may
be confusing it with neli'isn't it?'. See also our discussion of Enlarged Stress Domain in §4.2 below.
Regarding the gloss of (3c), cf. §4.2 below, especially ex. (28b).
' Cf. Avgustinova 1994 and Hauge 7975 for a full discussion of the clitic system of Bulgarian. Cf.
the end of §4.4 below regarding the differing accentuation of bi in (5)-(6).
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(9) a. Od dve poluistini stanuva li celinja?
from two half-truths becomess.sc a whole

b. Ot dve poluistini stava li edna cjala?
frorn two half-truths becomes:.sc a one whole

'Do two half truths make a whole one?'

(Macedonian)

(Bulgarian)

At this point one might posit special rules in each language for the
placement of li relative to other clitics, or different positions for clitics in
Macedonian and Bulgarian. This is unnecessary, however. We argue below that
the syntactic position of ll is the same in both languages, not only in cases like (7)
through (9) where it appears identical, but also in (1) through (6). The conditions
on word order with clitics do differ between the two languages, but the relevant
conditions are prosodic, not syntactic. We adopt the analysis proposed by Rudin,
King, and Izvorski 1995 and Izvorski, King, and Rudin 1996 for Bulgarian /l
questions, and show that it accounts for the corresponding Macedonian
construction as well. In fact, the previously proposed structure is arguably clearer
in Macedonian, where it is not obscured by certain prosodically controlled word-
order changes. Such an analysis of /l questions in Bulgarian is strengthened by
this cross-linguistic comparison.

Questions with li in Bulgarian have received quite a bit of attention in the
recent theoretical literature (see especially Rivero 1993, Kirg 1993:1.4G55/1994:
113-1.8/1995: 1.56-63, Izvorski 1994, Penöev 1993 and Rudin 1992; 1993a). But to
the best of our knowledge, Macedonian ll questions have not been analyzed in
any detail,3 although refärence grammars cöntain brief descriptions, Friedman's
(1993:256-87) being the most coäplete.a

3. Syntactic Analysis

In both Macedonian and Bulgarian, li i.s ayes/no-interrogative particle which can
also check a focus feature. As an enclitic, it is suffixed to a stressed element. We
assume, with many recent analyses, that /i is in C. (For arguments, see Rudin
1993a and Rivero 1.993.) When C is [+focus], it checks a [+focus] feature on a
fronted focus phrase in SpecCP (so-called specifier-head agreement), as in the tree
in (10). Otherwise, when no focus phrase precedes /1, the verb must raise and be

3 Englund 7977 tncludes a relatively large corpus study of yes/no questions in both Bulgarian and
Macedonian. While empirically very complete, Englund's study stops short of any extensive
analysis. Tomii (1996a:511.) discusses Macedonian ll briefly. (We were not able to locate Englund
1979 or Tomii 1996b tn time for this paper. From their titles, these works promise to provide such
analysis.)
* Much of the this analysis holds for Russian as well (King 1993: 134-44/1994:92-1.10/1995:137-
53; Rudin, King and Izvorski 1995), which has both the structures in (10) and (i1). (Cf. Bitlings
1996b, however, for a phrasal-affix analysis of Russian Il.) In Serbo-Croatian (Wayles Browne p.c.,
Mihaljevii 1996, Rivero'1.993, Wilder and Cavar L994) and Czech (Toman 1996:508-091,1i is
limited to the structure in (11); (10) is not attested in those languages. Unlike modern (Serbo:;
Croatian, Mihaljevii L996 reports, Croatian Church Slavonic did allow non-verbal elements to
precede Ii. The other remajning South Slavic language, Slovenian, apparently no longer uses Il as

an independent morpheme (cf., however, SSKI 7975:600, which reports archaic examples, as well
as one apparently clause-initial example of /l!).
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head-incorporated into C (V-to-C movement) to check this [+focus] feature, as in
the tree in (11).'

(10)

(11)

CP

slec C'

XP
[+focus]

IPC

I

li

CP

Spec

C
I

li+V;

Structure (10) is exemplified by the sentences in (8), where kniga is the phrase
under focus. Structure (11) is seen in both (7) and (9); the portion of the tree
labeled "li + Y" is realized in these sentences as verb followed by li (zboruoate li,
for instance). For reasons which will become clear below, we analyze this as right-
adjunction of V to ll, followed by prosodic inversion (following Halpern
1,992/1995). In (9), in addition to V-raising, a non-focused XP (a topic phrase, od
dae poluistina) is fronted to a position higher than SpecCP (probably adjoined to
CP). It is not in a specifier-head relation with /1, and therefore has no features
checked by li. V-to-C raising is necessary to support the interrogative feature of li
here, showing that Il is not simply a second-position clitic (or clausal affix), but
rather an element in the phrase structure.

The problematic cases with clitics/ seen in (1) through (6), also have the
structure in (11). The structure here, however, is iess obvious; li does not always
appear suffixed to the verb. We believe, however, that the facts in all of these
cases are accounted for automatically, assuming the structure in (11) and given
the existence in one or the other language of four prosodic distinctions.

4. Prosodic Distinctions

Macedonian and Bulgarian each manifest certain prosodic phenomena which
affect the position of ll. Before discussing these four phenomena, however,
however, we provide some background on the prosodic system of the two
languages' clitics. (Numbered examples throughout this section show clitics
italicized,lexical words underlined. stressed syllables in ALL-CAPS, and syllable
breaks with dots.)

t 
SUgnUy different proposals, such as those of Izvorski 1.gg3, n which li is the head of FocusP

rather than CP, would also be compatible with our analysis of Macedonian. We will not defend
the detaiis of the structures sketched in (10) and (11) here; the point is simply that in Macedonian,
as in Bulgarian, ll either incorporates a verb or checks a focus feature on an immediately preceding
focused phrase in lf's specifier (SpecCP).

IP

t;
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4.1 Primer on the Languages'Clitic-Prosody Systems

The two languages'prosodic systems, especially the stress systern within the
word, differ significantly, requiring separate descriptions. We begin with
Macedonian, showing how the antepenultimate-stress system is especially useful
in elucidating the uniqueness of li as a clitic. We then follow with a point-by-point
comparison with Bulgarian, showing the specific ways in which the two differ."

4.1.1 The Macedonian Clitic-Prosody System

Our description here of the Macedonian system is drawn from several works,
many of which deal with the theoretical problem of accounting for
antepenultimate stress-a somewhat exotic pattern cross-linguistically.' We
refrain from entering into the somewhat lively debate about just how
antepenultimate stress is to be formalized, assuming simply that such a
mechanism exists. We concentrate instead on how to fit ll into such a system,
something that has been ignored to date in the literature, to our knowledge.

Macädonian's antepenultimate stresss allows us to assess whether a
particular clitic is part of the same prosodic word (PrWd) with the lexical word

6 
Comparative works of the Macedonian and Bulgarian nominal (type-Ii and-III) clitics include

Tomii 1996a and Elson1976. See these especially for discussion of their distribution. For example,
Macedonian shows a tripartite proximal-neutral-distal distinction, while some Bulgarian noun
classes show NOM/object distinctions.
' These works on the theoretical issues surrounding Macedonian antepenultimate stress (some of
which discuss the related issue of penultimate stress in Polish) include the following: Baerman
(1996), Comrie (1976), Deevy (1995), Franks (1987;1989;1.991), Garde (7968), Halle and Kenstowicz

L1991), Hammond (1989), Kager (1993) and Kenstowicz(1991).
" See works listed in the preceding footrote for discussion of words with exceptional stress. These
have either penultimate or final stress. As the following two representatives of each type of
exception show (respectively), however, the addition of syllables (such as the plural marker or an
article) to the end of the word regularize them to antepenultimate stress:

INDEF.SG DEF.SG INDEF.PL DEF.PL Gloss
(i) te.le.Vl.zor te.le.Vl.zo.rof te.le.Vl.zo.ri te.le.vi.ZO.ri.te 'television'
(ii) de.le.GAT de.le.GA.tof de.le.GA.ti de.le.GA.ti.te 'delesate'

o

That is, as shown by (i), whereas the INDEF.SG has exceptional penult stress, the addition of one
syllable (in either the DEF.SG or INDEF.PL columns) keeps the stress peak on the same vowel, thus
giving these forms non-exceptional antepenultimate stress. Moreover, the addition of a second
syllable (shown in the DEF.PL column) actually shifts the stress peak to the next vowel, keeping
this form antepenultimate in stress. Example (ü) shows this more gradually: The INDEF.SG form is
two syllables out of place, while the DEF.SG and INDEF.PL columns are one syllable out of place.
Finally, the DEF.PL form shows regular stress, on the antepenult. Neither of these exception t)pes,
therefore, involves stress earlier than the antepenult. There is one other type of exception of a

different type, exhibited by the verbal-adverb (= gerund) form only, as shown in (iü) and (iv):
(iä) no.SET.lä no.SET.l(i oo no.SBl.kimu ia

'bringing' 'bringing him' 'bringing him it(fem)' [= exx. 56a-c in Franks (1987:128))

(iv) Vl.vai.ki Vl.vai.kiso so.op.5TU.vai.lä so.op.STu.vai.kimu
'calling' 'calling him' 'announcing' 'notifying him' [= exx. 57a-d n lbid.]

As we show below, the addition of enclitics to non-finite verbal forms shifts stress rightward. Not
so with this part of speech, which traditionally has fixed stress on the first syllable of $e -ejhi/-ajhi
suffix, as shown in (iii). Any added clitics fail to attract stress, even to the point of having pre-
antepenultimate stress. In another style the verbal adverb has acquired regular antepenultimate

6



preceding it (= prosodically hosted by the preceding word) or not. That is, if the
clitic is one of only two syllables following the stress, then it is within the PrWd,
as shown in (12) through (fS):

(12) The yeslno-interrogative particleli: Not part of the PrWd Type I
a. SVE.kr.va.li'Is it (a) mother-in-law?' b. *sve.KR.va.li

(13) The definite article -ta (and other allomorphs): Part of PrWd TypeII
a. sve.KR.va.ta'themother-in-1aw' b. *SVE.kr.va.fa

(14) Possessive clitics (homophonous with DAT clitics): Part of PrWd Typeltr
a. sve.KR.va.mi'my mother-in-law' b. *SVE.kr.va.mi

(15) Other clitics, incl. pronominals: Part of PrWd TypeIV
a. do.NE.si.go'BringltAcc!' b. do.ne.Sl.zi.go'BringfiI€perit6s6!'

Thus, (12) differs from (13) through (15) in that Il is not part of the so-called
trisyllabic stress window. That is, in each of (13) through (15) the addition of a
monosyllabic clitic shifts the stress by one syllable rightrvard, to the antepenult of
the lexical word plus the enclitics.

This distinction has been missed in several descriptions of Macedonian
enclitic prosody in the literature. For example, Elson (1976: 276) claims, "For
Macedonian, there is nothing of significance to be gained from this [comparing
the accentual properties of type-Il and other, undisputed enclitics/BK&R] because
non-enclitics, enclitics, and the forms of the article all behave the same way with
regard to the assignment of antepenult stress .1."; Elson (1976) unfortunately fails
to consider li, just clitics of types II through IV.e

(16)

a. No clitic:

b. Type-I clitic:

c. Type-II clitic:

d. Type-III clitic: x/e

Verbal Clitics

DO.ne.si KNI.ga
'Bring (a) book!'

do.NE.se.te.li ...
'Do you bring ...?'

N/A

Nominal Clitics

SVE.kr.va
'mother-in-1aw'

SVE.kr.va.li
'Is it a mother-in-1aw?'

sve.KR.va.fa
'the mother-in-1aw'

sve.KR.va.mi
'*y mother-in-1aw'

N/Ae. Tvpe-IV clitic: do.NE.si.so
't L 

'Brtrr.g it^Zrl'

l(16a, c, e) from Elson (1976); (1 6b, d) elicited/BK&Rl

CIearIy, (16b) shows that not all clitics affect stress.

speech, as in (iv). Note that in these examples additional syllables still do not shift stress
rightward, again resulting i. pre-antepenultimate stress, as shown in the rightmost example in
(iv). The exceptions in (i) through (iv) are the only deviations from regular antepenultimate stress
in Macedonian. We present only regular-antepenultimate-stress data below.
- Elson (1976) does, however, consider Bulgarian Ii, but ignores its Macedonian counterpart.

7
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Franks (1989) likewise assesses the accentuation of Macedonian clitics but
fails to consider ll altogether. Moreover, other studies discuss the accentual
properties of li inMacedonian without actually mentioning on which syllable the
stress is pronounced (cf. Englund 1977: 119-120; Friedman 1993: 287); Tomii
(1996a) initially discusses the similarity of type I with types II and III, but then
discontinues consideration of type I (where, citing Halpern 1992 extensively, she
discusses junctural phonology at the word-clitic boundary).

Another distinction among these four types is whether these clitics can be
initial. By this criterion, types I through III are distinct from type tV. If the verb is
finite, then type-IV clitics precede the verb and can then be clause-initial in
Macedonian. Those in types I through III must always be non-initial in a

particular syntactic domain. "
Type-II and -III clitics must be non-initial the noun phrase, as shown in

examples (17) and (18). The use of type-III clitics in Macedonian is limited to
kinship terms and lexified expressions, but their use is consistent.ll

fi7\ u.BA.vi.of MA§
[handsome+the]r.s6 man
'the handsome man' (NB: -ot is an allomorph of -ta'the')

[= Elson (1976: 279, n.8), who uses phonetic transcription]
(18) MAI.ka.mu STA.ra (also: sta.RA.ta.mu MAI.ka)

mother+his oldr.56 [old+the]pr"+his mother
'his oid mother' (cf. *MALka STA-ra.mu,*STA.ra.taMAI.ka.mu)

[Friedman (1993:286))

Any other placement of these clitics-i.e.,-proclitic to any word or enclitic to any
word but the first one-is ungrammatical."

Unlike type-Il and -III clitics, ll (in type I) must follow a word of the clause
(specifically, "clause" here is the complementizer phrase, not counting any
adjuncts to it), as in (19):

(19) RAZ.bi.ra5.li TI ma.KE.don.ski
understand+Q youper.s6 Macedonian
'Do you understand Macedonian?'

[Englund (1977 : 93), stresses elicited /BK&R]

'o Curru, (\996a, Lgg6b) and Cavar and Wilder (1gg4) distinguish between Wackemagel's (1892)

Law and the so-called Tobler-Mussafia Effect. Wackemagel's Law requires particular constituents
to be in second position, while the Tobler-Mussafia Effect requires merely that certain elements be
non-initial, based on observations about Romance. Cf. Mussafia 1898; we've been unable to locate
Adolf Tobler's ca. 1880 work. Cavar and Wilder also discuss the notion of prosodic
g-ubcategorizationtnZ.ec and Inkelas (L990: 359): "[ [ ]prwd 

- 
lprwd".

" We distinguish between type II and IIi for reasons that aren't crucial to the main text of this
paper: First, the two are not in complementary distribution, as the alternative form in (18) shows.
Next, these two types have differing segmental-junctural properties, discussed in Elson 1976,
Sadock 1991 and Tomii 1996a. See also the next footnote.

" Mor. specifically, type-Il and -iII clitics are encliticized to the first word in the nominal
expression with nominal features (including adjectives and numerals). That is, an NP-initial
adverb will be skipped over by the article and possessive clitics. Our description here is intended
to be primarily descriptive.

I



(NB: in (19) ti is not a clitic, but rather the word-stressed, nominative-case
pronoun.) We do not, however, assume that li is a clausal affix, merely
prosodically adjoined to the clause's first word, as proposed for Russian li by
Billings (7994,1996b), for example. Instead, as shown in (10) and (L1), Il is in C;
prosodic inversion takes place only if no element dominated by CP precedes ll.

Type-tV clitics, unlike types I through III, are unique in being able to appear
initially., as shown in (20a-c): "

(20) a. mi go KA.Za.le (three-syllable verb)
Irr€oar ita66 saidpl
'They said it to me.'

b. mi go DA.le (two-syllable verb)
Ill€par itn66 $äV€p1
'They gave it to me.'

c. mi go DAL (one-syllable verb)
Irl€par itn66 $av€y.56
'He gave it to me.'

In other words, there exists no non-initiality requirement on type-IV clitics in
Macedonian.

Note also that whereas post-verbal type-IV clitics affect the place of stress on
the verb, mi and go in (20) do not. This stress asymmetry has been observed in
Romance languages.to Macedonian type-IV"clitics, as in some of these Romance
languages as well, precede only finite verbs."

One (always) pre-verbal element, the negative particle ne, which in some
cases looks like a clitic, is inherently accented in Macedonian (one of the main

1?'" Examples (1a) and (5a) also show this point. See fn. 2 regarding the clitichoo d of bi.
" Cf. Peperkamp 1995 for a summary of the literature on the dual-position clitics in Romance.
Specifically, Macedonian appears to be very similar to certain Lucanian dialects of Italian. As
Peperkamp (1995:122, citing Lüdtke\979:31in part) reports, Lucanian words show skess on one
of the last three syllables and the addition of enclitics and suffixes both regularize the stress of the
suffixed and/or encliticized stem to penultimate stress. (Macedonian, as a preceding footnote
mentions, has words with stresses in the same final-trisyllabic window, with the addition of
suffixes and nonJl enclitics regularizing the stress, in the case of Macedonian, to antepenultimate
position.) Garde (1958:32) and Kenstowicz (1,991) also point out this Macedonian-Italian
similaritv.
'u W" hrlrr" uncovered. the following two exceptions, of the same kind, to this description:

(i) ne ME da.vaj MAJ.ko 'Don't give me (in marriage), mother!'
NEG me(acc) give(imperative) mother(vocative) [Lunt(L952:22,fn.1))

(ii) Ne go gledaj! 'Don'tlookathim!'
NEG him(acc) look(imperative) [= ex. 28 in Alexander (1994: 10)]

Lunt implies that this order is marked (but shows ESD diacritics!). Alexander marks (ii) with a

question rnark and shows the preferred order, Ne gledaj go! l= her ex. 29], without marking stress
in either example. These forms are significant from a prosodic standpoint, as Alexander points
out, because those speakers who use(d) them appear to merely have a non-initiality requirement
on clitics of non-finite verb forms-Wackemagel's (1892) Law in Alexander's terminology-
because non-finite verbal forms are frequently the first lexically accented word of the clause .

Those who don't use forms like (i) and (ii) appear to order their verbal clitics as in Romance,
discussed in the preceding fn.
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assertions of Garde 1968).16 As (21) shows, whereas the fype-IV clitics mu and go
are inherently unaccented, ne is accented.

(21) I{E mi go DA.le
I{EG rrt€par itocc gävep1
'they didn't give it to me'

(22)

Example (21) does not show clearly which lexicai (underlined) word hosts the
clitics. Two plausible prosodic organizations are shown rn (22a-b):

a. tNE I lmi go DA.le l
b. INE mi go|[DA.Ie ]

There are a few reasons to favor the bracketing in (22a): First of all, these clitics are
syntactically ordered preceding the finite verb; the null hypothesis is that the
prosody matches the syntax. Another reason to favor (22a) is the behavior of such
clitics when the verb is clause-initial, as in (20a-c). If these clitics are hosted by any
word prosodically, it must be by the verb, perhaps by so-called stray adjunction. '

Another argument in favor of. (22b) is shown in (23), in which there is no
overt verb: "

(23) ka.mo Ml ti go
where-to lTtepar YouoAr.sc / yoursc itacc
'where (should) I (put) it for you?' [Elson (7993: I57))

In the case of (23), the only lexicai word is the wh-interuogative kamo. Once
there are three syllables worth of clitics, then the stress shifts off of the lexical
word and on to the third (monosyllabic) clitic from the end. This suggests that the
clitics in (21) are prosodically hosted by the preceding lexical wordne.

While the data in (20) and (23) suggest that clitics more naturally adjoin to a
preceding prosodic host, these data are inconclusive. Example (23) also looks like
stray adjunction, as in (20a-c). That is, when clitics have a lexical-word neighbor
on only one side, then they will be hosted prosodically by that word. What we
really need is an example like (21), but with at least three syllables worth of verbal
clitics between the two lexical words,like (24): 18

" Ar,d".ron (1996: 188-89) offers a different account for the unique properties of ne in
Macedonian, considering it a clitic which is positioned differently from the other clitics.
'' Ex. 19d in Franks (1989: 561) glosses this same example as 'Where did that thing of yours get to
on me?' (Elson 1993, incidentally, was apparently written unaware of Franks L989.) Both Elson and
Franks apparently got this example from Koneski 11957: 123/)1967: 163, which doesn't have
glosses, because it's written in Macedonian. This example, furthermore, does not appear in Lunt or
Garde (which would have glosses, at least in French in the latter case). We have added the word-
for-word glosses and part-of-speech labels, which shows the type-IV and -III interpretations of fl,
p-espectively.
'o Elson (1993:152-53) reports the following pair of examples; see §4.2 regarding (ii).

(i) ne SME mu go ZE.le (ii) resmemuGO ze.le
NEG are1.p1 himp61 ita66 tookpl
'We didn't take it from him.'

10



(24) NE sme mu go DA.le
NEG arel;,1 himp61 itas6 givenpl
'We didn't give it to him.'

This example shows that three intervening clitics fail to draw stress off of. ne,
which indicates that the bracketing n (22a) is correct, with the proviso that only
prosodic enclitics affect stress.

To summarize this subsection, Macedonian has clitics with four different
kinds of properties: li, in type I, is always prosodically enclitic and never initial,
but, unlike all other clitics, fails to affect stress. Like li, the definite article and
possessive clitics (types II and III) are non-initial (within a noun phrase) and
prosodically enclitic, but unlike li, always affect stress. Finally, the type-IV clitics
precede finite verbs and follow non-finite ones and are always hosted by the verb.

4.1.2 The Bulgarian Clitic-Prosody System

In this subsection we show the aspects of the Bulgarian clitic system that differ
form the corresponding Macedonian ones described in the preceding subsection.
In more than one aspect we simply note that the Bulgarian system is different,
without giving as detailed a description as we did of the-Macedonian system. We
defer instead to the very detailed account in Hauge 1976."

In Bulgarian, stress in largely unpredictable. That is, the location of stress (or
its pattem of assignment) is lexically encoded. Stress may fall on any syllable of a
word, and is usually unaffected by the addition of clitics. (A partial exception is
the definite article, which in some stress paradigms takes stress on itself:

(Stress notation modified; word-for-word glosses added; sentential gloss unchanged.) Elson says
clearly that the three clitics are hosted prosodically by ne. Our informants rejected example (i) ,

preferring instead the order in (50a). Elson (1993:157, n.1) glosses and attributes this and other
data in the article with the following acknowledgment: "Items cited for illustrative purposes or
their models, are from Lunt 1952: 2L-25, Koneski 1967:139-210, or Garde 1968.' lndeed, example
(ä)-the acceptability of which we don't dispute-appears in Garde 1968:37 and Lunt 1952:23.
The source of Elson's assumption, that the clitics are hosted by ne, seems to be Garde (1968: 36):

(ii0 * /NE-smemugo /ZELE- + - /NEsmemugözele- [sic.]
Garde's abstract notation implies that whereas on the left side of the arrow [= some sort of
underlying representation prior to application of ESD] the (all-caps) lexically accented stems ne

and zele, with the clitics hostedby ne, the right side of the arrow [= the combined underlying and
surface representations of the ESD form] has only ne with accent and everything hosted
prosodically by it, with actual stress indicated by the acute accent on gri. Elson (1993:152-53),
while arguing against much of Garde's proposal, appears to espouse the left-hand side of (iii),
assuming the right side of (iii) and the form in (i) to be attested. Our data on Mnsertion below (in
§4.2), specifically in (35a), show additional evidence that the clitics are hosted prosodically by the
verb. Still, Macedonian-and Baikan in general-being a very diverse dialectal situation, we leave
oBen the possibility that (iü) is attested for some speaker somewhere.
"Anderson (1996: 188) incorrectly characterizes the ordering of type-IV languages in Bulgarian
(and Macedonian) "follow gerunds, infinitives and imperatives." (i) neither Bulgarian nor
Macedonian has an infinitive; (ii) as both Hauge (1976:5) and Alexander (L994: 9) point out such
clitics precede non-initial imperative verbs as well in Bulgarian.



c,:5\ a. G[{AD

Q6\ a. PA.met

Q7\ a. SE.dem

clty'

memoty'

seven'

b. sra .dAT 'the cifv'

- 

J

b. Da.met.TA 'the memorv'

-
b. se.dem.TE 'the seven'

[= exx. in Elson (1976: 276))

The addition of other clitics does not shift stress.
Bulgarian has all four types described in the preceding subsection. Type I (li)

is used far more frequently than in Macedonian, as we discuss (in §5) below. Typ"
II has roughly the same distribution, with the stress peculiarity shown in (25)
through (27), while type III is far more frequently used in Bulgarian than in
Macedonian. Types I through III have the same prosodic properties in both
languageslull_§lrired to be non-initial (li, in the non-adjoined-to CP; types II
and III, in the NP).

Two major distinctions of Bulgarian we discuss below in separate
subsections: Type-IV clitics in Bulgarian are, tike ll is in both ianguages, required
to be non-initial in the clause (§4.4) and the negative element re idiosyncratically
stresses the foilowing constituent (§4.5), even a clitic. Both of these phenomena
drastically obscure the syntax and relatively simple prosody of li in Bulgarian.
Before Proceeding to those two phenomena, however, we return to two
distinctions in Macedonian.

4.2 Enlarged Stress Domain in Macedonian

We show in above (in §a.1.1) thatne in Macedonian is inherently accented (unlike
ne in Bulgarian; cf. §4.5 below). It is also possible, however, for ne and the
following verb to share a single PrWd stress; this possibility of stressing both
lexical words as one PrWd accounts for the acceptability of both (3a) and (3c)
above, and results in contrasts like (28):

(28) a. NE Ii SA.ka§ da A.dß? (Macedonian)
NEG Q want2.55 to go2.55

'Don't you really want to go?' (or'Do you really not want ... ?')

b. NE sa.ka§ li da O.di§? (Macedonian)
NEG want2.56 Q to go2.55

'Don't you want to go?'

In (28a) the speaker is sure of a confirmative answer; the ne is being questioned. In
(28b), however, the speaker is unsure whether you want to go or not; saka§ is
being questioned. In Bulgarian, only Ne iska§ li da otide§?-the order
corresponding to (28b)-is possible.

'o Cf. oth", works, however, which discuss interesting interactions of these non-initiality domains.
Halpern (1992/1995: 227-31), devotes an appendix to overlapping domains, citing Ewen (7979)
and Hauge (1976) with Bulgarian examples. Halpem discusses what happens when the leading
edge of a clause coincides with an NP's leading edge. He claims, contrary to our proposals here,
that type-Il and -III clitics must be peninitial in that NP, while type{ clitics must be clause-
peninitial. Halpern also discusses briefly the apparent ability of possessive (type-III) clitics to
appear out of their NP, within the cluster of type-IV clitics: Note also that within the nominal
expression the article precedes the possessive clitics, as the altemative form in (18) shows.
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This possibility of stressing two lexically accented words as a single Pr\\Id
has been called "enlarged stress domain" (Franks L987, also referred to as
"collocational stress" in Elson 1993 and "accentual units" in Alexander 1994), as

shown n (29) through (32). In the (a) examples each (underlined) lexical u,ord
receives the predictable stress (antepenult if at least trisyllabic; otherwise, initial).
Lit the (b) examples, however, the entire two-word domain receives a single PrWd
stress, on the antepenult. Aside from adjective + noury shown tn (29), the other
word pairs reported in the literature are preposition + noun, wh-intercogative +
verb, and negation + verb, shown in (30) through (32), respectively.^These four
environments are elaborated as well in Elson (1993) and Franks (1989)."

(29) a.

(30) a.

(31) a.

(32) a.

Without ESD

LB.va.ta NO.ga
left+the foot
'the left foot'

O,ko.lu TR.lo
near sheep-pen

KOJ RE.öe
whoyel,q said3.55

NIE mi go DA.le
NEG rrr€par it^cc $äv€p1
'they didn't give me it'

With ESD

b. le.va.TA no.ga
left+the foot
'the left foot'

b. o.ko.LU tr.lo
near sheep-pen

b. KOJ re.öe
whorvo,,,a said3.5.

b. ne mi GO da.le
NEG lr€par Ttdcc $avep1
'they didn't give me it'

Additionally, as (29) and (32) show, clitics can appear between the lexical words.
In (29) the definite article -fa is enclitic to the first word of the noun phrase; in (32)
the clitics mi and go are syntactically ord^ered before the finite verb. The
environment in (31) also allows medial clitics."

As we show above (at the end of §4.1.1), the verb is the prosodic host of the
clitics mu and go in (32a). We repeat example (24) as (33a), adding its ESD

" Th" ESD forms in (9b) and (10b) are now quite marked in Contemporary Standard Macedonian,
considered as either archaic or dialectal. We cite them just once, nonetheless to report the extent of
ESD in the language. Alexander (1994:1L) also lists the following ESD example. Cf. Lunt (1952:24-
25) for further discussion.

(i) dobre TE naidov
well you(acc) found(1.sg)
'Welcome!' (literally:'I found you well')

Alexander (and we) cannot explain this ESD form, a fixed expression, in syntactic terms.
- Two peculiarities of ESD occur when the latter lexical stem is monosyllabic The first-which
Franks (1989) ca1ls the "monosyllabic-head effect"-prevents the stress from preceding the
beginning of the second stem by more than one syllable, as shown in (i):

(i) ne sum mu GO d 'I didn't take it from him.' [Lunt (1952: 23)]
NEG am him it took (cf. *ne sum MU go al)

(i0 ne Bl dal or NE bi dal '(He) should not have given ....'
NEG should gave NEG should gave [= ex. 18a in Franks (i989: 559)]

The second peculiarity is an exception to Franks's monosyllabic-head effect just in case the entire
ESDomain consists of exactly three syllables, as shown in (ii). Examples (i) and (ii) also have one
non-ESD variant each: §[ sum mu go ZEL NE bi DAL Kepeski and Pogaönik (1968) provide an
opportune pair. similar to (ii): doBAR den 'good dav'. DObra nol( 'sood nieht'.
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counterpart in (33b). The bracketings in (34a-b) represent the prosodic
organizations of (32a-b). We avoid the debate in the ESD literafure about whether
one of the two lexical words becomes a clitic.

Without ESD
(33) a. NE sme mu so DA.le

- 

v

NEG äfe1.p1 hirnpgl itoc. gavepl
'We didn't give it to him.'

(34) a. I NE ] lsme mugo DA.le l

(35) a. NE li sme mu go DA.le
NEG O äre1.p1 himpal ito.. gav€p1

(36) b. *NE sme mu go li DA.le
'Didn't we give it to him?'

With ESD

b. ne sme mu GO d.a.le

b. Ine sme mu GO da.le ]

b. *ne sme mu GO Il da.le

b. ne sme mu GO da.Le li

In addition to the three-syllables-worth-of-clitics test in (24), the bracketing
in (34a) can be tested by turning the clause into a yes/no question using li, as
shown in (35) and (36): ^

The grammatical positions of ll, depending on whether there is ESD, are in (35a)
and (36b). There are three plausible hypotheses about the placement of li worth
considering-assuming a prosodic-inversion account such as Halpern's
(1992 / 1995)-shown in (37a-c):

(37) a. Hypothesis A: Il follows first PrWd stress [Wackernagell992l.
b. Hypothesis B: li follows first PrWd domairu

assuming the structure in (22b) above: INE rurgo ] [ DA.le ].
c. Hypothesis C: Il follows first PrWd domain,

assuming the structure in (22a) above: tNE I lmi go DA.le l.

Hypothesis A predicts that Il will appear at the first avaiiable slmtactic boundary
foliowing the first word stress; it correctly predicts the form in (35a), but
incorrectly predicts (35b). Hypothesis B correctly predicts the form in (36b), but
incorrectiy predicts (36a). Hypothesis C is the only one to correctly predict both of
the attested forms: (35a) and (36b). The clitic li, therefore, corroborates the
correctness of our analysis above tn (22a), as shown first by the datum in (33a).

(38) a. ne sum ti go DA.la li? (Macedonian, with ESD)
NEG äffrr.sc youoer.sc it^.. givenr.sc Q

b. ne li sum ti go DA.la? (Macedoniary without ESD)

c. ne SAM ti ti go DA.la? (Bulgarian)

'Haven't I given it to you?'

* W. dir.r, s neli vs ne li tnfn. 1 above. Cf. also the following ungrarnmatical forms:

(i) NE rnigo DA.le Ii (ü) "nelimi GO dale

in (i) ll follows two stresses, while in (ii) l, follows no stresses-both illicit inversion.
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The only order allowed in Bulgarian is shown in (38c).
A similar example, from a folk songr is (39), in which the speaker believes the

addressee should be ashamed.

(39) NE li ti TE.be SRA.mo.ta? (Macedonian)
NEG Q yoüpar.sc yonpar.sc ashamed
'Aren't you ashamed?' [from Acana mlado neaestol

The corresponding Bulgarian question, Ne te li e sram? , must place li after te, not
right after ne (for reasons we present in §4.5 below). This example does not have
to do with ESD, since no such option exists here (i.e., no verb after ne + clitics).

In (31b) above we show that ESD can take place between an initial wh-
interrogative stem and the verb. As (the title of) Rudin 1992 shows for Bulgarian,
li can appear inwh-interrogative clauses as well, lending an emphatic'on earth'or
'the hell' meaning to the question. This is true as well for Macedonian. It should
thus be possible for li to appear in a clause like (31b). Lrdeed, we've found only
the following example, in (40a):

(40) a. Koj li ke bide toj?
who a MOD isr.rc thaty.sc/he

b" KOI li Ke BI.de TAI
'Who on earth would that/hebe?'

(Macedonian)

In light of the widely accepted model that wh-interrogatives like koj'who' are in
SpecCP and Il is in C, which we adopt here, then it should follow that there
cannot be an ESD counterpart of this example (i.e., *Koi Ke bide li toj?), since li
already follows some stressed constituent,koj, at S-structure. Whereas ne + verb
constructions (with intervening clitics) have both ESD and non-ESD variants
(with ll ordered accordingly), u:h + verb constructions are attested in only this
example in Englund's ll corpus of Mac, which our informants pronounced only
without ESD.'*

As Elson (1993: L58, n. 4) points out, while all other ESD pairs n (29) through
(32) constitute a syntactic constituent of some sort, wh + verb seems not to be a
constituent. That problem aside, there is a functional problem: If wh + verb ESD
means de-emphasis of some sort on t}rte ath element, artd wh + Ii represents
emphasis on the rph element, then imposing the non-ESD onto such a clause de-
emphasizes the wh eLement, contrary to /i's purpose in a wh clause. The
hypothetical ESD version should be bizarre because question words are always
focused and the remainder of the zuh question clause is presupposed (i.e., What did
you see? presupposes that you saw something; Who is he? presupposes that he i's
someone). This is the focus-presupposition structure characteristic of the XP-li
construction in (10); it would be pragmatically weird at best to have a arh question
with VJi structure in (11)!

To summarize this subsection, we have shown that a stress domain in
Macedonian is enlarged, allowing certain pairs of lexically accented words, along
with any clitics between them, to be stressed as one PrWd. The addition of ll to

'n O.," informant rejected this example, but appears to reject a\lwh + li questions.
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ESD and non-ESD environments disproves one aspect of the now famous
Wackernagel's Law (Wackernagel t892), which describes peninitial clisis as

following the first stress peak. In fact, as these data show, such clitics follow the
first stress domain, passing up the chance to follow immediately after the stress.
We also discuss the interaction of li in w h questions with ESD. This unique
phenomenon in Macedonian also explains one constituent order difference with
Bulgarian.

4.3 Optional Auxiliary-Accent in Macedonian

Ciitic forms of be'in Macedonian appear to be accented, at least in some contexts,
while the corresponding forms in Bulgarian are obligatorily stressed alter ne (cf..

§4.5 below) and obligatorily unstressed elsewhere.
Englund (1977:1L1) reports example (41a), quoting Zivko Öingo's Pasl«telija,

without stress in the standard orthography, but with fl alone not in italics. We
have merely transliterated the example:

(41) a. - Si li ti ölen na mladinata?
är€2.56 Q youror.56 rrr€filb€r of youth+the

b. SI Ii TI ÖI.EU na mLa.Dl.na.ta

'Are you a member of the youth/young-people?'

(Macedonian)

(Macedonian)

(Note again, as in (19) above, that ti here is the lexically accented Notr,t-case form,
homonymous with the unaccented oar clitic.) Responses varied when we elicited
stress from informants: Those who did accept (41a) without comment invariably
stressed it as shown in (a1b). This is predicted if one assumes thatli must follow
the first stressed word in structures without a focused XP in SpecCP, as shown in
the tree in (10).25

This example is especially interesting in light of the head-movement account
we adopt (in §3) above. It shows what happens when the tensed verb is a clitic
auxiliary, which moves to C (in order to check ll's focus feature) and there is no
other verbal stem to host /1. For those speakers who accept (41), the best means of
keep,ing li from being initial seems to be a last-resort strategy of stressing the clitic
auxurary.

Those who rejected this order suggested (aZa-b) instead:

(42) a. DA.li si ÖLEN namla.DI.rta.ta

b. TI lisi ÖLEN na rnla.Dl.na.ta

(Macedonian)

(Macedonian)

Using ll's stressed allomorphdali, in (41c), is discussed (in §5) below.

'u Th" stress on fl in (41b) is not very pronounced phoneticaily. Some authors (cf. Hauge 1975) list
NOM-case prononns as separate PrWds but don't mark stress on them. Lunt (1952) doesn't
lr_owever indicate word stress on such pronouns.
26 E*u*ples similar to the preceding Iriacedonian ones are also attested in Bulgarian .Hauge (1976:
2-3) lists examples in which clitic forms of bd are stressed, accounting for most of these by either
ellipsis or displacement of the would-be host of the clitic, leaving it stranded in clause-final
position. Hauge has no explanation, however, for one example with prosodic and syntactic
structure and word order seemingly identical to that of (41).
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It is not clear, however, what the structure of (41d) is. Two possible S-

structures-prior to any prosodic inversion-are shown in (43a-c):

(43) a. lcn [sp""cp ti ] [c L ] [rp h sl ] . ..lpp na mla.di.na.talpp lp ]cp
b. [cp [c L ] [rr lspecrp ti ] ft sl I ... lpp ra mla.di.na.ta]pp lp lcp

In (43a) fi is focused (i.e., moved to SpecCP), as diagrammed arboreally in (10)

above. This strucfure does not require prosodic inversion and merely stresses the
correct syllable in each PrWd, as shown in (42b). The structure in (43b) shows fi in
SpecIP. This structure merely requires /i to invert past the first stressed word, ti, in
oid"r to keep ll prosodicaliy enctitic to some wbrd in this clause." The choice
between the structures in (a3a-b) might be distinguished phonetically by differing
accenfuation on fl. We have not conducted such tests and merely present both.

Interestingly, Macedonian has lexically accented 'be' forms, as does
Bulgarian. These prosodically heavy forms, formed from the stem /bid-/ (/W-/
in Bulgarian). These accented stems, as is apparent from Kramer 1993, are used
only as auxiliaries, never as copulas.'o Korubn (1974: 24748) also points this
disiinction, supplying additional examples corresponding to (a1) and (42)." Thus,
these accented stems are not available as ways of making these clitics accented.

Before leaving the issue of copula-stressing, we have one example which
appears to involve the interaction of copula-stressing and ESD (cf. in §4.2 above):

(44) a. . . ., ama ne e li toa otaoren [" . .] ?

but NEG isr.rc a itrsc/sher" closed
' ..., but isn't it/ she closed 1...f?'

b. ama I{E e li TO.a OT:oo.ren

All our informants accepted (44a), a transliteration of Englund's example (1977:
115, quoting Ta§ko Georgievski's Zmiski oetar), each of them supplying the
stresses in (44b), which is, at first glance, problematic for the syntactic and
prosodic-inversion accounts we adopt here. The problem is that if ne is inherently
accented, then it should bear stress, with e encliticizing to it prosodically.
Generally speaking, when li prosodically inverts, it appears between the first
stressed word and any of its enclitics. This pattern would result in the order *ama

ne li e... We suggest instead that ESD, between ne and the now-accented e,maybe
involved. If so, then li inverts to the attested place, after ne.

" Th" following sfructure might also be the $structure of (42b):

(i) lcp [c It ] hr h s, I ... ti ... [pp na mla.di.na ta)pp ]rp lcp
In such a structure ll would have to invert prosodically past the first stressed word, fl, resulting in
the form *siTI li ÖLEN na mla.Dl.na.fa; this leaves si in clause initial position. ln our discussion of
Macedonian type-IV clitics above in §4.L.1-cf. especially exx. (20), (21), (23), and surrounding
discussion and footnotes-we show that type-IV clitics can be initial only if proclitic to a (lexically
accented) finite verb form. When no such finite-verb host appears in the clause, as in (23), then
these clitics appear to be enclitic to the first PrWd. If this is the case, then the structure in (i) is still
p.lausible; si inverts as well.

," Hauge (1976: 1,6, 3ru) makes explicit the auxiliary/copula distinction in Bulgarian.
-' Korubin (1974:zaQ also shows that auxiliary clitics lack third-person fonns.

L
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To summarize this subsection, we have shown that clitic copulas can be
accented under conditions that are still not clear to us. We also show one potential
interaction of this phenomenon with ESD. In future work we hope to pursue the
conditions under which such forms are possible, as well as how (if at all) their
Bulgarian counterparts differ.

4.4 lnversion of Verbal Clitics in Bulgarian

Macedonian type-IV clitics precede the verb only when it finite (and are both
prosodically and syntactically proclitic to it). Bulgarian type-IV clitics are also
essentially syntactically proclitic to the verb. Un1ike those of Macedonian,
however, clitic pronominals and auxiliaries (not all rype-IV clitics!) are restricted
from being clause initial. In addition to Ii in both languages, type-tV clitics in
Bulgarian are prohibited from being initial.3oIf no accenied word-appears in front
of these ciitics, prosodic inversion takes place (following Halpem L992/1995). The
effect of this process is clearly seen in the difference between the non-ll examples
in (45) through (48), as well as in the ll questions in (1) and (2) above.

(45)

(46) a.

b.

C.

(Macedonian)

(Bulgarian)

(Bulgarian)

(47) ti ja DA.dov.

louoor.sc 
itacc gäv€1.s5

'I gave it to you.'
(48) a. DA.dox ti ja

8äV€1.56 YOupAr.sG itacc
'I gave it to yort.'

b' 
f""SrrrArsc'i*,ffi'I gave it to you.'

c. "ti ia DA.dox

(Bulgarian)

(Macedonian)

(Bulgarian)

(Bulgarian)

(Bulgarian)

'o Unlik" If (in both languages), Bulgarian type-IV clitics must be non-initial in a slightly different
domain. As we show in §4.1. above, Ii inverts if no other element dominated by CP appears in front
of li. That is, adjuncts to CP do not cqunt. Bulgarian type-IV clitics, however, can make use of
adjuncts to CP, coordinating conjunctions and other material not dominated by the CP node. As
Hauge (1976: 5) points out, however, type-IV clitics in Bulgarian are also prohibited from
following a clause-internal pause. Thus, it seems that the crucial non-initiality domain for these is
some sort of phonological phrase.

me BO.li Ij.vo.fo
frl€acc hurtS3.sc ear+the
'My ear hurts.'
bo.LI me u.XO.fo
hurts3.sc rrteacc ear+the
'My ear hurts.'
u.XO.fo me bo.LI
ear+the frl€acc hurts3.sc
'My ear hurts.'
*me bo.LI u.XO.fo
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Clitic inversion is relevant to the syntax of /l questions because such clitics raise to
C along with the verb. We assume (following Rudin 1996) that clitics are
functional heads which incorporate V. In Macedonian, Ii is straightforwardly
suffixed to the verbal complex (i.e., the complex prosodic word consisting of the
verb and its preceding type-IV clitics), as in (49); see also (1), (3) and (5) above.

(49) a. I Si NAI.de J li PA.ri.te
them ACc found3.sc a money+the

'Did he find the money?'

b. I ste go GLE.da.le I li 9.toj FILM
arte, 2 py itacc S€€ftp1 a thisu.sc film

'Flave you seen this film?'

(Macedonian)

(Macedonian)

In (49b), for example, the verbal complex is ste go gledale. Right adjunction of the
verb to ll results in the S-structure string li + ste go gledale in C; prosodic inversion
then produces the surface order.

In Bulgarian, exactly the same process occurs if a topic phrase (or any other
material not belonging to a preceding clause) precedes C. In (50), the verb
complex ste go gledali can appear pre-verbally

(50) VI.e t ste go GLE.da.li ] TO.zi FILM
Yourv oM.pL dt82.p1- itocc Seeflpl thisy 55 film
'You seen this film.'

(Bulgarian)

However, when no topic or other material precedes C, rendering the complex
verb sentence-initial, then clitic inversion is required to provide a prosodic host
for the clitics. In (S1b)-the Bulgarian counterpart of (49a)-the verbal complex sfe
go gledali is adjoined to C, resulting in the string li + ste go gledali. Simple prosodic
inversion of Il here would produce a sentence with initial clitics, which is not
possible in Bulgarian. Clitic inversion is required, resulting in the surface order
gledali ste go.In both Bulgarian and Macedonian, when a complex V raises, ll
cliticizes to the first stressed element of the V; that is, prosodic inversion of Il is to
the end of the first stressed phonological word to its right. Lr the examples in (49)
the only stressed element is the verb, so li follows it, in both languages; the result
for Bulgarian is (51):

(51) a" na.ME.ri li gi?
found3.sc a them Acc
'Did he find them?'

b. GLE.da.li li ste go?

Se€flp1 a dt€2.p1 itocc
'Have you seen it?'

(Bulgarian)

(Bulgarian)

In constructions which involve a stressed auxiliary instead of clitic forms of 'be',li
follows the auxiliary. These auxiliaries include ima-'have' in Macedonian, the
past tense forms of the'be'auxiliary in Bulgarian, and the negative-future particle
nema- / njarna-' worr' t' i
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(52) a. I.ma li DO.T.de.no l*j NAS?

lur, r. O come to us
'Has (s)he been to our plac e?'bffi*uffi
'Had she arrived?'

(Macedonian)

(Bulgarian)

(53) a. ry U da VR.ne?
won'ts.sc a to rain3.s5

b. §IA* li da va.LI?
won'ts.sc a to rain3.56
'Isn't it going to rain?'

(Macedonian)

(Bulgarian)

As we mention at the beginning of this subsection, not all type-IV clitics in
Bulgarian are restricted from being clause-initial. In both languages the future
particle Ke/§te is an unstressable clitic, but in Bulgarian it differs from the other
fFpe-tV clitics in being able to begin a sentence; this then shields the other (nonJl)
clitics from being clause-initial:

(54) a. ke go ZA.vr.§at li
MOD itacc finish 3.pL O

b. §te go SVAR.SaI li
yO, it^c. finish 3 pL a
'Will they finish 7t?'

(Macedonian)

(Bulgarian)

On the other hand, the conditional stem /!!-/ is lexically stressed in Bulgarian but
not in Macedonian,leading to the contrast shown above in (5) and (6). Whereas bl
appears clause-initially in both (5a) and (6b), this element is distinct in the two
languages. The irrealis element in Bulgarian is conjugated, showing person- and
number-agreement and each form is stressed; the form bl in (6b) is the 3.sG
(homophonous with the 2.sc) form (cf. Hauge 7976:36). In Macedonianbi is an
invariant clitic, behaving like any other type-IV clitic in that language.

To summarize this subsection, we have shown that Bulgarian, unlike
Macedonian, has a non-initiality requirement on its clitic pronominals and
auxiliaries (a subgroup of fype IV). The modal ke isnot, however, subject to non-
initiality, and the conditional stem /bi-/ is not a clitic at all. These differences
cause many ciitic sequences to differ between the languages.

4.5 Negative Stress Shift

The second prosodic peculiarity of Bulgarian we will discuss has to do with the
unique properties of the negative particle ne.In Bulgarian ne carries an inherent
stress, which is realized on the following syntactic constituent, even if that
following constituent happens to be a normally-unstressable clitic (see Halpem
1992/1995, Scatton 1984). The relevance of this fact for ll questions should be clear
at this point, given the role of stress in determining the position of Ii. (Izvorski
1994; Izvorski, Ki.g, and Rudin 1996; King 1993 /t994/1995; Rudin 1990-9L,1992,
1993a,1993b,1996; Rudin, King, and Izvorski 1995; and Rudin and Kramer 1994
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have recognized this.) Since ll cliticizes to the first stressed element of the verb
word, li in Bulgarian is automatically placed after the constituent immediately
following ne.ln Macedonian, however, ne does not induce stress on the following
word, and thus doesn't influence the placement of li. So, when li cllticizes to the
first stressed element of the verb word (as in Bulgarian), the result is different: It
ends up encliticized to the verb (in ESDs) or to ne, since the clitics are not stressed.

We have already seen examples of this in (3) and (4) above; another set is
given in (55):

(55) a. ne mu GO da.de li
NEG himp^, itacc gäve3.55 a

b. ne MU li go da.DE

)t" 
himpal a itacc gäve3.55

'Did,n't (s)he give it to him?'

(Macedonian, with ESD)

(Bulgarian)

In (55b) mu is stressed in Bulgarian, as is go in (4b), because of the preceding ne,
and /i therefore must follow them. This does not happen in Macedonian."' If no
type-IV clitic is present, then the Bulgarian order is ne + verb + /1, which appears
like Macedonian ESD, but is instead the result of ne not having stress and
(vacuously) stressing the following accented verb stem.

Thus, constructions with /l and ne are complicated by two independent
phenomena, causing Bulgarian and Macedonian to diverge markedly. ESD causes
Macedonian ll to appear after the second inherently accented word, while
negative stress shift causes Bulgarian Il to follow up to one clitic alter ne.

To summarize this section, then:
. The two languages differ significantly in their word prosody.

Macedonian has antepenultimate word stress, while Bulgarian has
Iexically-encoded stress location (§4. 1).

. Macedonian allows certain two-word combinations, causing /i to follow
what appears to be two words in that language (§4.2).

' Macedonian also apparently allows certain copulas to be stressed,
likewise affecting the position of li §4.3).. Bulgarian requires clitic auxiliaries and pronominals to be non-initial in
the clause. Additionally, the conditional head in Bulgarian, unlike in
Macedonian, is not a clitic. This does not affect the placement of Il as
such, but greatly confuses comparisons with Macedonian (§ .a).

. Bulgarian ne, the Neg head, has a special property of stressing the
following eiement. Thus, when ne follows /i at the beginning of the S-
structure order, li must invert prosodically past not just ne but the
following, stressed element as well (§4.5).

These prosodic differences cause Macedonian and Bulgarian to appear very
divergent in their placement of li. In fact, the syntactic structure of the two
languages, as shown in the preceding section, is quite uniform.

31 
Englund (1977:lL2),quoting Jovan Bo§kovski's lzbor, d.oeslist the following example: "Ne ti li se

öini deka pticana kako da ni potskaZuva za zaludnosta na ova naSe metkanje po ulicive?" All of
our informants rejected this order, putting Ii instead after ne (non-ESD) or after the verb (ESD). '
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5. Usage

Macedonian yes/no questions differ from those of Bulgarian in another way as

well, this timä not prosodic, but pragmatic.3'Uniike in Bulgarian, Macedonian lf is
optional; it alternates apparently rather freely withA as well as with the non-clitic
yeslno-interrogative complementizer dali. Englund (1977) reports that in her
literary corpus 60 percent of all yes/no questions in Bulgarian contained ll, the
remainder mostly formed with other question words, such as nali 'isn't it'. In
Macedonian, only 30 percent of yes/no questions had Ii, and 44 percent (almost
half!) had no question word; cf. Friedmanl99l:286-287 and Kramer 1986: 130-50.

This difference in the usage of /i is borne out by a survey of questions in
Kramer 1985, a phrase book of Macedonian. Out of 101 questions that would take
ll in Bulgariarr, 52 have \i,29 have dali, and 20 have no overt question word. The
three types of questions are apparently synonymous; when visiting the auto
mechanic, for example, the tourist is advised to ask the three questions in (56):

(56) a. Imate maslo za avtomobil?
have2.p1 oil for autornobile
'Do you have oil for cars?'

b. Imate ti auspuh?
have2 p1 O muffler
'Do you have a muffler?'

c. Dali imate svekicki?
a have spark-glugs
'Do you have spark plugs?'

g (Macedonian)

li (Macedonian)

dali (Macedonian)

Oniy the second of these corresponds to a normal question in Bulgarian; a

question formed with intonation alone, iike (56a) is marginal if possible at all in
Bulgarian, while dalitn a main clause signals a rhetorical question in Bulgarian: 'I
wonder if you mighi have spark plugs.'

The optionality of li does not bear directly on the slmtax of ll questions, but
does affect judgments. Speakers may reject an example with /l not because the
syntax is wrong, but because they prefer dali or A. The reasons for this may be
pragmatic or simply personal preference. One speaker we consulted, an 18-year-
old woman, showed an especially strong preference for A questions, accepting
questions with li only reluctantly. However, when forced to use lf she had very
clear intuitions about where in the sentence it could and cou1d. not go. Another
speaker frequently commented that an intonation question would be more usual
in everyday speech than one with li. This preference certainly leads to a difference
in usage and the frequency of ll questions in the Bulgarian and Macedonian, but it
does not seem to be connected to any difference in the syrtax of ll itself.

6. Conclusion

Our analysis captures both the essential similarity between the grammars of two
closely related ianguages, and the striking differences between them. As one

32 
Restan 1972 also discusses differences in /l usage between the two languages.
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might expect, the "deeper" syntax of the two languages is identical; the
differences are due to the interaction of the syntax of /l questions with a series of
relatively "superficial" factors: differing prosodic constraints on clitics,
idiosyncratic differences in the stress properties of particular lexical items, and
differences in usage. This satisfying result underlines once again the utility of a
parametric approach to the grammars of related languages.
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Weakening, Strengthening, and Nasalization;
the things that happen to consonants in morphological environments'

Janet Grij zenhout, Utrecht University

I f ntroduction

In this paper I wili present a phonological account of consonant alternations that
are triggered by morphosyntactic or lexical environments. These alternations
involve gradient changes in the degree of oral aperture or in the degree of
sonority and cannot be explained by referring to the phonological environment.
In some cases, these processes not only affect the degree of oral aperture or the
degree of sonority, but also the place of articulation. The aim of this paper is
twofold. First, I will attempt to provide a unified autosegmental account of
morphosyntactically conditioned gradient changes in the manner of articulation
and in sonority. The second aim is to provide a phonological account for the
interaction between manner of articulation and place of articulation.

Consonant alternations that affect the manner of articulation invoive
changes along the scale in (1) below:

(l) Changes in the manner of articulation:

Rightward changes are commonly referred to as 'weakening' or 'lenition' and
occur, for instance, in Finnish, Irish, and Welsh. Changes in the reverse
direction are known as 'strengthening' or 'fortition' and are found in West-
Atlantic Fula, and Amerindian Southern Paiute.

Consonant alternations that affect the degree of sonority involve changes
aiong the scales in (2):

(2) Changes in the degree of sonority:
a. voiceless obstruent ---> voiced obstruent --,> nasal sonorant
b. voiceless obstruent ---> prenasal obstruent
c. voiceless obstruent ---) nasal sonorant

In Irish, altemations between voiceless and voiced obstruents occur in the same
morphological environments in which voiced stops alternate with nasal stops. In
Southern Paiute, we find that voiceless stops alternate with prenasal stops in
certain grammatical environments and in Welsh, voiceless aspirated stops
alternate with voiceless nasals, while unaspirated stops aiternate with voiced
nasals.
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In sections 1.1 to 1.3 I will present some examples of consonant
weakenings, consonant strengthenings, and consonant nasalizations,
respectively. The theoretical framework that I will adopt is introduced in section
2. Section 2.1 provides an analysis of consonant weakening processes in Finnish
and Irish in this framework and section 2.1.1 is devoted to two types of
consonant weakening processes in Welsh. Sections 2.2, and 2.3 provide an
analysis of consonant strengthenings and consonant nasalizations, respectiveiy.
In section 3 I discuss some anomalies concerning the place of articulation and I
will argue in favour of Rice's (1996) modei of underspecification of place
features to expiain these anomalies. Section 4 concludes.

1.1 Consonant weakening

In Finnish, a phonetically long oral stop is realised as a phonetically short oral
stop in the same morphological environment in which an underlying shorl stop
is realised as an approximant. This process is commonly referred to as

'consonant gradation'. The examples below are from Kiparsky (1992),Skousen
(1972), and Vainikka (1988). According to Vainikka (1988), [D] represents a

coronal sonorant continuant:

The chain-like changes from a phonetically long stop to a short stop and from a

short stop to a continuant usually occur after a vowel or sonorant consonant in
the onset of a closed syllable. However, there are some suffixes that ciose a

syllable and do not trigger a change in the onset stop:

(3)a-

b.

(1) a.

b.

(5) a.

b.

(6) a

b.

(7) a-

b.

prlppu
piipun

tapa
tavan

hattu
hatun

katu
kadun

käte
kätensä

pp-[p.]
p:tpl

p -[p]
v -[w]

tt : [t,]
t -[t]

t -[t]
d -[D]

'pip.'(nom)
'pipe'(gen)

'custom'(nom)
'custom' (g.rr)

'hat'(nom)
'hat'(gen)

'street' (nom)
'street' (gen)

'hand'
'his hand'

t
t

-[
-[

rl
tl
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From this we may infer that consonant gradation is not conditioned by the
phonologicai environment, but by the morphological environment. The
phonological context does not play a role in the gradation process and need not
be specified in our account of these alternations. The changes depicted in (3b,
4b, 5b,6b) occur in exactly the same morphological context and constitute one

phonological process. The change from a phonetically long stop to a short stop
and from a short stop to an approximant in the same environment is difficuit to
express in a feature geometric model, because there is no unified set of features
r,vhich accounts for it. In section 2.1 I will show how a theory which employs so-

called 'aperture positions' (which are defined in terms of degrees of oral
aperture) enables us to express Finnish consonant gradation as one process.

Another example of a consonant weakening process can be found in
Modern Irish. In this language, a word which is pronounced with a short stop in
isolation is realised with a fricative after certain function words or to mark a

syntactic property (e.g. to indicate the past tense of a verb). In the same

environments, a word with an initial labial fricative is realised without an initiai
consonant. The examples below are from Ni Chiosäin (1991):

(B) a-

b.

(9) a-

b.

(10)a

b

p -[p]
ph:[fl

f :[f]
fh:@

The change from an underlying stop to a fricative in an environment that cannot
be described in phonological terms is also attested in native American Southern
Paiute. In this language, certain lexical items trigger a mutation in a consonant-
initial suffix. In the examples below from Sapir (1930) the suffix -pi is realised
with an initial fricative after the lexical items sappi'be\ly' and avi 'shade' (other
lexical items may induce other changes, see sections I.2 and 1.3 below).
Whether the fricative that results from this spirantization process is voiceless or
voiced depends on the preceding vowel. Fricatives are voiceless after voiceless
vowels (indicated below by small caps) and voiced after voiced vowels:

pärpöar
mo phäipöar

fata
mo fhata

'a paper'

'my paperr

'a potato'
'my potato'

'belly' (absolutive)

'shade' (ubsolutive)
sappr + pi---> sapptQi

The fact that spirantization of stops is not triggered by u preceding vowel in
Southern Paiute, but by other non-phonological conditions can be illustrated by
the following quotation. According to Press (1979:2$: 'a few postpositions in
Southern Paiute vary their initial consonant according to whether the noun to
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which they are attached is animate or not, regardless of the "phonological shape"
of the stem'.

Stop-fricative alternations are frequently found in intervocalic positions. In
Spanish, for instance, the voiced stops h, d, gl are realised as the corresponding
voiced fricatives [F, ö, r] in between two sonorants, and in certain diaiects of
American English the voiced stop ld/ is realised as the flap [r] in intervocalic
position. In Finnish, Irish, and Southern Paiute, however, the respective
consonant changes cannot be attributed to surrounding sounds (although this
was the case historically in Irish). I will account for these morphosyntactically
or lexically conditioned weakening phenomena in a uniform way in section 2.1.

1.2 Consonant strengthening

The reverse of consonant weakening, i.e. consonant strengthening, is also
attested, although gradient changes to sounds which are one degree more
constricted are hard to find. There no changes from zero to continuant which are

not triggered by the phonological environment. This is probably due to the
following facts. First, onsetless syllables are rare cross-linguistically as well as

within one language. Inserting a continuant at the left edge of the word where, in
most instances, there is an underlying onset consonant already would
consequently not be a very effective way of marking a morphological process.
Second, to insert a continuarfi at the right edge of a word goes against the
general tendency in languages to end a syllable by either a vowel or a non-
continuant (i.e. an oral or nasal stop). Considering these facts, it is not surprising
that we do not find the option of using an inserted continuant as a morphological
or lexical marker in languages.

In contrast, the change from no underlying consonant to the presence of a
continuant is frequently found in phonological contexts. In Dutch, for example,
an approximant is inserted between two vowels (of which the first one
determines the place of articulation of the approximant):

(11)a.
b.

piano
theater

piUlano
theft ]ater

c. Inuit
d. boa

Inu[w]it
bo[*]a

The change from a continuant to a short plosive is found in morphological
environments in West-Atlantic Fula (Arnott 1970, Paradis 1992).The stem baat
'needle' does not change its initial consonant in noun class 3, while weer'host'
appears with initial b in that class andfow'hyena' is realised with initial p:
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(12) 'needle' (diminutive sg.)

'host' (diminutive sg.)

'hyena' (diminutive sg.)

tpen'

'their pen'

tmant

'with the man'

tcowt

'eight cows'

In Southern Paiute, some iexical items cause a suffix-initial short stop to
lengthen:

'horn' (absolutive)

The examples given in this section illustrate non-gradient leftward changes
along the scale in (1) above. I will now tum to examples of changes along the
scales in (2a-c).

1.3 Consonant nasalization

Irish has a morphological process know as 'initial nasalization' by which
voiceless obstruents become voiced and voiced stops become nasal stops (there
are no underlying voiced fricatives in Irish). The data below are from Ni
Chiosäin (1991):

(1a)a.
b.

( 15) a.

b.

peann

a bpeann

bö

ochr mb6

p -[p']
bp-[b']

b -[b]
mb:Im]

fear f -[f]
leis an bhfear bhf=[r']

(16)a.
b.

Another nasalization process is found in Amerindian Southern Paiute. In this
language, a lexical item may trigger prenasalization in a stop-initial suffix:

(17) ago +pi ---> agompi 'tongue'(absolutive)

There are no underlying oral voiced stops or prenasal stops in Southern Paiute. I
know of no language in which voiceless stops alternate with prenasal stops in
the same morphological context where prenasal stops alternate with nasals. The
analysis that I will present in section 2.3 below predicts a system in which such

chain-like changes occur. The reason why a language to illustrate this system is
difficult to find may be due to two facts. First, languages with underlying
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prenasal stops are rare and, second, languages which utilise consonant
nasalization as a morphosyntactic process are rare. Together, the two facts
explain why we do not find languages in which voiceless stops turn into
prenasal stops in the same context in which underlying prenasal stops turn into
nasals.

In Welsh, voiceless aspirated stops are realised as voiceless nasals in the
same environment in which voiceless unaspirated stops are realised as plain
nasal stops (Ball and Müller 1992):

(18)a.

b.

(1e)a.

b.

cath

fy ,rghath

Fe'm gwelodd Wyn
Roedd Wyn yn fy rrgweld

'catt

'my cat'

'Wyn saw me'

'Wyn was seeing me'

c -;khl
ngh:tul

s -[k]
ns -[u]

The examples presented in this section differ from the phonological
phenomenon lcnown as 'nasal harmony' in that there is no overt phonological
trigger like a nasal consonant or nasal vowel. In most instances, the degree of
sonority is increased by lowering of the velum for part of the segment's duration
(Southern Paiute) or for the entire duration of the segment (Welsh). Irish
displays a chain-wise increase of sonority bV (i) voicing voiceless segments and
(ii) nasalizing segments which are voiced underlyingly. In section 2.3 I will
propose that the processes illustrated in this section always involve the addition
of the feature 'Sonorant Voicing' (see Rice 1993).

2 Alternations in manner of articulation and autosegmental phonology

The consonant alternations presented in sections 1.1 and 1.2 invoive changes in
the manner of articulation. In autosegmental phonology, the so-called 'manner
tbatures' include [continuant] and [approximant]. These features pose a number
of problems for phonological theory.

First, McCarthy (i988), among others, observes that the feature

fapproximant] does not participate in autosegmental processes like spreading or
delinking. Incorporating the feature [approximant] into the root node explains
why this feature cannot spread or delink on its own. Wetzels (i991) observes
that we seldom find that the feature [+continuant] spreads from a fricative to a
following stop as in the hypothetical case aspa --> asfa, or is given up when
adjacent to another continuant, as in afsa --> apsa. Given the theory of
autosegmental phonology in which spreading and delinking of features are the

basic operations on segmental representations, the behaviour of the feature
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fcontinuant] is unexpected. A possible solution to this problem may be to
incorporate this feature in the root node together with the feature [approximant],
but this poses other problems , e.E.for the representation of affricates.

Second, Steriade (1993) observes that in a theoretical model which
assumes the features fcontinuant] and [approximant] there is no explanation for
the fact that complex segments like pre- and postnasals involve plosives (stops
and affricates), rather than continuants (fricatives and approximants).

Third, consonant weakening processes may involve phonetically long
plosives which are shortened in the same context in which short plosives are

spirantised (Finnish), or short plosives which are spirantised in the same

environment in which fricatives are deleted (Irish) and such chain-like changes

are difficult to express in a theory which assumes the features [approximant] and

fcontinuant]. Linguists have referred to these changes as'bizarre, irregular, and
quirky phenomena' (Lieber 1987). Many attempts have been made to express

such weakening processes as a single generalisation (e.g. Nf Chiosäin 1991,
Vainikka 1988), but the result has been analyses in which it has been proposed,

for example, that [+continuant] is inserted in the case of a segment that is
underlyingly underspecified for that feature, while additional rules ensure that
an underlying l+continuant] specification results in deletion of all underlying
features. Such rules are indeed highly 'irregular'. As an example of such an
approach, I will discuss the autosegmental account of Modern Irish initial
lenition proposed by Ni Chiosäin (1991).

Ni Chiosäin (1991) assumes the following underlying representations for
Irish consonantal phonemes (palatalization, which is distinctive in Irish, is
ignored):

(20) Underlying representations of Irish consonants:
a. lp,t,k,bd,gl b. lfl c. lhl

[-son,*cs1s1 [-son,*cons] [-son]
I

[+cont]

In environments where lenition does not apply, a redundancy rule inserts the
value [-continuant] for stops and f+ssntinuant] for lhl. In environments where
lenition applies the value [+continuant] is inserted by the spirantization rule
below:

(21) Spirantrzatton

[wo o

I

l-.
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The sound ltl undergoes the spirantization rule vacuously, because it is
underlyingly specified as [+continuant], (see 20b). For this case, Ni Chiosäin
(1991:51) proposes a default rule 'Total Deletion', which only applies when the
spirantization rule applies vacuously. This is theoretically 'suspect'. I will now
discuss a theoretical framework which overcomes the problems which a theory
with manner features has.

Steriade (1993) proposes to define the nodes to which features may attach
in terms of degree of oral aperture. Instead of the feature-geometric notion of
root node which may comprise the features [consonantal], [sonorant], and
(perhaps) [approximant], Steriade assumes the following aperture positions:

(22)a.

b.

AO:

Afric:

complete obstruction in the oral cavity

degree of oral release sufficient to create
a türbulent airstream

maximal degree of oral release for consonantsc. Amax:

Some consequences of this proposal are, first of all, that the features

[approximant] and [continuant] are no longer necessary in phonological
representations and that the exceptional status of these features with respect to
spreading or delinking processes does not need a special explanation. Second,
since non-continuants (stops and affricates) involve two aperture nodes (one for
the closure phase and one for the release phase), whereas continuants involve
one node (for the release phase), it follows that features like [nasai], fspread
glottis], etc. have two positions to associate to in the case of non-continuants and
one in the case of continuants. This proposal predicts a four-way contrast among
non-continuants and a two-way contrast among continuants:

(23) a. stops aspirated
A0 Amax
\t

[+spr. g1]

b. fricatives: aspirated
Afric

I

[+spr. 91]

postaspirated unaspirated
A0 Amax A0 Amax

I

[+spr.g1]

preaspirated
A0 Amax

I

[+spr. gl]

unaspirated
Afric

Third, Steriade's proposal to represent the manner of articulation by means of
aperture positions has interesting consequences for consonant weakening,
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consonant strengthening, and consonant nasalization processes, as I will now go

on to show in the following sections.

2.L Consonant weakening processes and aperture theory

Languages that distinguish released stops and affricates (e.g. German) and

languages that distinguish voiced fricatives and voiced approximants (e..g.

Dutch) have a phonological distinction between two degrees of oral release.

Steriade (1993) suggests the following segmental representations involving
aperture positions for fricated and approximant release:

(24) a.

b.

Amax
A0 Amax

approxlmant:
released stop

c. fricative
d. affricate

Afric
A0 Afric

(25)

In what follows I will not be concerned with different degrees of reiease. The
idea that I will borrow from Steriade (1993) is that released non-continuants
involve two positions in phonological representations, whereas continuants are

represented by one position. Stops in utterance-medial positions are generally
unreleased and are assumed to carry one position for closure in phonological
representations (see 25a). For languages that do not have affricates, nor a

phonological distinction between voiced fricatives and voiced approximants, the

difference between voiceless fricatives and voiced approximants may be

indicated by u feature for voicing under the aperture position for release. The
aperture position that characterises fricatives as well as approximants in such
languages is given in (25b) and the representation of released stops is given in
(25c):

a. unreleased stop (in coda position): A0
b. continuant: Arel
c. released stop (i, onset position): A0 Arel

One of the consequences of the proposal to represent closure and release in the
oral cavity by distinct aperture positions is that it enables us to express
consonant weakening as one process, viz. the deletion of an aperture position, as

I will iliustrate for Finnish first.
Finnish has the following consonant inventory:
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(26) finnish cons onantal phonemes
Labial Dental

stops p t
fricatives s

nasals m n

approximants w llr

Palatovelar
k

Laryngeal

('custom')

('paper')

h

T
j

In the case of released stops, the aperture position for closure is lost under
gradation and what remains is the aperture position for release which
characterises an approximant:

(27) ta p a*n
i\/\

Ag A*u*

1 a p p u*n
I t\

Ag A6 A*u*

I

A"max

t\
Ag A*u"

The same process affects phonetically long stops. These segments are usually
referred to as 'geminates' and can be analysed as a sequence of an unreleased
stop in coda position followed by a homorganic released stop in onset position.
The result of gradation, i.e. deletion of A0, is a A0 Amax sequence, which
characterises a phonetically short stop:

(28)

To sum up, (29) schematically represents the analysis of Finnish gradation that I
propose in this paper:

(29)Finnish Consonant Gradation as deletion of ,4.6:

long stop ---> short stop; short stop---> approximant
AO AO A*ax ---> ,4.6 A*u, A0 A*u"---, A*u"
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I wili now argue that the same analysis accounts for Irish initial lenition. In (30)
I present the relevant part of the phonological representation forlrish obstruents.
Palatalization is ignored and I will not be concerned with the strident fricative
(for a phonological account of the behaviour of lsl in Irish, see Grijzenhout
1995). There are no underlying affricates, voiced fricatives, or glides in Irish
and for this reason I will use Arel rather than Afric and Amax in the
representations below :

(30)a. lp,t,k,b,d,gl
Ag Arel

b tft
Arel

The stem-initial lenition process illustrated in examples (8b) and (9b) can be
anaiysed as deletion of a stem-initial aperture position as illustrated below:

(3 1)Modern Irish Initial Lenition as deletion of the initial Aperture Position:
initial stop ---> fricative; initial fricative---) zero
# A6 Ar.1 ---> Arel # Arel ---> A

Weish has a similar process of stem-initial consonant weakening and I will
argue next that these also involve deletion of one aperture position. Welsh has a
contrast between aspirated and unaspirated plosives and for this reason I will
discuss the phonological representation of aspiration first.

2.1.1 Aspiration and aperture theory

In this section I will illustrate Steriade's (1994) account of word-initial aspiration
in Huautla Mazateco, an Otomanguean language of Oaxaca, Mexico, and

discuss the consequences for an account of word-initial aspiration and stem-

initial lenition in Modern Welsh.

Huautla Mazateco has a complex pattern of onset consonants including pre-

and postglottalised plosives, pre- and postaspirated plosives, prenasalised

piosives and prenasalised aspirated plosives. In the present section, we

concentrate on aspiration. Steriade (1994:219) presents the following consonant

inventory:
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(32) Mazate c o c ons onantal phonemes

labial alveolar strident postalveolar retroflex velar laryngeal

bttstJtpk?
sJ§

111 nJl
lvh

In onset position of Mazateco words, we find single consonants, but no
consonant clusters. In word-initial positions, oral stops and affricates may be

preaspirated, while nasal stops may be partly devoiced:

(33) a. hti

b. htse

c. hno

ht -thtl
hts-[htr]
hn:[3,r]

'fish'
ta soret
tcornt

The segment lhl involves maximal aperture for consonants in the oral cavity, flo
place of articulation, and a spread glottis. Steriade (1994) therefore represents

laryngeal lhl as an A*u* position with the feature fspread] for aspiration:

(31) lhl: Amax

I

Ispread]

This segment may appear on its own in Mazateco. For reasons beyond the scope

of the present paper, Steriade (1994:233-234) argues that onsets with
preaspiration are generated by a merger process of the aperture position for lhl
and the aperture position for closure of the onset stop.This is compatible with
the fact that aspiration is phonetically realised as simultaneous with at least the

first half of the stop closure:

(35)a. Merger deriving preaspirated oral stops in onsets

[spread] [spread]

ll
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Merger derivin g partially devoiced nasal stops in onsets:

[spread] fspread]
II

\l \l
[nasal] [nasal]

InMazateco, consonants are avaTlable landing sites for the features of aspiration

and glottalisation, but the restriction seems to be that the one feature excludes

the other. Onset consonants may be preaspirated or postaspirated and

preglottalised or postglottalised, but not, for instance, preaspirated-

postglottalised. In Steriade's framework this follows from the fact that aspirated

and glottalised onset consonants are monosegmental and only one laryngeal

feature is allowed per segment (below [spr] and [cstr] stand for the features for
spread and constricted glottis, respectively):

b

(3 6) a. preaspirated stop

Ispr]

I

A0 Amax

b. postglottalised stop

Icstr]

I

A0 Amax

c. impossible

Ispr] [cstr]

tl
*A0 Amax

The analysis of Huautla Mazateco aspiration finds independent support from
Welsh, as will be shown next.

According to Ball & Jones (1984), the voicing contrast on Welsh plosives

is phonetically realised as the presence or absence of aspiration. The fricatives
exhibit a contrast in length. All speakers use length of frication as a

distinguishing feature between what is usually notated as lf,Ol and lv,ö|,
respectively, while some also utilise an amount of voicing for the fricatives /v/
and lölalthough they are still not fully voiced. To better represent the distinction
in length, I will use /f:/ and IAJ for the phonetically long fricatives and lfl and

l0l for their shorter counterparts. The following table presents an inventory of
Welsh consonants that may occur in word-initial non-mutation environments:']
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(37) Modern Welsh initial cons onants
labial dental

stops

fricatives
nasals
liquids

ph,

f:, f
th, t
0t, e
n

p

strident velar

kh, k
S

m

t1,f,t

As in Irish, word-initial consonants in Welsh may be weakened in certain
morphoiogical or syntactic environments. Even though the attested consonänt

alternations are different from Modern Irish, I will maintain that the

phonological process is the same, viz. lenition entails the deietion of an initial
aperture position.

In Welsh lenition environments, aspirated plosives are realised as

unaspirated plosives (38b), unaspirated plosives as fricatives (39b), fricatives are

not affected, and devoiced sonorants are fully voiced (40b). The following
examples are from Willis (1986):

(3 8) a.

b.

pen

ei ben

p:tphl
b -tpl

'head'

'his head'

'brother'
'his brother'

'ship'
'his ship'

(3e)a
b

(40) a,

b

brawd
ei tiawd

llong
ei long

b -tpl
f -[f]

11:[*]

I -Ul

With Steriade (1994), I assume that aspiration for plosives and devoicing of
sonorants is carried by a separate aperture position for laryngeal release. In non-
lenition environments the aperture position for laryngeal release merges with the

aperture position for closure of the onset stop or the aperture position for
sonorants, as illustrated for Mazateco aspirated onset stops in (35a).

In accordance with the analysis of consonant weakening processes in
Finnish and Irish, I will analyse Welsh stem-initial lenition as deletion of an

aperture position. In lenition environments, the initial aperture position is
deleted in a segment characterised by more than one aperture position and this

rnay be the aperture position for laryngeal release. Contrary to Irish, fricatives
are not affected in Welsh due to the fact that an onset consonant is obligatory in
Welsh. The consequence is that an aperture position for release cannot be

deleted and must remain to fill the onset position: "'
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(41)Welsh initial lenition as deletion of an initial A-position:
a. aspirated piosive ---) unaspirated plosive

Ispread]
I

fricative unaffected (to fill the onset-position)
Arel

Ispread]

I

lt
flateral] flateral]

What emerges from this discussion is that lenition in Welsh and Irish is basically
the same process, but, since the underlying representations are different in both
ianguages, the outcome of the lenition process has different phonetic results. i'

This concludes the discussion of the phonological analysis of consonant
r.r'eakening processes. In all the cases that we have come across, consonant
u'eakening involves deletion of an aperture node. As independent support for the
theory, I discuss the analysis of consonant strengthening processes in the
tbllowing section.

2.2 Consonant strengthening processes and aperture theory

in section 1.2 it was illustrated that Fula approximants turn into voiced stops in
the same environment in which voiceless fricatives tum into voiceless stops.
This process is difficult to account for in a autosegmental theory. We may, for
instance, suggest that the process involves the introduction of the feature value
f-continuant] or the deletion of the feature value [+continuant], but that would
ieave unexplained why the approximant loses its sonorant status. In the theory
proposed here, voiceless fricatives are characterised by one position for
r-oiceless release and approximants are represented as one position for voiced

b

C.

d.
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reiease. Following Rice (1993) and in anticipation of the discussion on sonority
in section 2.3,I will use the feature SV (sonorant voicing) to indicate voicing of
obstruents and sonorants. The change from stem-initial continuant to released
stop in certain noun classes in Fula can be analysed as the insertion of an
aperture position for closure:

(42) Fula Strengthenirrg as insertion of initial A0:
a. voiceless continuant ---> voiceless stop

Arel A0 Arel
(e.9. f:--, p)

b voiced continuant
Arel

I

SV

A0 Arel

I

SV

(..9.w ---) b)

I propose the same analysis for Southern Paiute lengthening of short plosives
(see exampie 13):

(43)Southern Paiute Gemination as insertion of initial Ag:

short stop ---> phonetically long stop (e.g.p ---> p')
A0 Arel ---> Ag A0 Arel

All consonant weakening processes manifest themselves as a decrease of
consonantal stricture and consonant strengthening processes manifest
themselves as an increase of consonantal stricture. The theory developed on
independent grounds in Steriade (1993) seems particularly suited to capture this
fact, i.e. a decrease of stricture is analysed as the loss of an aperture position and
an increase of stricture is analysed as insertion of an aperture position. I u-ii1
now consider an analysis of consonant nasalizations in this framework.

2.3 Consonant nasalization processes and aperture theory

In standard phonological representations, voicing of obstruents is expressed br.
the feature [voice] and the "spontaneous voicing" (Chomsky and Halle 196S'
which characterises voicing of sonorants is expressed by the feature fsonorant].
Rice (1993) shows that in languages in which voicing of obstruents and r.oicir:g
of sonorants is not distinctive, we capture more generalisations if the tri'o
features are replaced by one phonological feature 'Spontaneous Voicin*s' 01'

'Sonorant Voice' (abbreviated as SV). I what follows I will adopt her proposai
for the languages under discussion here.
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Consider first Southern Paiute Prenasalization which turns suffix-initial
oral stops into prenasal stops after certain lexical items. I will analyse this
process as one of SV-association to the stem-initial segment as below:

(4 4) S outhern Paiute Na salizati on :

A0 Arel A0 Arel

I

SV

When there is a complete obstruction in the oral tract (represented by A0), the
air which passes the vibrating vocal cords (represented by SV) cannot escape
through the oral cavity and has to be released through the nasal cavity. For this
reason, a representation of A0 which dominates SV always indicates nasality. A
sequence of A0 Arel where SV is associated to A0, represents nasality followed
by oral release, i.e. this is the representation of a prenasal.

The same process of SV-association applies to Irish stem-initial
nasalizalion. In this language there is a preference for association to Arel rather
than to A0 (in Grijzenhout 1995 I argue that this is a cross-linguistic tendency).
When there is a choice, the prefix SV will associate to an Arel position in Irish
rather than to an A0 position:

(a5)Modern Irish Initial Nasalization; the case of voiceless obstruents:
voiceless stop ---> voiced stop; voiceless fricative ---> voiced fricative

A0 Arel A0 Arel Arel Arel
tl

SV SV

Nasal consonants are more sonorant than voiced obstruents and this may .be

expressed in phonological representations by multiple association of SV to two
aperture positions. In' morphological contexts in which the prefix SV is
associated to the aperture position for release in the case of voiceless obstruents,
it is associated to the other position in the case of voiced obstruents in Irish:

(a6)Modern Irish Initial Nasalization; the case of voiced stops:
voiced stop ---) nasal stop

A0 Arel A0 Arel

I \t
SV SV
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Welsh initial nasalization differs from the Irish case in that SV is associated to
both positions:

To conciude, (48) summarises the analysis of consonant weakenings, consonant
strengthenings, and consonant nasalizations, respectiveiy:

(48)Consonant Weakening: deletion of Aperture Position
Southern Paiute Spirantization :

Modern Irish Lenition:
American English Flapping:

Nasahzation: Association of SV to Aperture Position
Southern Paiute and Fula Nasalization:
Modern Irish Nas alization:

(47)Wel sh Initial Nasahzatron :

[rp.] [spr]rt
A0 Arel A0 Arel

\t
SV

(19) Finnish velar stop gradation:

A0 Arel A0 Arel
\t
SV

delete A0
delete A0, else Arel
delete Arel

associate SV to A0
associate SV to
Arel or A0
assocrate SV to A0
and Arel

'stork'
'chapter'
'brush'

Consonant Strengthening: insertion of Aperture Position
Fula strengthening, Southem Paiute gemination: insert A0
Intervocalic glide insertion: insert Arel

Modern Welsh N asalization :

There are some residual questions conceming the place of articulation. For
instance, in Finnish and Welsh, unaspirated labial and coronal short stops
alternate with labial and coronal continuants, respectively (see 3a-6a for Finnish
and 38a-39b for Welsh), but velar stops exhibit different alternations:
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In lrish, labiai and velar stops correspond to labial and velar fricatives in lenition
environments, but the coronal voiceless stop alternates with the laryngeal
fricative and the coronal voiced stop alternates with the dorsal voiced fricative
in lenition environments.

(50) Welsh lenition of the velar stop:

(5 1) Irish lenition of the coronal stops:

a. teach t -[t']
b. mo theach th:[h']
c. dünairnid d -tdl
d. dhünamar dh:ty]

'garden'
'blue'

'a house'

'.rry house'

'we close'
'we closed'

These are not the only examples of the deviant behaviour of velar stops and
coronal stops in phonological processes. I will present a few additional
exarnples in section 3 and present a plausible solution to the coronal and velar
asymrnetries in section 3.1.

3 Asymmetries and coronal consonants

The first often cited example illustrating the special status of coronal consonants
concerns the fact that a segment may be coronal in neutral environments, but
take the place of articulation of a following or a preceding consonant:

(s2)

a.

b.

Û.

English. only nasal alveolar stops in coda position
undergo place assimilation

(53 ) Korean: oral and nasal alveolar stops in coda position
undergo place assimilation

[ek.ko] 'get and'

[kep.pori] 'kind of barley'

[simbal] 'shoes'

[nummul] 'tear'

[so4garak] 'finger'

a. et-ko

b. ketlr_poli

c. sinpal
d. nun-mul
e. son-kalak
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(54) Dutch

zoofi
zoom

a.

b

t,.

oral coronal stops in onset position of the diminutive
morpheme assimilates in place of articulation
to a preceding nasal stop

konitt:l

The second example of the special status of coronals is that in some (mostly
West African) languages spreading of vocalic place features takes place across
coronal consonants, but not across consonants with other places of articulation.

Third, in languages with an epenthetic stop, the inserted consonant is a
coronal stop rather than a labial or velar stop. The following example is from
Axininca Campa:

(55)/i-N-koma-ako-aa-i-rol ---> [i4komatakotaatiro]
'he will paddle for it again'

Fourth, there are distribution facts which show that coronals are 'special'. For
lnstance

(56)a. Koyukon and Finnish: lml and lnl occur,
but only coronal lnl is found in rhymes

b. Kissi: lml, ln/, and lql occur,

but coronal lnl is not found in rhymes

However, similar distribution facts indicate that velars are 'special'too

(57)a. Japanese: lml, lnl, and lql occur,

but only velar /41 is found in rhymes

b. English and German: lml, lnl , and lgl occur,

but lql is not found in onsets

In the following section I will discuss a model which accounts for these facts.
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3.1 Coronals and velars as the result of a place node with no dependants

Paradis and Prunet (1991:3), among others, state that'the special status of
coronals lies in the fact that they lack specifications for place features in
r-rnderlying representations'. In a recent paper, Rice (1996) elaborates on this
proposal. She argues that coronals as well as velars may result from a
C(onsonantal)-Place node with no dependent. Failure to fill in a feature will
result in a representation which is phonetically interpreted as a velar consonant
(58a). Default fili-in of the unmarked place feature Coronal creates a coronal
consonant (58b) and assimilation to an adjacent node wiil create a labial,
coronal, or velar consonant (58c):

(5 8) a. underlying
Root

I

C-Place

b. underlying
Root

I

I

C-Place

no default surface velar
Root

I

C-Place

c.

default

assimilation

surface coronal
Root

I

C-Place

I

Coronal

underlying
Root Root

tl
C-Place C-Place

I

Labial

surface labial
Root Root

tt
C-Place C-Place

\l
Labial

According to Rice (1996), this approach correctly predicts that assimilation may
affect velar and coronal consonants. Transparency of coronal (and velar)
consonants follows from the fact that these segments lack a place specification
in languages where these segments are transparent to the spreading of vocalic
place features as in the following hypothetical examples:
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''l
l

(se) at
V Root

tl
Place Place
l--
lf-

Iphar]

ap
V Root

tl
Place Place
i l,'tfl--l
[phar] [Lab]

I

V
I

Placez-r

l

i
V

I

P

I

[high

lace

[high]

Epenthesis of coronals follows from syllabification positing the simplest
possible structure (a bare root node). Spell-out of Coronai is by default. Because

coronals and velars may be unspecified for place of articulation, Rice (1996)
predicts languages which have epenthetic coronal consonants and languages

which have epenthetic velar consonants.

A possible account under Rice's proposal for underspecified place of
articulation of the distribution asymmetries concerning nasals is as follows:

(60)a. Koyukon and Finnish: lnl may occur in the rhyme because

it is unspecified for place, i.e. rhymes do not need (independent) place

b. Kissi: lnl may not occur in rhyme because

it is unspecified for place, i.e. rhymes need place specifications

c. Japanese: lql may occur in rhyme because

it is unspecified for place (see 60a)

d. English and German: lgl may not occur in onset because

it is unspecified for place, i.e. onsets require place of articulation.

I will now consider the consequences of Rice's proposal for consonant

weakening processes. The facts that we have to account for can be summarised

as below:

k;
k;

k:
k

(6 1) a. Finnish Gradation
b. Welsh Lenition.
c. Irish Lenition:

For Finnish and Welsh, I follow Rice (1996) in her proposal that velar

consonants may be underlyingly underspecified for place features. When defäult

coronal insertion fails to apply, the underspecified segment is interpreted as a

velar consonant:
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(62) Finnish and Welsh: labial stop

Ag A*u*
\t

C-Place

I

Labial

(63)Finnish: labial glide
A"max

I

C-Place

I

Labial

The examples that Rice mentions to support her proposal for an underspecified

C-place node, all involve stops. I claim here that this is not an accident.
Complete obstruction in the oral cavity implies that there is a place of
obstruction, i.e. 'closure implies place'. In a theory of aperture positions, this
means that where there is an A0 position there is a place of articulation.
Representations with an empty C-place node under A0 either (i) trigger default
coronal insertion, (ii) or are phonetically interpreted as velar stops, or (iii) get

their piace specification from an adjacent consonant (in most languages this
consonant is an oral or nasal stop, i.e. a segment with an A0 node).

In contrast, release in the oral cavity does not imply a place of articulation.
Representations with an empty C-place node which lack an A0 position do
therefore not trigger default coronal insertion and may not be phonetically
interpretable. Consider in this respect that when the epenthetic consonant is a
stop (e.g. example 56 for Axininca Campa), the coronal default rule applies, but
u,hen the epenthetic consonant is a continuant (e.g. examples 1la-d for Dutch),
the place of articulation depends on the surrounding vowels and if no place of
articulation is assigned to the continuant in question, it is not realised (as in, e.g.,

Dutch chaos [xa:cs] without a glide after the vowel a).

When the segments in (62) undergo Finnish consonant gradation (i.e. the
loss of an A0-position) the representations in (63) resuit. In examples (49a) and
(49b), the vowel which follows the resulting Amax position supplies a place
feature for that position, but in (a9c) the vowela does not supply a place feature
and the Amax position is not phonetically interpreted.

coronal stop
Ag A*u^
\t
C-Place

I

Coronal

coronal glide

'̂tmax
I

C-Place

I

Coronal

velar stop
Ag A*u*
\l
C-place

not interpretable

"̂max
I

C-Place

The representations that result from Welsh initial lenition are given in (6a)
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In Irish, coronal stops are unspecified for place of articulation. In non-lenition
environments the feature Coronal is added by default:

(65 ) Iri sh ltl and ldl :

(64)Welsh: labial fricative
AreI

I

C-Place

I

Labial

Ag Arel

\t
C-Place

Arel

I

C-Place

default
Coronal

no

coronal fricative
Arel

I

C-Place

I

Coronal

default: Ag Arel

\t
C-Place

I

Coronal

not interpretable
Arel

I

C-Place

Under lenition, the initial aperture position for closure is deleted and what
remains in Irish is an aperture position for consonantal release without place
specifications. Without vocal cord vibration this resuits in the sound /h/ and with
vocal cord vibration the phonetic interpretation is that of a velar voiced fricative:

(66)Irish lhl . Irish I y I Arel
tl

fvoice] C-Place

A consequence of the claim that coronal default insertion only takes place with
AO-positions is that surface coronal stops may alternate with velar continuants,
but surface velar stops may not alternate with coronal continuants. fhis
prediction seems to be empirically correct

To summarise the discussion above, (67) schematically represents the
effects of consonant weakening of segments underspecified for place:

(67) weakened
counterpart
AmaxFinnish lld

Welsh lI</ no

place of articulation
of weakened counterp art
specification for place
from vowel, or deleted
specification for place
from vowel, or deleted
laryngeal interpretation
velar interpretation

Arel

Irish Itl
tdt

yes AreI
Arel-[voice]yes
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1 Conclusion

The things that happen to consonants in morphological environments are (i)
rveakening (loss of A-position), (ii) strengthening (addition of A-position), and

(iii) nasalization (SV affrxation). The chain-like changes in (1) and (2a) of the

introduction can be schematically represented as follows:

(68) Changes in the manner of articulation

A0 A0 Arel A0 Arel Arel A

(69)Changes in the manner of voicing
voiceless consonant ---> prenasalized/voiced consonant ---> nasal stop

A0 Arel A0 Arel, or A0 Arel A0 Arel

I I \/
SV SV SV

As a result of consonant weakening, there may be a change of place of
articulation for short stops which are underlyingly unspecified for a place

feature. Stops which undergo weakening and a change in their place articulation
are either coronal or velar short stops. After weakening they are (i) realised as

continuants without an oral place of articulation (i.e. as a laryngeal continuant),

or (ii) they are reaiised as a continuant which shares its piace of articulation with
an adjacent vowel, or (iii) they are deleted. To explain this distribution I have

argued that the feature Coronal may be added as a default feature in the case of
stops, but not in the case of continuants.
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This paper was written when the author was a visiting scholar at the Zentrum ftlr
Allgerneine Sprachwissenschaft in Berlin from 1 August until I November 1996. Many
thanks to Tracy Alan Hall, Ursula Kleinhenz, Sylvia Löhken, Tine Mooslramrner, and

Marzena Rochon for discussions on life, work, and aperture positions.

In non-mutated contexts, word-initial /0:, f,0,1 ,rl are restricted to borrowings (Ball and

Müller 1992:78-80).
It is possible that the phonetically long voiceless fricatives lf:l and /0:l are also characterised

by the aperture position for laryngeal release which merges with the aperture positiou for
release of the fricative in non-mutation environments. This irnplies that under lenition they
undergo the same process of deletion of the initial apertLlre position as plosives and

sonorants and are realised as the corresponding short fricatives lfl and /0/. There is no data

available to me that either supports or contradicts this assumption and I therefore leave it
open for future research.

Another col'lsonant weakening process in Welsh, known as 'spirantization'. turns stem-initial
voiceless aspirated stops into voiceless fricatives under certain morphological conditions. I
propose here that this process is best analysed as deletion of two stem-initial aperture
positions, i.e. the aperture positions for laryngeal release and closure, respectively.
Spirantization in Welsh does not apply to unaspirated stops, because deletion of two
aperture positions would result in deletion of unaspirated segrnents and, hence, in an ill-
forrned ernpty onset.
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The historical developmmt of retroflex consonants in Indo-Aryan*
T. A. Hall
Zentrturt für Allgemeine Sprachwissensdraft

r Introduction

Retroflex consonants in OId Lrdo-Aryan (i.e. Sanskrit) arose in at least two separate

historical stages: (a) the emergence of the refroflex sibilant p (= IPA [S]), followed by
(b) the emergence of retroflex stops t, d, e do (= fpe IL d, f, dnl (see, for example,

Misra 96il. The general assumption is that the sibilant that was the output of (a)

developed from Indo-Iranian *§ (IPA [I]), which in turn was derived from Indo-
European *s (i.e. hrdo-European *s -+ Indo-Iranian *3 + Old Indo-Aryan §). If this is
the correct sequence of events then the hrdo-Iranian sibilant *§ underwent a context-

free change to p in Sanskrit (i.e. 5 - U).

Although most previous studies of Sanskrit historical phonology presuppose this

context-free change no satisfactory explanation for its occrurence has been proposed.

The present study is an attempt to explain why § became s in the development of
Indo-Aryan. The major point I make is that the context-free change 5 + g was

triggered as a repair strategy in order to avoid a phonemic inventory that is
otherwise unattested in natural languages.

This article is organized as follows. §z is devoted to a discussion of the phonetics

of the places of articulation that are relevant in my discussion of the Sanskrit

historical phonology and to cross-linguistic generalizations regarding possible

sibilant contrasts. §3 provides background information on the Sanskrit and Indo-
Iranian consonant systems. In §a I discuss the sources of the retroflex sibilant g in
Sanskrit, concentrating on the context-free sound change referred to above. My
conclusions are summarized in §S.

z Phonetics and phonolory ofpostalveolar consonants

In the analysis I posit below for Sanskrit I make reference to the following three

places of articulation: retroflex, palatoalveolar, and alveolopalatal. In the present

section I discuss the phonetics of sounds produced at these three places and their
phonological patterning.

* 
The material contained in this article was presented at the annual meeting of the Deutsche

Gesellschaft für Sprachwissenschaft in Freiburg in March, t996.I would like to thank the audience for
several instructive comments and Haike Jacobs and Sylvia Löhken for important criticisms of an
earlier written version.
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zr Postalveolar places of articulation
The chart in (t) contains IPA symbols for voiced and voiceless stops and fricatives

and nasals at seven places of articulation:

(t) dental

e,ö

alveolar

trd

n

S,Z

retroflex

t,4
rl_

§, 1

palatoalveolar alveolopalatal palatal

crl

Jl

[,s e,v e,i

velar

k,g

5

X,Y

The most noticeable difference between (t) and most standard IPA charts (e.g.

Ladefoged t99o) is that in the former one the three segments [c, y,3] are classified as

"alveolopalatal" and not as "palata[". This reclassification is justified by the phonetic

fact that sounds like [c, ], ]l bear a closer affinity to the fricatives lg, Vl, as opposed to

true palatal fricatives [q, il, both in terms of place of articulation and the articulator

involved in their production. See Recasens (tggo: z7z),Keating (t99t: 36), and Hall
(t997: §t) for further discussion on this point.

I employ "postalveolar" here and below as a cover term for the three places of
articulation "retroflex", "palatoalveolar", and "alveolopalatal". Retroflex sounds are

articulated with the tongue tip or the underside of the tongue, i.e. they are apical or

sublaminal. In contrast, sounds produced in the palatoalveolar and the

alveolopalatal places utilize the tongue blade and are therefore laminal.1 The term
"alveolopalatal" (sometimes referred to as "prepalatal") describes the place of
articulation in the postalveolar region between the palatoalveolar and the palatal
places where fricatives and affricates like lg, V, tg, dzl in languages like Polish are

produced (see Pullum & Ladusaw t986: 3t). Alveolopalatals, iike palatoalveolars, are

always laminal.

zz Inventory generalizations

Many languages, especially those indiginous to India and Australia, contrast a

retroflex and an alveolopalatal noncontinuant.2 Postalveolar fricative systems can

contrast either a retroflex sound with a palatoalveolar, or a retroflex with an

alveolopalatal. Representative examples of occurring postalveolar noncontinuant

and fricative contrasts are given in (z)(a) and (b) respectively:

1 Phoneticians sometimes assume that palatoalveolar sounds can be apical (e.g. Catford 1988: 9o-9r). i
analyze "apical palatoalveolars" as phonologically rekoflex. This view derives support from the fact
that both sets of sounds are phonetically similar (i.e. both are postalveolar and apical) and that no
language contrasts the two (see also Maddieson 1984, and Hume t99z).
2 The generalizations in this section are based primarily on Maddieson (t984) and HaU (tggil.
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(z) Possible postalveolar contrasts

(a) Noncontinuants

/L c/ Pitta-Pitta (Dixon r98o), Tamil (Christdas 1988)

/w ltl Pitta-Pitta (Dixon t98o), Tamil (Christdas t988)

O) Fricatives

/ A, I / Tolowa (Bright tg64), Toda (Emeneau t984, Shalev et alt99g),

Basque (Hualde r99r)

/9, o/ Pekingese (Ladefoged & Wu tgSa)

\Atrhat all of the systems in (z) have in corunon is that one of the sounds is apical and

the other laminal.

One generalization that I assume to be exceptionless is summarized in (g)

G) No language can contrast palatoalveolars and alveolopalatals.

The generalization in (g) appears to be an absolute universal because no attested

examples exist with surface oppositions of these two types (see Maddieson t984, artd

Hall t996). According to Stevens (t989) both palatoalveolars and alveolopalatals lie in
an acoustically stable area and are thus not expected to conkibute to phonemic

contrasts. This gap makes phonetic sense for noncontinuants if palatoalveolar stops

and nasals are nonoccurring segment types (see Lahiri & Blumstein t984 for
discussion).3 The analysis I propose for Sanskrit in §4 below presupposes that
fricatives also obey ß), that is, contrasts like the ones in (a) are nonoccurring:

(+) Nonoccurri.g contrasts:

/l,s/, /3,v/ etc.

I account formally for the nonexistent systems in (+) by positing that a single set of

distinctive features describes both palatoalveolars and alveolopalatals. Following

standard approaches to distinctive features (e.g. Chomsky & Halle t968, Keating

t988) I analyze palatoalveolar and alveolopalatal segments as in (S):

3 According to Mohanan & Mohanan (t984), Malayalam has a palatoalveolar nasal. However, this
language does not violate G) because this sound does not contrast with another laminal postalveolar
nasal.
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G)s§
[coronaU + +

[anterior] + -

ldistributedl

[,9
+

+

The feature [distributed] accounts for the distinction between apical and laminal
sounds: l-distributed] is interpreted to mean apical (or sublaminal) and
ltdistributed] laminal. Since palatoalveolars and alveolopalatals are identical
phonologically whetever feature(s) that distinguish the two catergories on th.e

phonetic surface are assigned in the phonetic component. This means that [+coronal,
-anterior, +distributed] (in addition to [-voice, +continuant]) is phonetically realized
in some languages as [Jl and in other languages as [g].

Since retroflexes are apical and both palatoalveolars and alveolopalatals are
laminal, the statement in Q) implies (6):

(6) If a language contrasts two postalveolar sounds then one will be apical and the
other laminal.

Note that the languages in (z) obey (6). Several languages have been discussed in the
literature that appear to violate (g) and (6), all of which will be argued below to be

only apparent counterexamples.

In some of the languages that seem to contradict (g) and (6) the two segments also

differ in terms of some manner feature, or some secondary articulation. Since ß) and
(6) are intended to describe oppositions between alveolopalatals and palatoalveolars
that agree in all other features these examples do not contradict my claim that
palatoalveolars and alveolopalatals are identical phonological entities. For example,
Ladefoged $g6q) lists eight examples in his survey of sixty two West African
languages with palatoalveolars and alveolopalatals, but the two sounds always
differ in terms of a secondary articulatiofl, €.g. Twi contrasts the voiceless
alveolopalatal fricative / g/ and the voiceless labialized palatoalveolar fricative/ f / .

Another similar example is Swedish, which is sometimes said to contrast [c,] and [J]
(see Campbell t99t: rzSg). However, Ladefoged & Maddieson (1996), citing Lindblad
(t983), note that the Swedish "palatoalveolar" is multiply articulated. This segment is

highly rounded, labiodental, velar or velarized and the source of friction is between
the lower lip and the upper teeth. In addition, the tongue body is raised and
retracted towards the velum to form afairly narrow constriction. Thus, Swedish "[]"
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is more accurately [0*]. What this means is that the alleged contrast in Swedish does

not involvelJ, gl, but [0*, g].

Other examples of languages with apparent palatoalveolar vs. alveolopalatal

contrasts involve oppositions between retroflexes and alveolopalatals. This is
certainly the case in Polish, which is often eroneously referred to as a language with
surface contrasts between "ffJ" and [g]. (See, for example, Spencer 1986, and Dogil
L99o., who employ these IPA symbols). However/ Polish "[JI" is phonetically very

different from English [J], which is a "true" palatoalveolar because it is produced

with the tongue blade.a Specifically, Polish "palatoalveolars" are pronounced with a

shorter length of constriction (and with velarization). Because the Polish sounds are

much closer phonetically to "trrre" postalveolar apical sibilants, many linguists

correctly refer to them as retroflex (e.g. Keating t99t:3536, Hume rggz:to4ffl.s

One language with reliable articulatory data known to me in which a true

palatoalveolar [I] and a true alveolopalatal [g] exist on the surface is Nantong
Chinese (Ao t993). However, as Ao (rg9g: 49-$) points out, [I] and [g] never contrast

in Nantong, neither in the underlying representation, nor on the phonetic surface.

Nantong Chinese therefore does not violate G) and (6) because both of these

generalizations hold for sounds that confrast.

Occasionally one encounters descriptions of languages that are said to contrast

two postalveolar laminal sibilants within the same series, but these analyses often

lack the phonetic description necessary to determine whether or not (g) and (6) are

really falsified. For example, several Uralic languages are said to have oppositions

between palatoalveolars and alveolopalatals (see WurzeltgT5:t75; and Veenker t98p

although neither linguist uses the terms "palatoalveolar" and "alveolopalatal"). R6dei

(tgZS) shows that Syranisch has four postalveolar sibilants he transcribes as " § ", "s' ",

" ä", artd "z' ". Both s' and z' are described as a palatalized b and Z respectively (p.

ro3), which implies that they are laminal. If 5, Z are true palatoalveolars then this

language would falsify (6), but R6dei does not discuss the phonetics of ö, Z in enough

detail to determine this. Similar systems are reported for Livonian (Viitso t97S),

Moksha Mordvinian (Feoktistov t984; Veenker lg8f: gil and Erza Mordvinian (R6dei

1984; Veenker t987: 38). Unfortunately, no mention is made in any of these sources

whether or not the nonpalatalized 5 and ä are true (laminal) palatoalveolars, or if
they are apical (and hence retroflex [p, Z]).

4 See also Jones & Ward's (1969: rgQ description of the difference between English [I] and Russian
"[I]".
5 See also Chomsky & Halle (t968: gt4), who analyze Polish'palatoalvoelars" as [-distributed].
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Should the examples cited in the previous paragraph (or other ones unknown to
me) turn out to involve true contrasts between palatoalveolars vs. alveolopalatals
then the generalizations in (g) and (6) will have to be demoted to markedness

statements. That is, a system with /§, g/ would be less marked than one with / !, o/.
Importantly, the analysis I propose in the following section for Sanskrit will hold
regardless of whether or not oppositions of the type / I / vs. / g / are impossible, as

expressed in G), or simply highly marked.

g Old Indo-Aryan

Old Indo-Aryan6 (represented below as Sanskrit) had the following inventory of
consonantsand glides:7

(Z) contains the phonetic symbols traditionally employed in Indo-Aryan historical
phonology. In that system aspirated and murmured stops are reflected uniformly,
with the raised [n]. The four segments q, C, j, f were probably stops as opposed to

affricates (i.e. IPA [c, C, l, fl; see Allen tgl}i Sz), t, d, e dn, §, q,r were retroflex (i.e.

6 OId Indo-Aryan (henceforth OIA) corresponds roughly to the period r5oo BC-5oo BC (ChatterjirgzT:
t7, Masica t99t: g) and is considered to be the earliest stage of Indo-Aryan. OIA is one branch of Indo-
Iraniary the others being Nuristani (which is sometimes referred to by the derogatory term "Kafiri",
see Masica 7991.:465) and the reconstructed language Old lranian. The latter language subsequent§
split into the two (attested) Ianguages Avestan and Old Persian. See Bartholomae (1883), Brugmann
(t897a, b), Ghatage (tg6z), and Mayrhofer (1989) for a discussion of the historical development of the
Indo-Iranian daughter Languages.
7 The system of consonants and glides in (Z) corresponds to both Early (i.e. Vedic) and later (i.e.
Classical) Sanskrit. The six places of articulation in (il are labial, dental, retroflex, alveolopaliatal,
velar, and glottal. Traditional descriptions of Sanskrit consonants include Whitney (t889),
Wackernagel(r896), Allen (tgsg), Burrow (tgSS), and Thumb (1958).

Vedic Sanskrit also had the retroflex laterals i and lh, which were the intervocalic realization of {
and fir respectively (Masica tggt: r6t\. Sanskrit g, x and;i are usually analyzed as allophones of other
segments because of their limited and hence predictable distribution (see Cho t99o:t6z)
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IPe tü d, f, 40, §, ry {,]),8 and 5 was a voiceless postalveolar laminal sibilant, which I
assrune to be equivalent to IPA [g].s

At an earlier stage in Indo-Iranian prehistory the language probably had the

consonants and glides in (8):

The inventory in (8) is similar to the reconstructed inventory for Proto-Indo-Iranian

posited by Ghatage (t962: 83), and Misra (t962: az). The major difference is that

Ghatage's and Misra's reconstructions also include the palatoalveolar affricates ö,i,f
(which derived from Indo-European alveolopalatals *83,f respectively). In (8) I
assume that the sound change that converted öto 6, and mergedi,fwith i ft
respectively had already occurred. The latter sound changes as well as alternate

chronologies will be discussed in greater detail below.

A comparison of (7) and (8) reveals that there were no retroflex sounds in the

Iatter language. The question I consider below is how and why retroflex sounds

arose historically in Indo-Aryan.I demonstrate below that an answer to this question

can be tied in with the generalizations in (g) and (6) above that govern synchronic

systems.

8 For typographical reasons Sanskrit retroflex r is not usually transcribed as g because the lattlr
symbol represents the syllabic r, which also existed in the language.
9 Since most sources agree that 6 was a voiceless postalveoliar laminal sibilant (see below), then this
sound was either IPA Ir] or IPA [ol. (.5 could not have been a true palatal fricative (i.e. [gl), pace

Chatterji Q96o:76), because this sound is not a sibilant). Phonological evidence can be adduced that 5

was IPA [g,]: In Sanskrit dentals became alveolopalatal before alveolopalatals (e.g. ut+cariti + uccariti
'rises'; Cho t99o: 65). Importantl/, Sanskrit 5 surfaces in the same environment , e.g. tatas + ca -)
tata6ca 'and then'. If 5 and c have the same place of articulation then they are both alveolopaiatal
(recall (t)).

Linguists who assume that Sanskrit 5 was IPA [fl include Allen (1953: zo) and (probably) Whitney
(1889: »), who describes 6 as "the usual and normal sh-sound". Thumb (t958: zo5) states that 5 is "a
palatalized § (German sch), close to German t'', a description that comes close to IPA [cl. That few
scholars (if any) have stated expücitly that Sanskrit 5 was IPA Ig,] can be attributed to the fact that they
were unaware that the IPA table distinguishes two postalveolar laminal fricatives.

v
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The emergence of retroflex consonants in Sanskrit is often ascribed to areal
influences from Dravidian (e.g. Bloch 1g3o:7gt-T93, Emeneau 1954: z8+). \Mhite there
is no questioning the fact that such borrowings took place in the development of
Sanskrit, most instances of Sanskrit retroflex segments can be shown to have beeh

the result of sound changes internal to Indo-Aryanlo (see Wackernagel t896,

Brugmann t897a, b, Burrow t955:96, Thumb 1958: z8r-282, andMisra t967:64-65). For
example, most instances of Sanskrit 8, Qhdertve from a sequence of retroflex sibilant
plus corresponding dental stop. This can be illustrated with the data in (g) (from

Misra 1967:68-69):11

(g) Sansl<rit pre-Sanskrit gloss
'nest'

'reward'

'to cany'
'licks'

In the examples in (g) the retroflexion features assimilated to the following dental
stop, thereby producing d, dfr. These segments subsequently became phonemic in the

pre.Vedic period when the preceding retroflex sibilant deleted.tz

10 Two examples of Dravidian loanwords in Sanskrit containing !are ku{tha 'crooked', and ku.fi'hut,
cottage' (Burrow t955- gil. Some loanwords with I Q are of uncertain origin (see Masica t99t: t57-t58),
e.g. kutumba'household', Qimbha 'newborn child', and ta:Qa'blod. Loanwords containing 4r were
particularly corrmon in 4rd clusters (Masica t99t: t6o), e.g- tu4Qa 'beak'. See Burrow (t945, tg46) for
additional examples.
11 The general assumption is that pre-Sanskrit p (in (9)) had two allophones, 9 and V, where the l,atter
sound surfaced only before voiced stops (Misrat967:55). Hence, the retroflex sibilant in the pte-
Sanskrit forms in (9) was probably zphonetically.

The reconstructed forms for the four words in the pre-Sanskrit column in (g) (as well as others of
the same stmcture) are also presupposed by Burrow 0gSS,gag+) and lvlasica (tgE:tSil.One argument
that the retroflex stop in the Sanskrit words in (9) derives from an earlier sibilant is that the cognates
in reliated non-Indo Aryan languages often have a sibilant, e.g. English nesf, Avestan müda'reward' .

12 Many instances of Sanskrit !, f, n can also be shown to have Indo-European roots. For example, J
derivesfromasequenceofg+sor6+sinfinalposition(Burrow1955:96).Foranotherinternalsource
of .t see below. Sanskrit 4 derived from n after a syllabic or nonsyllabic 4 or s anywhere in the word
when a vowel, glide or nasal immediately follow and a dental, retroflex, or alveolopalatal does not
intervene (Masica t99t t6o), e.g. the nin brahama4a.' 'Brahaman'.

There are also many attested examples of "spontaneous" retroflexion, whereby original dentals
became retroflex regardless of the environment, i.e. the context-free change t, d, f, dt, ry l, s + t, d, *
Cn, +,.L g occurred; see Burrow (r9Z). Two examples of Sanskrit words containing retroflex consonants
that underwent spontaneous retroflexion are sthu:4a 'column' (cf. Avestan stu:na),and a!'to wander',
which was earlier at(see Burrow tg15t9il.
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Pre.Sanskrit p had a similar internal history in the sense that it derived both from
Indo-Europgan sounds, namely IE *s after r, u, k, i, and IE voiceless alveolopalatal

stop before f (see below for discussion).

The analysis described in the preceding paragraph presupposes that the retroflex

obstruents in (Z) came about in (at least) two sequential stages: t3

(to)(a) the development of the retroflex sibilant §

(b) the developrnent of the retroflex stops d, do, !, f

Since d dnin examples like the ones in (9) were triggered by an adjacent t the latter
segment clearly arose prior to the former two.

In the following paragraphs I concentrate on the emergence of the retroflex
sibilant p (i.e. (toXa)) and show that this development can only be understood within
the context of the inventory generalizations discussed in §2.

4 The derrelopment of Sanskrit p

Since I argue below that there is a connection between the emergence of Sanskrit s

and the segment 5 in the inventory in (8), I begin this section by tracing the

development of the latter sound.

The Indo-European alveolopalatal stops -ft,A,flnot followed by f became §, j, h
respectively in Sanskrit.l4, 15 These changes are usually assumed because of
comparative data like the ones in (u) (from Burrow 1955:72), where Latin represents

the centum languages, and Sanskrit and Avestan the satem languages:

(tt) Latin

centum

genu

hiems

Sansl<rit

§atärn

ja:nu

hima

Avestan

satem

za:nu

zima

gloss
'hundred'

'knee'

'snow'

13 Misra (1967: 7§ argues that ti was the last among the retroflex stops to become phonemic; hence,
(ro)G) is not intended to imply that d, Qh,1, lallentered the language simultaneously. The important
point is that there was a pre-Sanskrit stage in which the only retroflex segment present was §.
t4 This development is characteristic of the so-called satem languages. See Wackernagel (t896l. »7:
»g),Br,tgmann (r897a: 556), Bloomfield (t9tt), Edgerton (1946:6-fl, Thumb (1958:286-288), and AIIen
(rgZB) f.or traditional descriptions of these changes. Solta (t955) questions the basic centum vs. satem
division. See Tischler (t99o) for a defense of the traditional theory.
15 Another source of Sanskrit ,5 is s before c (recall note 9), as in fafas + ca [tata6ca] 'and then (Cho

tggo 66).IE voiceless alveolopalatal stops after s surfaced in Sanskrit as Cin Sanskrit words like
cha:ya: 'shadod (Msra 1967:53-54)
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The initial consonant in the words in (ro) derives from fE .^€, §,!rcspectively.
Most investigators have argued that IE *P, 

A, fl underwent an affrication stage

before surfacing in Sanskrit as 6, j, h (e. g. Morgenstierne tg41: ?25-233; Burrow t955:

73; andMisra t967:zGz7). These developments are summarized in (u);t5

(rz) IE .t, A B - ö,j,1-+ Sanskrir 6, j, h

Let us assume that immediately prior to the emergence of c the alveolopalatal

sibilant 5 had already entered the language, i.e. öhad become §, a stage in which the

language had the inventory of consonants and glides in (8) above. One might
alternatively argue that 5 arose at a later stage. I consider this possibility below and

show that this chronology is also compatible with my analysis. However, for the

remainder of this section, I assume that prior to the emergence of p, the

alveolopalatal sibilant Swas in the language.

The general consensus is that Sanskrit .s had two historical sources: (a) IE *s after r,

u, k, i unless an rfollows, and (b) IE voiceless alveolopalatal stop before t Consider

first the data in (B) (from Burrow tgSS Zg), which illustrate development (a)J7

(ra) IE
*s

*s

*s

Sansl<rit

visa

§üpka

däksi$a

Avestan

vi§a

hu§ka
'l v.oaslna

gloss
'poison'

'dry'

'right hand'

The comparative method demands that the retroflex sibilant in these and similar
Sanskrit words derive from IE *s because the corresponding etymons in other Indo-

European daughter languages contain s (e.g. Sanskrit mu:§vs. English mouse). The

Avestan forms in (tg) illustrate that IE *s after r, u, k, i surfaced as palatoalveolar 5

(i.e. IPA tjl) in the Iranian branch of Indo-Iranian.l8

15 Burrow (tgSS: fi staJes that the affrication stage affected all satem languages. Brugmann (r8g7a

z4zff.) assum""th"rlE *fchanged directly into 5in Indo-Iranian.
t7 The Sanskrit data in (r3) have generated a vast literature over the past hundred years. For historical
analyses the reader is referred to Whitney (1889: r8o-r85), Wackernagel (1896: :3o-zg1), Brugmaiur
(r897b:7z8ff.), and Thumb (t958: 3o5). Synchronic treatments include Zwicky (r97o), Vennemann
(rg74), and Cho (tggo: 8s-89).
t8 This generalization also holds for Old Persian, e.g. Sansknt dhyg+oti'dares' vs. Old Petsian
adar§nauö'he dared'.

With some qualifications (see below) retroflex sounds are basically nonexistent in Middle and New
Iranian dialects (see Gray tgoz: 196 and Schmitt tgSg: §A). Hence, in New Iranian languageq e.g. Farsi
(Jensen r93t, Lambtoa r96t, Boyle 1965, Majidi t986) and Kurdish (Mackenzie t96t) the postalveolar
sibilants are palatoalveolar, as opposed to retroflex. (One phonetic study to my knowledge (i.e.
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The second source of Sanskrit p is IE *3 before t Thus, consider the d.ata in (r4),

which have been taken from Misra (t967:3o):

(t+) IE
+kt

*kt

(15)(a) IE

Indo-Iranian

Sanskrit

*s *Qt

\l
S§§tltl
S§§!

gloss

'eight'

'wishes'3rd. tg. pres. ind.

(b) rE

hrdo-Iranian

Avestan

Sansl<rit

ag!au-

vasti

Avestan

a§ta-

va§ti

As illustrated in (t4), Sanskrit s! in these and similar words corresponds to Avestan

§f (see also Bloomfield t9rt, and Burrow t955:9G97\.

The general assumption in Sanskrit historical phonology - whidr will be defended

below - is that IE *s and *[ in examples like the ones in (rg) and (r4) underwent an

intermediate shift to 5, prior to its emergence in Sanskrit as g (e.g. Wackernagel tSg6:

z3o, Brugmann t897b:638,7z8,lvftsra1967:283o, and Mayrhofer 1989:8). Assuming
that the changes from IE *s after r, u, k, i and IE *ft to palatoalveolar occurred

sometime during the Indo-Iranian period, the development of these Indo-European

sounds into Sanskrit and Avestan is illustrated below in (tS)(a) and (b) respectively:

*s .Qt

I

§t

I

§t

§

I

S

S

I

S

The palatoalveolar sibilants that emerged during the Indo-Iranian period remained

palatolavoelar in Avestan (and Old Persian). In contrasf ö changed to p in Sanskrit.

Smirova & Ejubi t985: 96) confirms that the postalveolar sibilants in Kurdish are palatoalveolar, as
opposed to retroflex)

A detailed description of the phonology of the New Iranian ianguages is contained in Schmitt
(tg8g). In contrast to the generalization in the preceding paragraph, several modern East Iranian
languages have retroflex consonants, e.g. the Southwest dialects of Pashto, Munji, Yidgha Wakhi (see

Penzl t955, Skjervo t989a: 3V, t989b). However, the general consensus is that these sounds were not
inherited from Indo-Iranian, but that they instead arose at a later stage in the development of the
respective language. For example, Geiger (t894: xfl and Morgenstierne (1927: V-79) show that
voiceless retroflex sibilant in Pashto (a sound symbolized by both authors as "§") corresponds to
Avestan sr (e.g. Pashto §a 'good' Avestan srao; Pashto §na 'hip bone', Avestan sraoni 'hip'). See also
Skjervo (t98ga, b), who agrees that retroflex segments in Pashto (and in the other East Iranian
languages) are a relatively late development
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Three arguments can be adduced for the intermediate stage in (rS) with the
palatoalveolar sibilant 5. First, the development of IE *s into § after r, u, k, ioccurred
not only in Avestan and Old Persian, but also in Slavic (where *5 surfaced as the

velar fricative [x]) and to a limited extent in Baltic (see Martinet r95r, Andersen tg68).

If there were indeed an early stage of pre-Indo-kanian history when this language
family and S1avic shared this common development (see Burrow 1955: t8; Tg-8o;
Thumb t958: 3o5) then the comparative method demands that the output of this
change be 5 and not s. What this means is that the sibilant in the Avestan words in
(t3) and (t4) represents the more ancient sound than the p in the corresponding
Sanskrit forms and that s arose out of 5 in Indo-Aryan. Second, and more
importantly, the change from E ,*^A to 5 (with an intermediate affrication stage to ä)

before t makes more sense phonetically than the alternative, which would have IE
*.ff convert directly into .sJ in Sanskrit (and to §f in Avestan). The reason the

development from ff *Qt + öt -+ §t (+ §t) is more plausible than fE ,,tt + pf is that
the alveolopalatal stop, the palatoalveolar affricate and the palatoalveolar sibilant
are all postalveolar and laminal. Hence, these changes from *ft + öt + 5t simpty
involve manner feafures alone, i.e. stop -+ affricate + fricative. If sound change is

gradual then these developments make more sense than a discrete change that
involves manner anil place features, i. e. {t -+ öt + gt. Third, the change from
palatoalveolar affricate to the corresponding fricative (e.g. ö -+ §) is attested both
diachronically (e.g. the development of Old French ö into New French 5; Hock 1985:

t3o) and synchronically (ö becomes § word-finally and before stops, nasals and

laterals in Luiseflo; Munro & Benson tgrc).In contrast, the alternative development
(i.e. ö + §) is unattested.

The Indo-Iranian developments in (t5) (which are reflected in the Avestan forms
in (tg) and (t+)) are expressed in (t6)(a) and (b): te

(16)(a) IE *s -+ § / r, u, k, i _
(b) IE.Q +3/ 

-t
Again, some linguists have assumed that 06Xa) predated Indo-Iranian because a

similar sound change converting IE *sinto 5 occurred in Slavic. The sound change in
(16)&) is traditionally viewed as one that added the phoneme ,§ in Indo-Iranian
because 5 contrasted with s (< IE *s) before f (Misra t957: 3o). This can be illustrated
with the Indo-European word *Hesty 'is' 3rd. sg. pres. ind., which surfaced. as astiy

t9 IE *z became Z in the same environment as (rs)(a). Like its voiceless counterpart, ä also became
retroflex, but was never phonemicized because it was Iater deleted (see Misra tg67:5il.
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in Old Persian, and asti in Sanskrit vs. Sanskrit vagfi 'wishes' 3 sg. pres. ind., Avestan

vaöti (<IE*wekty)

One question that has vexed historical linguists for decades is why IE *.ebecame 
§

in Sanskrit only in .ft clusters and .i elsewhere (see Bloomfield rgrr for discussion).

(That IE *^fin the data in (ra) could not have become 5by (16)(b) is obvious, otherwise

the output would have merged with the 5 segments that derived from IE *.fin other

positions). I assume a stage in IE prehistory in which 3 was an allophone of 5 in the

sense that the former sound only occurred before f and the latter in all other

positions (see also Burrow t955: 9o).

The sequence of events summarized in (t5) presupposes that the change from
palatoalveolar to retroflex was a later Indo-Aryan development (for a similar view
see Wackernagel t896: t65, »g,Bragmann t897a,b:728, Burrow 19SS:9cl,95-96, Misra
1967: z8-29) 65, and Mayrhofer t989: 8). Thus, if OIA g derived from Indo-Iranian §,

then the following context-free sound change must have occurred sometime in the

pre-Vedic period:

1il§+§

In contrast to the assimilatory change responsible for the developrnent of the

retroflex stops d, doin (9) above,(t7) was context-free. What is more, (rZ) wa.s

classically Neogrammarian in the sense that it was exceptionless; that is, every

palatoalveolar shifted to retroflex.

In view of the fact that (tZ) has no obvious phonetic motivation, and that the

output was a more marked segment phonologically than its input (see Maddieson

t984:44-45who shows that [J] is much more common in synchronic systems than [g])

the obvious question to ask is why this sound change would occur at all.

One could appeal to the existence of Dravidian loanwords with retroflex
consonants in them as an explanation. On these same lines one might contend that

there must be a connection between such loanwords and the change in (17) because

the related languages Avestan and Old Persian had neither (Misra 196Z: 6g).

Although intuitively plausible, the Dravidian loanword hypothesis suffers from

several discrepancies. First, the earliest non Indo-Aryan loan words with retroflex
consonants in them contained retroflex stops and nasals but apparently no examples

are attested with retroflex sibilants (see Burrow tg41, 1946).20 Hence, the puzzle is

20 Burrow (t945) Iists four Dravidian loans in Sanskrit which contain § (e.g. mapi'ink, lampblack', p.
ro). However, none of the cognates in the Dravidian languages contains [gJ, e.g. Sanskrit mapi is
cognate with the Dravidian language Kui mari'dirt'. The s in this and similar borrowed Dravidian
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why the context free change in (rZ) would affect the dental sibilant and not the dental

stops or nasal. Second, the Dravidian loanword hypothesis cannot account for the

fact that (t7) was exceptionless.

Hock (t986: 29) claims that retroflexion can develop in a nonassimilatory (i.e.

context-free) way, tentatively citing the development of Latin ll to [44] in Sicilian
and Sardinian dialects as an example. The geminate retroflex stop [ddJ was preceded

by a stage with the palatoalveolar (in his terminology "palatal") affricate [*]. fne
retroflex affricate [dz] developed out of t{J by a context-free sound change because

"retroflex is a possible variant of palatal articulation in the sibilants...". By this Hock
means that palatoalveolar sibilants can be pronounced either with the tongue tip rp,
or down, where he regards the former pronunciation as retroflex.

There are good reasons for rejecting such an explanation for (til. Although the
"tip-rrp" pronunciation of English palatoalveolars, whereby the tongue tip is raised

to the dental/alveolar region, is possible (cf. Ladefoged & Maddiesontgg6:149-1So),

the tip does not make contact behind the alveolar ridge, which is how retroflex
consonants are produced. Thus, Hock's claim that retroflex is an optional
pronunciation of palatoalveolars is false.z

The explanation I offer below for the sound change in (tZ) can only be understood
by considering the system of sibilants in the respective stages. Since the two
developments in (t6)(a) and (b) predated the one in (rZ), the following inventory
change occurred:

(t8) staget: /s,3/ -+ stagez: /s,§,3/ -+ stage 3: /s,F,3/

words apparently underwent spontaneous retroflexion (recall note rz) and converted to p. That none
of Burrow's examples of Dravidian loanwords in Sanskrit with s contained p in the cognate Dravidian
Ianguages is hardly surprising in view of the fact that Dravidian languages fypica§ contain no
sibilants at all (Zvelebil t99o: 8) and that Proto-Dravidian has been reconstructed without any such
sounds (Zv elebtl t97 o : 7 6).
z In contrast, there may be good reasons to believe that retroflex r is an optional pronunciation of the
alveoLar r. For approximant rsounds (IPA lrl = alveolar and t{] = retroflex) the tongue does not come
as close to the alveolar ridge as it does for dental/alveolar stops and fricatives like [t, d, s, zli since the
tongue tip is not inhibited in any way, the curling back of the tongue tip behind the alveolar ridge
(i.e. tf) is a conceivable variant pronunciation for [.r]. This might account for the development of the
Indo-European r; which was presumably alveolar, to retroflex in Sanskrit. This change, like the one in
(tT), was context-free, since aII r's became retroflex. (That Sanskrit r was retroflex is uncontroversial
because this segment caused a following dental n to become retroflex; recall note rz. See also Whitney
t889:47, who notes that Sanskrit ris retroflex, i.e. "lingual" in his terminology. Since this sound was
not trilled, it was most likely an approximant.) I assume that a similar context free change of a dental
rto a retroflex roccurred in American English.
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Stage t in (t8) coresponds to the system in (8) above for hrdo-Iranian, and stage 3 to

the Sanskrit system in (Z). The palatoalveolar sibilant 5 entered the language by
(t6Xa) and (b) Iater in the Indo-Iranian period, thereby producing the system at stag'e

z, with the three sibilants /s,§, §;/ .

Recall from §2 above that no language is attested with the phonemic system of

sibilants at stage z in (t8) (i. e. /5 , 3/ = WA / I, c/). Given this generalization, the

transition from stage 2 to stage 3 &y (t7)) went into effect in order to eliminate a

nonoccurring system and to bring it in line with the generalization in (6). This

explanation also accounts for the fact that the output of (til was a more marked

segment than the input. Specifically, an increase in segmental markedness is

tolerated in order to alleviate the violation to G), which, as an absolute universal,

takes precedence. Consider now a concrete example. The Sanskrit word vi§ati
'settles' (g sg. pres. ind.) (from Misra t967:66) contained 5 as early as stage 1, a stage

when the 5 in the Avestan (i.e. Indo-Iranian) word viSa'poison' (see (t3)) was still s.

When *visabecame viöaat stage z (via (t5)(a)) the sound change in (tZ) was triggered

because ,i and 5 contrasted.n

If (g) is a true absolute universal as opposed to a skong cross-linguistic tendency

then stage z in (t8) never really corresponded to a synchronic stage in the languagö.

What this means is that the fwo developments in (t6Xa) and (b), caused 0f) to enter

the language at the same time. Should (6) prove to be not an absolute universal, but

instead a statement reflecting markedness, then this would imply that stage z in (t8)

did correspond to a synchronic system which was eliminated because it was highly
unstable.

A question of equal importance is why (tZ) was exceptionless. The general

assumption is that sound changes that are not phonetically motivated (e. g. by being

context free) exhibit lexical diffusion effects (see Chen & Wang lgTS, Labov t98t,

Kiparsky t988). Indeed, (tZ) can be contrasted with context-free sound changes in
other languages, or the spontaneous rekoflexion of dentals referred to above that

occurred in Indo-Atydtr, that were leically gradual. One could presumably argue

that (tZ) was lexically gradual but that we cannot know this because this sound

change was so ancient that the exceptions that used to exist were gradually
eliminated and therefore never surfaced, even in the earliest Vedic texts. In light of

22 Note that the explanation offered above f.or (til is not a classic push chain shift (in the sense of
Martinet r98r). ln a true push chain shift there is a direct causality between two rules (i) and (ü), where
(i) A + B, and (ii) B + C (and A is not C). The reason the Sanskrit developments do not constitute a
push chain shift is that rule (rZ) above (which would correspond to (ü)) was not triggered by the rules
in (16) (=rule (i)), but instead by the existence of 5. However, Martinet (t98t: 55) apparently does allow
for independent phonemes to trigger sound changes.
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the absence of data, this position is difficult to falsify; however, I contend that (tZ)

must have been exceptionless because all § segments had to be expunged from the

language at stage z in order to eliminate of the contrasts between § and 6. It is also

important to compare fiil with the spontaneous retroflexion of dentals, which was

aiso context-free. Burrow (rgzr: S59) notes that the latter change affected primarily
Old Indo-Aryan (as opposed to Middle Indo-Aryan). Hence, spontaneous

retroflexion was also a very ancient sound change - although admittedly not as

ancient as (tZ) - and yet,it was riddled with exceptions.

Other questions pertaining to the transition form stage 2 to stage 3 can be raised at

this point. First, if stage z in (r8) is impossible, then the violation to ß) could

presumably be repaired in some other way.In other words, the palatoalveolar

produced by (r6Xa) and (b) did not necessarily have to become retroflex; it could

have merged with one of the other sounds in the language, e.g. s or 3, or it could

have become an entirely new sound. While I cannot say whether or not (t7) is the

unmarked repair strategy languages employ in order to eliminate violations of (3)

that arise diachronically, it is worth noting that palatoalveolars and refroflexes are

very similar phonologically, i.e. both are [+coronal, -anterior] according to many

theories of distinctive features and only differ in terms of [distributed] (recall (5)).

Thus, (t7) involves the change of a single feature. In contrast, were § to become some

other sound, such as s, then more than one feature would have to change. This fact

therefore might have tipped the scales in favor of converting 5 into § (as opposed to

some other sound).B

While my analysis presupposes that the existence of 5 was instrumental in the

emergence of -s, one need not necessarily assume as I have in (8) that 5 was the first

postalveolar sibilant to enter Indo-Iranian. There are in fact three logical

chronologies: (i) ,5 was in the language before § (and hence b), (ü) § (and hence 0 was

in the language before 3, and (iiil 5 and 5 entered the language at the same time. Ln

the preceding paragraphs I assumed (i), but, as I show below, (ü) is compatible with
my analysis as well. (Since my treatment follows from the two chronologies in (i)

and (ii), (iii) is equally possible). Let us now consider (ii).

Assuming that Indo-Iranian had /s,5/ and that the future 5 was still the affricate

ö, then the emergence of s has a similar explanation. When ö became 5 via (tz), this

z3 Should the featural explanation be correct then this would i*ply that a more likely repair strategy
at stage z in (r8) would be the merger of i with 5. The reason is that 5 and .6 are phonoloA"ully identical
in terms of features (recall (S)). At this point I am unaware of languages in which § merges with .f

diachronically.
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change then caused § to become retroflex by (tZ). This sequence of events is

summarized in (t9):

(rg) stage t: /s,3/ -+ stagez: /s,3,3/ + stage 3: /s,9,3/

Carlton (r99o: gGgZ) discusses similar facts from Slavic prehistory that suggest that

in that language the emergence of x ( < I (via (t6)(a)) preceded the change from IE
*.[ to ,. As mentioned above, IE *s surfaces in Slavic as the voiceless velar fricative x
after r, u, b i and before a vowel. Importantly, only IE *s became & and not the s that

emerged from 5 ( < IE .i). fhis therefore implies that the Slavic equivalent of (r6)(a)

was older than the spirantization of IE *.4.

In Avestan the facts superficially suggest a similar chronology. For example, the s

in the Avestan word for "settlement"rzis (Sanskrit rziS) derives from E ,Ff, but this s

did not become § via (t6Xa). However, there is an alternative explanation that

presupposes the opposite ordering: Suppose that IE *k first became 5 in all satern

languages (or alternatively, only in Indo-Iranian) and this development preceded
(r6)(a). This 5 then converted into s in Avestan after (t6Xa) had become inactive in the

grammar. In fact, there is an additional argument for the alternative sequence of
events just described. Stage z in (t8) (and in (t9)) probably occurred at a point later on

in the Indo-Iranian era when OIA and Old Iranian were dialects of the same

language. OIA dealt with the violation to (g) at this stage by implementing (t7),but

the illicit inventory also existed in Old lranian. How was the violation to (6)

reconciled in that language? Recall from (tt) that Indo-European voiceless

alveolopalatal stops not followed by f surface regularly as 5 in Sanskrit, but as s in
Avestan. One might assume that the development of IE .[ into s in the latter
language is an arbitrary fact of Avestan, but if there was an intermediate stage to 5 (<

IE .A then a systematic explanation emerges. If tE *.f became first .5 in Indo-Iranian,

and then this sound shifted to s in Avestan, the latter change can be seen as the same

kind of context-free change in (tZ) that brought Sanskrit into conformance with (6).

Significantly, the intermediate stage with 5 derives phonetic support. If sound

change is gradual, then the change from a voiceless alveolopalatal stop to a voiceless

alveolopalatal fricative (with an intermediate affrication stage) only involves the

change of a manner feafure, i.e. stop -+ affricate + fricative.

5. Condusion

In the preceding paragraphs I have offered an explanation for the context-free sound

change in the development of Indo-Aryan that converted all palatoalveolar sibilants
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into retroflex sibilants. My claim is that this change was triggered by a sibilant
opposition that is otherwise unattested cross-linguistically and that this is the only
explanation that accounts for why the change was both context-free and
exceptionless.

An obvious question to ask at this point is whether or not retroflex consonants in
other languages have a similar historical development. One possible example is

Polish. According to Stieber (tg7g:55) fifteenth century Polish contrasted /3, L/ md
/ 3, 2/ , which would be problematic for ß) and (6) as absolute universals if both sets

of sounds were [-anterior, +distributed]. Significantly, Stieber (tg7g:64) notes that /3,
i,/ became "dispalatalized" but that this did not take place before the fifteenth
century. If "dispalatalization" involved the change from true palatoalveolar to
retroflex (i.e. (tZ)) and if this change did not occur unnl afier /6,2/ entered the Polish

Ianguage in the fifteenth century then the latter change might have been the cause

for the former one.

Whether or not the Polish retroflex sibilants, or the retroflex sibilants in other
languages, have a historical development that is parallel to the equivalent Sanskrit

sounds are questions I leave open for further study.
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OPTII\4ALITY TI{EORY ANID PHONOLOGICAL CI{ANGE

Haike Jacobs

French Department
Nrj m e gen Uni vers itylFree Univers ity Am sterdam
CLS/TilL

1. Introduction

ln generative phonology it has been, since Kipars§ (1968), a standard practice to account for
sound change by means of rule addition, rule simplification, rule reordering and rule loss. Given
that the phonologiocal rule as such no longer exists in recently proposed constraint-based theories
of phonolory, such as Optimality Theory (cf Prince and Smolensky (1993), McCarthy and
Prince (1993a and b), the question arises how sound change can be accounted for in these
theories.
In this paper' we will address this issue. It will be claimed, as is to be expected, that in Optimal§
Theory, sound change can sraightforwardly be accounted for by constaint reranking2. This will
be illustrated by an example of sound change in the historical phonolory of French. It involves
the loss of the possibility to phonologically encliticize an unstressed object pronoun to a
preceding sfressed element (phonological enclisis). The formal account of this change relies on a
reordering of Alignment consffaints.
This paper purports to show not only that sound change can be analyzed as constraint-reranking
(as alrea§ mentioned an expected result), but also that the analyses proposed are not thwarted by
the same drawbacks of previous derivational nonlinear accounts. Finally, we will raise the issue

of how to account for markedness and unmarkedness in sound change.

This study is organized as follows. In section 2, we will discuss the first example, the loss of
phonological enclisis. We will point out some of the problematic aspects of previous
phonological and syntactic accounts. Section 3 presents an OT-analysis making use of Alignment
constraints. It will be argued that this sound change can be more adequately accounted for by a
constraint-reranking. More importantly, the proposed analysis will be shown to have some
attractive consequences for syntactic accounts of similar phenomena. Finally, in section 4, we
will summarize and discuss the main results of the proposed analyses.

1' This is a sligbtly revised arrd erpaaded vercion of a trnper presented at the ABRALIIY1
eoafermce vhich is going to appear in tüe proceedi-gs of that coaference. Iluriag my stay as
a Castwisseaschaftler at the ?,eo[r1rf,, für Allgeaeiae Sprachwisseoscäaft ilr Bcrlirr I had the
opportuni§ to discuss the frcts and anal5rses peseo,ted here ia a yery stimulating academic
environment. I rould like to thank tJre ZAS for invitiag me, and, iB particular, TJ- Ilall,
Ursula ßIeinheaz, Sylvia Iähken, aad Gusfiav Wuf,zel for their sarmheatted hospitati§.

2 Lähken (19961 presents a yery detailed accoust of sound clrange and Optioali§r
Ttreor5z in the historical phoaologr of German.
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2. The loss of phonological enclisis in French

In Old Frenctr, monosyllabic unstressed function words could be pronounced either as part of the
word that preceded them (enclisis3; for instarrce, jol vi'I saw him') or as part of the word that
followed them (proclisis; for instance, jo l'aim I love him/tre/). In the evolution from Gallo-
Romance to Old French, the possibility of encliti ciangdisappeareda. Traditional scholars such as
Kukenheim (1971) have argued that the loss of enclisis was caused by a change in the rhythmic
structure of the language. Classical Latin had initial stress and a descending rhythm, which was
replaced by an ascending rhythm and final stress in the evolution from Gallo-Romance to Old
French. The idea of a relation between phonological enclisis and strong initial stress has been
advanced more recently by Adams (1987) in her study of null-subjects and Verb-second effects in
Old French. Adams (1987) not only attributes the loss of enclisis to the above-mentioned change,

but also considers this change to have been the cause for the cliticization of subject pronouns and

the loss of Verb-second phenomena.

Neither Kukenheim nor Adams formalized their insights. Adams states that "the loss of enclisis
was part of a process by which all elements in the phrase gave up their individual accent to that
of the final tonic syllable; it thus points to a fundamental change in accentuation. As long asje,
for example,injes wrai remained an independent form with its own accent, /es could cliticize to
it." Adams (1987:165) presents the two grarnmars, repeated below as (la) and (1b), for Gallo-
Romance and Old French in order to clarifu the difference in constituent sfucture.

(la)
Jö les

J#-les
Jes

,.
awaL

f.

awal
awal

(lb)
Je les aYräi
Je les + aYräi

Je + les+ aYräi

t Eo"li"i= ras optional in OId Ereach. Ia todera Enench oaly a fer lexicalized
rennants can be obscred, such as, tüe coatractioa of de + le> du, de + Ies > dcs, ä + le > au
aad ä + la > aux. T1a* foros can be ana$za abrg tüe liaes of T.wieky llgE7l as sSzrhctic
allomortphy or along the lines of l{a3res (199()1 as prrecompiled phrasal dtrooorphy. fre
olrtioad charactcr of Old French eaclisis seerrs to exclude such an alatySs. The reader is
referred to Jacobs (19931 fon a more detailed accouat and to tvers (19941 for a partiall5r
lexicalized approach.

n CUUcs are coasidered foüwing Ghrde lt968z70-721 as basicatly stnessless aad
tlerefore have to be integrated iato prosodic rords. A distiactioa has to be aade betrreea
phonologlcal and s5netactical proclisis and eoclisis. An uastressed object proaoun iu
preveltal positioa catr s5rntacticall5r be proclitic on the verü, but phonologically be eaclitlc on
a preeediag stnsed eleacat This is aost cleady shorn by cases such as Old Freac& -iot vil
saw you', rrhere the phonologtcal enclisis is clear by the reduction and integration of the
object lroaoun iato the preceding stressd subject lrorourr, but shere s5rntac{ical§r tJre
object llnonoun is proclitic on the vett.
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Recent research on prosodic phonolory has led to the development of a number of prosodic

theories which all postulate a level of representation that is not necessarily isomorphic with
syntactic structure and that mediates between the phonological and syntactic components of a
grammar. These theories make it possible to grve a more formal expression of the insights
provided by scholars such as Kukenheim and Adams. Moreover, as will be shown, they not only
do that, but also can add to our understanding of why the changes took place in the way they did.
This section is organized as follows: in section 2.7, we will concenfiate mainly on the prosodic
conditions, that is the domain of application of enclisis and proclisis, and, on the evolutionary
change from enclisis to proclisis. We will first discuss the prosodic theories of Selkirk and Shen
(1990) and Nespor and Vogel (1986) which both allow for a more formal account of enclisis and
proclisis as well as for the above-mentioned evolutionary change. Next, we will examine in
section 2.2 the predictions made by and the problematical aspects of both theories by looking at
Brazilian and European Portuguese. After that, section 2.3 briefly discusses how syntactic
theories try to explain partially the same phenomena as prosodic theories.

2.1 Prosodic theories

Selkirk and Shen's (1990) Edge-based theory of the syntax-phonology mapping allows for the
construction of two prosodic constituents: the Prosodic Word (PW) and the lMajor Phrase. The
mapping of syntactic structure to prosodic stucture is defined by the algorithm in (2).

(2) Syntax-Phonolory Mapping (Selkirk and Shen, 1990:319)

For each category Cn of the prosodic structure of a language
there is a two-part parameter of the form

Cn: {RIGI{ULEFT;Xm}
Where Xm is a category type in X-bar theory

For each language it must be specified whether the right- or the left-edge of s5mtactic categories
in the syntax-phonolory mapping is used. For the Gallo-Romance syntax-phonology mapping
rule constructing Prosodic Words, the choice of the left-edge of syntactic categories yields
domains in which the preverbal clitic object pronoun is separated from the verb although
syntactically being dependent on it. The object pronoun is thus phonologically enclitic, but
syntactically proclitic.
Furthermore, if for Old French the parameter is reset to right-edges, one obtains a domain in
which the preverbal clitic object pronoun is no longer separated from the verb, but together with
a preceding non-lexical item incorporated within the same domain as the verb. The Gallo-
Romance and Old French Prosodic Word rules can be stated as in (3).

(3) a) Gallo-Romance Prosodic Word rule
Prosodic Word: {Left, Lex0}

b) Old French Prosodic Word rule
Prosodic Word: {Right,Lex0}

The different prosodic constituent structures made possible by the differertt parameter settings in
(3) are listed in (4), and, are entirely consistent with the different constituent structures assumed

by Adams (1987) in (1) above.
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(4a) Parameter 2 rs set to LEFT (4b) Parameter 2 is set to RIGHT

S S

PW-Left
(

PW-Right
(

V

VP

NP
I

NI

NP

I

N

V

VP
/\
NP

I

I

N

NP

I

I

N

)

t
())

vl

In ( a) the left-edge is used for the synta:r-phonolory mapping and in ( b) the right-edge. The

syntactic representation in (4) is greatly simplified for ease of exposition. Both subject and object
pronouns have been represented as M's. The exact syntactic nature, however, does not crucially
alter the prosodic constituent structure. Selkirk and Shen (1990) allow a variation in (2)
according to which all syntactic categories or only lexical qyntacic categories count for purposes

of domain construction. Given that pronouns are flrnctional and not lexical instances of syntactic
categories whatever their label, the same prosodic constituents as in (4) will obtain as long as we
specify that lexical XO's are choosen forthe PW-rules.
It is clear that the evolution from enclisis to proclisis can sfraightforwardly be described as a

change in the edge-parameter setting for the construction of Prosodic Words from (3a) to (3b). kr
(4a), the parameter setting LEFT automatically induces a PW boundary at the beginning of the
utterance, hence the domains Qo le) and (vl). Jo and vl being the heads of different PWs both
receive stress and, therefore, le is able to encliticize on the preceding stressed subject pronoun.

Given that stress is final in structure (4b), the subject pronoun is no longer stressed and
consequently a following clitic (unstressed) object pronoun can no longer cliticize onto .it
Fnrthermore, the cliticization of subject pronouns themselves also follows quite naturally from
the change in the edge-parameter setting.
Moreover, given that the edges that are relevant for the synta,x-phonology mapping conespond to
the location of word and phrasal stess (final in Old and Modern French; initial in Classical
Latin), it seems logical to § and connect these facts in a more principled way. Jacobs (1993) has

proposedthe principle in (5).

(5) The syntax-phonologr mapping parameter is set to RIGHT in a
language with final and to LEFT in a language with initial stress.

The edge-based theory of the syntax-phonology mapping thus seems to provide a staightforward
explanation for the loss of enlcisis. The change from a descending rhythm to an ascending

rhythm (from Classical Latin phrase initial stress to Gallo-Romance and Old French phrase final
stress) can formally be described as a change in the edge-parameter setting for the construction of
Prosodic Words. The different prosodic constituent sfucture that resulted from this switch can be

claimed to be responsible for the loss of enclisis (cf. Jacobs 1993, for a more detailed account).

Jo le jo le vi
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There is, however, another way of accounting for the facts which is based on the prosodic theory

of Nespor and Vogel (1986) and which makes different empirical predictions. In the prosodic

theory advocated by Nespor and Vogel a constituent is proposed which mediates between tlle
phonological word and the phonological phrase and whictq at first sighq seems to be the ideal
candidate for defining the domain of application of clitic phonolory: the clitic group. The
construction of the clitic group (C) groups together a host and its clitics according to the
algorithm in (6).

(6) Clitic group formation

I C-domain

The domain of C consists of a W (Phonological Word) containing an
independent (i.e. a nonclitic) word plus any adjacent Ws containing

a. a DCL, or
b. a CL such that there is no possible host with which it shares more

category mernberships.

IIC-construction

Join into an n-ary branching C all Ws inluded in a sning delimited by the
definition of the domain of C

Nespor and Vogel distinguish between directional clitics (DCL), such as, for instance, the Greek
possessives §espor and Vogel 1986:153) which always attach to a host in one specific direction
regardless of the syntactic configuration and clitics tout court which attach to ttrat host with
which they share most syntactic category memberships.' Giuen that object pronouns can attach to
a host on the right as well as on the left (compare jol vi andjo l'aim), they must not be considered
DCL's, but CL's. Howeveq given that the object pronoul will always share more syntactic
category membership wittr the following verb, and given thatTb -being able to occur in isolation
and being able to be separated from the verb by an adverb- is not a clitic itself, but an indepen-
dent word, the algorithm in (6) will yield for the proclisis and enclisis examples above the same
Cdomain division. This is illustrated in (7).

(7) C

I

w
I

jo
jo

C

Iwwwtlt
jo le vi
jol vi

wwrt
le aim

I'aim

It should also be noticed that, becauseTo is not a clitic, it is not possible either to have one single
clitic group consisting ofjo + object pronoun + verb. Besides the clitic goup, which is not able to
define the proper domain for the application of proclisis and enclisis, Nespor and Vogel's theory
contains the phonological phrase, which, as will be shown, can serve as the correct

t S5rat""+io etqoty aembership caa be defiaed as follows: X aad Y share category
rnelobership iß,Zif Z dolninatesbotlr Xald Y.
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characteization of the domain of application of enclisis and proclisis.
The definition ofthe phonological phrase is given in (8) (cf Nespor and Vogel, 1986).

(8) Phonological Phrase (PP)

Join into a PP any lexical head CK) with all items ont its non-recursive side
within the maximal projection and with any other non lexical items on the
same side.

Given that the word order in the evolution of French has changed from basically OV to VO (a
change that took place at about the same time as the loss of enclisis6), the construction of PP's

must have changed also according to (8). In the OV-period the object pronoun will be separated
from the verb (hence liable to encliticize onto a preceding stressed host), whereas in the VO
period it will be grouped together with the verb into one single PP (hence liable to procliticize
onto the verb). Enclisis and proclisis could then be thought of as ways of licensing clitics by
incorporating them into the prosodic hierarchy, and the loss of enclisis would follow as a natural
consequence ofthe change in the PP-domain triggered by the syntactic word order (that is, please
recall fn.6, head-initial to head-final) change.
In this sectiorq we have discussed how the prosodic theories of Nespor and Vogel (1986) and of
Selkirk and Shen (1990) allow for a description of the Old French clisis processes. ln the next
sectiorq we will discuss the problematical aspects and empirical predictions of these theories.

2.2 Problems and prdictions

There are a number of problematical aspects with both analyses presented in the previous section.
We will only disuss the more important ones and refer for a more detailed account to Evers
(ree4).
First of all, both the Edge-based account and the PP-account seem to imply that proclisis was not
possible until the edge-parameter was reset from LEFI to RIGHT or until the word order
changed from OV to VO. This is so because the Gallo-Romance parameter setting (3ä)
({LexO,Left}) will always induce a word boundary between a proclitic word and a following
lexical X0. Therefore, the intermediate stage of the language where both enclisis and proclisis are
possible (an example ofthis is given in (9) cf. Evers, 1994.15) is hard to describe.

(9) Enclisis and proclisis in Old French (12th century Chanson de Roland)

Fors sten eissirent li Sarrazins dedenz

,Sls cumbatirent al bon vassal Rolant

The Sarrasins who were inside went outside
and fought with the good knight Roland

t It is more accurate to say that s5mtactic structures have chauged from head-initial to
head-firal, thus from haviag the recursive side on the left of tJre head fiatia, CalleRoroancef
to haviag the recursive side on the riglt of the head lOld Erencl', üodem Erencü). tr'or a
more detailed account tlre readen is relixned to Bichakjnaa (19881 and Bauer lt9{r2l.
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One either has to assume in the edge-based theory account that the two different rules of prosodic
word constuction (3a) and (3b) coexisted for some time or that after the switch from LEFT to
RIGI{T ((3a) to (3b), initial stress subsisted for some time (cf. Jacobs, 1993). Given that this
period must have lasted fow centuries, since enclisis and proclisis coexisted from the earliest Old
French documents on, neither assumption is very attactive. Mutatis mutandis, the same holds for
the PP-construction in the OV-period. In conclusion, both prosodic theories to some extent
provide a possible account for the evolutionary change from enclisis to proclisis, but face similar
problems in defining the correct domains for the application of proclisis and enclisis in the Old
French period.
Second, the two theones make different empirical predictions. Whereas the analysis casted in the
edge-basedtheory predicts that enclisis can occur inlangnges that have initial stress, but cannot
occur in languages that have final sfress, the analysis presented in the Nespor and Vogel theory
predicts enclisis to be possible in OVJanguages, but not in VOJanguages.

Let us briefly examine these predictions. One of the differences between European Portuguese

@P) and Brazilian Portuguese has been claimed to be the preference for enclisis in EP and for
proclisis in BP. Brandäo de Car:ralho (1989) argues that EP object pronouns are always encliticT,

whereas BP object pronouns are always proclitic. Some examples are given in (10).

(10a)EP Eu vi-te ontem
Ele disse-te que..

O gato apanhou-o

(1la)EP Diga-me (1lb)
De-me

'I saw you yesterday'

tle told you that...'
'The catcaught him'

BP Me diga
Me de

(10b)BP Eute vi ontem
Ele te disse que...

O gato o apanhou

The cases in (10) are cases where pronominal placement is theoretically free, that is in
independent oi root clauses with an overt subject and no initial adverbial complement. According
to Brandäo de Carvalho (1989:407) the utterances in (10a) are "perfectly possible in Brazil;
however, they are perceived as European and/or quite normative in BP speech." The same holds

for the possibility of (10b) in EP, which "will generally be felt as tsrazilianlike' or somewhat

'literary' in normal styles." Given that the basic word order in both varieties is identical, the

predictions of the Nespor and Vogel account are not bome out by the facts. Moreover, the fact

that both (10a) and (lOb) are possible in both varieties makes a strong link between either initial
stress or OV-word order and the existence of enclisis in a language hard to sustain. This does not

mean of course that stess does not play a role in clisis processes. The function of stress can quite

clearly be observed in the EP and BP confrastive examples in (l l).

' Bnandäol de Carsalho {1989:4(X)f atso conriders EP casea shere the pronoun §gures
obligatory in preverüal positioa (subordinates, iaterrogative seateaoes, aad utteraaces rith
an iaitial advettid coapleo,eatf as beiag phonotrogically euclitic. frus, for iastance, in cases
suelr as '1lläo te rf 'I didn't sce you', or'Jä te dod 'f'[ give {itf to you uffi', the object Pronour
although in preveftal position is coasidered to be eaclitie on the precedfng stressed element.
6 BP, tthe object lrrroDou! is considered to be s5zntactically as sell as phoaologically proclitic
to the vet'b.
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Brandäo de Canralho states that no EP utterance can begin with an unstressed proroun*, hence

the enclitic forms in (lla). Given the absence of such a constraint in BP, the proclitic forms in
(llb) which do have an unstressed pronoun in utterance initial position are only possible in BP.

ln this subsection, we have discussed the problematical aspects and empirical predictions of the

edge-based and Nespor and Vogel-based accounts of enclisis and proclisis. It has been argued

that both analyses face problems in accounting for the Old French period in which both enclisis

and proclisis were possible, an{ that the predictions they make are not borne out by the facts of
Brazilian and European Portuguese. ln the next section, we will briefly discuss how syntactic

proposals try to account for partially the same phenomena as phonological accounts.

2.3 Syntactic accounts

An overview of the literature on clitic placement in qmtax cannot be but incomplete. We will
therefore only briefly discuss a recent proposal by Madeira (1993). After discussing Kayne's

(1991) account of clitic placement in Italian and Spanish, where the position of the clitic is
related to the tensed/untensed nature of clauses (compare Italian Ia guardano 'they look at hef

versus guardarJa'to look at hef), Madeira examines EP where the position of the clitic in tensed

clauses is not always preverbal.

Clitics are assumed to be base-generated as the head of a DP subcategorized for by the verb. The

surface position is reached by movement into a higher functional head. For Italian and Spanish

tensed clauses, the clitic is assumed to left-adjoin to the functional head where the verbal

complex is found: AGR. In infinitival clauses, the clitic is moved to an "abstract T-node and

movement of the verbal complex is past it to a position adjoined to T"'. Schematically this can be

represented as in (12) (taken from Madeira(1993:157).

(12) a) Italian and Spanish tensed clauses

lV+ T+ Agrl

TP

cl

u This ooastraiat is traditioadly kaosn as tüe Tobler-üussafa Iar.

c)t!
ÖJ

AerP-\

Ag'

^



b) Italian and Spanish infirutival clauses

lv + Infn]i T'

cl+T InfnP

[nfi1'

VP

Languages with a verb-clitic root order thus pose a problem for the account along the lines of
(12). Ivladeira suggests that the clitic in these cases is moved into an empty C-node in root
clauses. The verb also moves into C and is left-adjoined to ttre clitic, resulting in the order verb-
clitic. This is illustrated in (13).

( 13) Enclisis in root clauses

C'

C AgrP

ĉlc

[V+T+Agr]cl

Movement of the verb into C is motivated by the fact that the clitic must syntactically be
incorporated by the verb presumably in order to check case features. We will not discuss this
matter in detail here. The reader is refened to Madeira (1993:161-162; especially fn.6). Madeira
then generalizes her account to Italiarq Spanish and European Portuguese by assuming that clitics
move to the highest fiurctional head with the restriction that movement to empty C is only
possible in EP, but not in Italian and Spanish.

Movement of the clitic to the empty C in root clauses is taken to be the explanation for the fact
that in EP clitics cannot occur in sentence-initial position. This is illustrated in (1a).

TP

Infn
I

ti

CP
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(14) Telefonou-lhe o Paulo

*lhe telefonou o Paulo

Madeira (1993:173) explains this as follows. If the clitic is moved to the highest available

functional head (the empty C) then "in order to satisfy the incorporation requirernent, the verbal

complex must move up,left-adjoining to the clitic in C." If the verbal complex does not attach to

to thi clitic, the repreientation is ruled out. However, if we recall the contrastive pairs in (11a)

and (l1b), it becomes clear that the ban on clitic-first is to some extent independent of sptactic

incorporation requirements. Rather, it seems to be the case that the verbal complex adjoins to the

LEFT in EP, butio the RIGTIT in BP. Moreover, in Madeiras analysis of EP, the clitic surfaces to

the left in clitic-verb sequences (where the verb is taken to be the head (12a), btrt to the right in

verbclitic sequences (where the clitic is taken to be ttre head (13). No syntactic motivation is

given to supportthis asymme§ (cf. Madeira" 7993:162,fn.7).

L tfri. s".üoo, we have briefly discussed a recent syntactic proposal for clitic placement. We

have tried to demonstrate that contrasts such as the ones in (11) can obsewationally be described

in terms of different directions of adjunction, but that no motivation for such a state of affairs can

be provided. This of course does not mean that syntactic considerations do not play a role in clitic

placement, lut only ttrat not all facts concerning clitic placement can adequately be handled

syntacticallye.
In the next section we will present the outlines of an optimality-theoretic approach to proclisis

and enclisis which is not thwarted by the same problems as the prosodic theories discussed

above, and, which can also account for ttre aspects that were shown to be syntactically

problematical.

3. An optimality approach

In Optimalrty theory (Prince and Smolens§ 1993) phonology is thought of as a universal set of
constraints which are hierarchically ranked on a language-specific basis. The relation between

input and ou@ut is accounted for by two functions, GEN and H-EVAL, which respectively

generate for eäch input all possible outputs and evaluate which output is optimal (cf. Prince and

§molen§ 1993 for a more detailed account). Thus in Optimality theory the phonological rule as

such no longer exists. Rather, starting from an input alt possible outputs are generated and

evaluated agarnst the constraint-ranking of the language until the optimal output is found. The

candidate whichbest satisfies the constraint hierarchy is evaluated as the optimal one. The role of
phonological rules has thus been entirely subsumed by the constraint hierarchy (for more details

iee Prince and Smolens§ 1993). In Optimality theory, constraints may be violated, depending on

the ranking of other constraints. This then is a crucial difference between the way constraints

have hitherto been conceived of and Optimalrty theory. The following example, taken from

Prince and Smolens§ (1993:29) should make this clear. Speaking in derivationalist terms,

languages normally donot allow heavy syllables to be split by foot-construction rules. A principle

of §ytiäUic Integrity, stating that foot-parsing may not dissect syllables, (cfl Prince (1976)) is

' Anot11"r phenouenon rhich is quite difficult to handle syntactically is the eo-called

aesoclisis i11 EP, as in, for iastaaoer ritiAr-A*as'Ee Pill Yisit you' (cf Uadeira ll99e'rc4
and van der Leeu§' (19941 for a- elegart account ia opüodi§ theoryl.
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assumed to guarantee this. It is therefore, that in Classical Latin, for instance, moraic trochee

construction skips a light penultimate syllable, if the antepenultimate syllable is heavy. Now, in
Tongan main stress falls on the penultimate mora of a word. However, urlike in Classical Latin,
for instancg in a sequence /-CWCV/, the W sequence is split in two, yielding CV.(V.C!.
Compare hüu'go in' (monosyllabic) versus hu.ü.fi'open officially (trisyllabic). In a rule-based

approach, a rule of foot construction then necessarily has to violate a constraint (Syllabic

Integnty) assumed to be universal.

Optimality theory offers a solution in terms of constraint domination. Two constraints are

invoked by Prince and Smolensky (1993:28-29). One is EDGEMOST which states that the most
prominent foot in the word is at the right edge, and the other one is ONS which states that every

syllable has an onset. If the constraint EDGEMOST dominates ONS, the facts of Tongan will
obtain. In (15) this is illustrated in a so-called constraint tableau. The F points to the optimal
candidate, the * means a violation of a constraint, and the ! points to crucial constaint
satisfaction failure.

(15) Candidates Edgemost ONS

F hu.(ü fi) >i<

(hüu) fi s!

In (15) only candidates that are properly bracketed are considered. Other ill-parsed possible

candidates will be ruled out by other constraints (cf Prince and Smolensky (1993) for a more
detailed account). If constraints in a rule-based theory can be conceived of as a sort of
'phonological customs inspection' (Kenstowicz (1994:531), where a violation is fatal, the
constraints in Optimalrty theory are less rigid, where candidates are allowed to violate
consfiaints, as long as they better satisfy higher-ranked constraints than other candidates.

McCarthy and Prince (1993 a and b) propose a unified theory (called Generalized Alignment) to
account for the different ways in which constituent-edges are referred to in phonolory and

morphology. Basically a Generalized Alignment requirement means that an edge (R/L) of a
prosodic or morphological constituent must coincide with an edge (RÄ) of another prosodic or
morphological constituent according to the general schema in (16).

(16) General schema for ALIGN

In ALIGN (GCat, GEdge,PCat, PEdge), the GEdge of any GCat must

coincide with PEdge of some PCat, where

GCat: Grammatical category, among which are the morphological categories

MCat: Root, Stem, Morphological Word, Prefx Suffix, etc.

PCat: Prosodic Category: F, s, Ft PrWd, PhPhrase, etc.

GEdge, PEdge :l,eft, Right

The general schema for Alignment can be understood, according to McCarthy and Prince

(1993b:32) as "extending to word-internal constituency the edge-based theory of the syntax/pho-

nolory interface." The Alignment schema in (16) can thus be understood as defining part of the

Morpholory-Phonology interface.
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Conversely, the syntax-phonolory mapping parameter from (2) above can be defined in terms of
Generalized Alignmen! uihich allows for a definition of the Syntax-Phonolory interface in a
similar way .§ the Morphology-Phonology interface.

For Gallo-Romance, we reformulate the Prosodic Word rule (3a) as the alignment instruction

(17).

(17) Align-Lex0-LEFT: Align (kxO, L, PrWd, L)

According to the constraint in (17) any left-edge of a Lex0 should coincide with the left-edge of a

Prosodic Word. The problems that both the prosodic theories discussed in section 2 were

confronted with (accounting for both enclisis and proclisis at the same time) can now easily be

solved. As a constraint (17) can be violated depending on the ranking of other constraints. The

cases where it is violated in Old French are precisely the cases where we have proclisis.

Now in order to enforce proclisis, we need a constraint ranking that in the case of a vowel hiatus,

will ensure the non-surfacing of the first vowel rather than the insertion of an epenthetic

consonant. The constraints needed to guarantee this are motivated in Prince and Smolens§
(1993:85-96). The constraints involved are ONS (syllables must have onsets), PARSE

(underlying segments must be parsed) and FILL (syllable positions must be filled with underlying

segments). In order to illustrate these constraints, let us consider an input string A//. If ONS

dominates the other two constraints, the relative ranking of PARSE and FILL yields the results in
(18a) and (l8b), where a dot represents a syllable boundary, an angled bracket unparsed material

and " an ernpty node.

(18a) 
^il

ONS PARSE FILL

V tl

<v> *l

F."V t

(1 8b )
^/l

ONS FILL PARSE

V tl

F <V> :F

"v *l

In (18a), where PARSE dominates FILL, the non-syllabification of input A// is less optimal than

adding extra material (the epenthetic consonant represented bV ). In other words, PARSE

demands fully syllabified candidates, regardless of whether they contain extra material, whereas,

FILL demands non-epenthetic forms, even if they contain unparsed material.

For Gallo-Romance and Old French proclisis, we need underparsing (deletion) of Vs, hence the

constraint order ONS>>FILL>>PARSE. In order to be effective these constraints must dominate

the constraint in (17). The constraint ranking assumed thus far is given in (19).

(19) ONS>>FILL>>PARSE>>ALIGN(Lox0).10

'olt *holld be nodced tlat proclisis did aot apply to aay V#V sequenee. It only applied
to a s1rccific set of uastressed functioa words {articles, object lrrlolorras, possessives aad
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Let us now return to enclisis. Two issues will be addressed here. One, why is it that the object
pronoun occurs in preverbal position? Is this something that can be accounted for by the
constaint hierarchy or is this an aspect that should be accounted for in terms of syntactic
movement rules, and, thus should be handled in another component of the grammar? Two, how
does the phonological enclisis (reduction of the unsfressed object pronoun and enclisis onto the
preceding stressed element) translate into Optimality theory?
Let us start with the second issue. In order to facilitate the discussion, let us first consider (20).

(20)rT ry
I

tPryd
I

I

[Ft

I

Is

A
vi

D

ryo

T'

n
jo

S

/1
1e

In (20) we have given a partial representation where according to the constraint in (17), the left-
edges of a [.ex0 have been left-aligned with a PrWd. Also, in (20) we have partially represented

in terms of alignment, the Prosodic Hierarchy Hypothesis (c{ among others, Selkirk (1980),
Nespor and Vogel (1986». The analysis that will be given depends on the underlying
representation of the articles and object pronouns that were liable to encliticize in Old French(le,
les, (articles and pronouns) and, occasionally, the unstressed pronours me, te, se, and ez). If it is
assumed ttrat in underlying representation these function words do not have a vowel nucleus (cf
Evers (1994)), the possible outputsTb/ vi and jo le vi canbe accounted for by assuming that both
forms are incorporated into the preceding word (the syllable to the preceding foot in the case of
jo le andthe segment / to the preceding syllable in the case of jo[) in order to satisfy the constraint
FTBIN (according to which feet must be binary under syllabic or moraic analysis, cf Prince and
Smolens§ (1993) and McCarthy and Prince (1993b». The choice between either jol or jo le can
be made on the basis of an optional reranking of the relevant syllable-structure constraints (cf.
Prince and Smolens§, 1993:85-96). For jol, the constaint -COD (syllables must not have a
coda) must be dominated by PARSE, which in turn must dominate FILL"* (a nucleus node must
be filled with underlying segments). ForTo le,the constraint ranking must be the following: -

COD>>PARSE>>FILL'*. This is illustrated in (21). The input is /joV.

(21a) Candidates PARSE FILL"* -COD

F jol. {<

jo<l> *f

jo-1" ,ff

pa ticlcs (cf. tinhorn, 1974r,121. We sill not sork this out in more detail nor provide
cozstnaiat tableaus motivatiag tle raat ing assuaed.
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(zlb) Candidates -COI) PARSE FILL"*

jol {<l

jo.1> {<f

F jo.l" *

The constraint FLL"* must be interpreted as follows. Given our assumption that the object

pronoun /e in underlying representation does not have a nucleus, providing one by GEN as in the

iast candidate in both (21a) and (21b) is a violation of Fill"*. If this form is the actual output, as it
is in (21b), then that empty nucleus is interpreted as a schwa in the output (cf. Prince and

Smolens§, 1993:50-5 I for related discussion).

Summarizing thus far, we have presented the outlines of an optimality analysis of Gallo-

Romance and Old French proclisis and enclisis. It has been argued that the problem of earlier

prosodic theories to define the domains of application for enclisis and proclisis can be solved in
Optimality theory, precisely because the syntax/phonolory mapping defined in terms of
alignment is less rigrd in the sense that the constraints defining it can be violated by higher-

ranked constraints, viz. the syltable stucture consfiaints in the case of Old French. Furthermore,

the predictions made by the two theories discussed in section 2 which were shown to be

problematic are no longer made by the present Optimality-theoretic analysis.

Let us now address the question as to whether enclisis and proclisis in the syntactic sense of
preverbal and postverbal position can also be handled along the lines of the Alignment-based

syntax/phonology interface or should be left to the syntactic component. It should be made clear

at the outset that this is a question which can not be answered easily and that a lot more research

in this respect is needed.

In section 2.3, we have discussed Madeira's (1993) proposal to account for the ban on clitic-first
in EP. We have argued that given the confiastive pairs in (11), the ban on clitic-first is very likely

to be independent of syntactic incorporation requirements. Rather, it seemed that the verbal

complex adjoins to the LEFT of a clitic in C in EP, but to the RIGI{T in BP. What we would like

to propose in order to account for the difference between EP ard BP is that the clitic and the verb

are adjoined to the relevant syntactic node by syntactic movement rules, but that the order in
which they surface follows as a consequence of the Alignment instruction for the

syntaxiphonolory mapping. We then no longer need to have unmotivated left- or right adjunction

of the verbal complex in C, but can make the surface position of the clitic follow as a rather

straightforward result of the syntax/phonology mapping.

In order to account for the contastive EP and BP pairs in (11), we assume for EP a high-ranked

constraint that demands a left-atignment of Lex0's with PrWd's (ALIGN-Lex0-L), whereas for BP

the opposite ranking is assumed: a high-ranked constraint is assumed ttrat demands right-alignm-

ent oil,ex0's with PrWd's (ALIGN-Lex0-R), as informally represented'in(22). This is in general,

what seems to be required to motivate a constraint: adduce examples of other languages where

the same constraint or exactly the opposite constraint ranking is necessary.

(22) EP ALIGN-Lex0-L >> ALIGII-LexO-R

BP ALIGN-Lex0-R >> ALIGN-Lexo-L
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To further strengthen this ide4 let us first try to work out some more EP examples. Following
Brandäo de Carvalho (1989), we assume the forms in (23) to represent the unmarked state of
affairs with respect to pronoun-placement in EP. Brandäo de Carvalho (1989:407) distinguishes
between cases where pronoun placement is theoretically free (23a4), but where EP "shows a
greater propensity to 'enclisis', that is to postverbal position" and cases (23e-g) where pronoun
placement is not free (please recall ftr.7).

(23) unmarked a) Eu vi-te ontem
marked b) Eu=te vi ontem

"I saw you yesterday"
id.

unmarked c) O gato apanhou-o "The cat caught him"
marked d) O gato o apanhou id.

obligatory e) Diga-me "Tell me"
position f)Näo te vr "I did not see you"

g) Quem me vö? "Who sees me?"

As far as syntactic movement is concemed, we follow the analysis of Kayne (1991) from (12a)
and (l2b) above, in which it is assumed that clitics are adjoined to the functional head where the
verbal complex is found. Now, if we want to get the position of the clitic with respect to the
verbal complex for free as a result of alignment, then, besides the consüaints demanding left-
alignment and right-alignment of Lex0 with PrWd's in EP, one more alignment constraint is
needed that demands that a PrWd must begin with a foot ALIGN-PrWd (PrWd, L, Ft, L). This
constraint has been extensively motivated in OTliterature (cf. among others Prince and
McCarthy (1993».
It should be recalled from the discussion of lüadeira's proposal that the order verb-clitic only
occurs when the C-position is empty. When the C-position is filled the order is clitic-verb
(intenogative sentences (23g) and utterances with an initial adverbial complement (230) If it is
assumed now that in these cases the filled C-position does not constitute a lexical category (that
is non-lexical items occw in it), tlren in, for instance, in (23f) the pre-position of re offers two
prosodic grouping possibilities. Either it is grouped with the verb in a PrWd or it is grouped in a
PrWd with the preceding ndo. Grouping it together with the verb as (ndo) (te vi) would both
violate the constraint ALIGN-LexO-L(te not being a lexical category) and the constraint ALIGN-
PrWd (the second PrWd (te vil does not begin with a foot). The grouping of re with preceding

ndo, as @Ao te)(vi), would neither violate ALIGN-LexO-L nor ALIGN-PrWd (as a matter of fact
both ndo and vl are stressed, cf . fn.7), but only a violation of ALIGN-Lex0-R. In this way we can
provide an account for the obligatory preposition and obligatory phonological enclisis in EP in
cases like (23f-g). This is illustrated in tableau Q\ for (23f).

(24) ndo te vi AL-f€x0-L AL-PrWd AL-LexO8.

F (näo te)(vi) {<

(ndo) (re vi) ,fl {<

(ndo) (re)(vi) ,Fl *
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ln order to further determine the correct hierarchical ranking of the Alignment constraints, let us

consider (23e). In (23e), the preposition of me wor:/td yield only one possibility: grouping it
together with the verb. This grouping would violate both Align-PrWd and Align-kxO-L. Both
constraints must therefore in EP dominate Align-Lrx0-& in order to account for the obligatory
postposition in (23e). Please recall that, as mentioned above, for BP a high-ranked constraint
ALIGN-LexO-R is assumed. This will account for the obligatory preposition in me diga cases in
BP.
The postposition of te or o as in (23a and c) violates ALIGN-Lex0-R, but does not violate the

higher-ranked constraints ALIGN-kxO-L and ALIGN-PrWd. Preposing it, again, gives two
possibilities. If the pronoun is grouped together with the verb (phonological proclisis, that is, as

(Eu)(te vl) and (O gato)(o apanhou)),this entails a violation of ALIGN-LexO-L and Align-PrWd.
However, the grouping of the pronoun together with the preceding subject @honological enclisis,

that is, x (Eu te)(vi) and (O gato o)(apanhou)) would only violate ALIGN-Lex0-R, and, because

Align-PrWd and Align-Lex0-L dominate Align-Lex0-R" is the optimal output when the pronoun

occurs in preverbal position. It thus follows straightforwardly from the constraints and the

constraint ranking assumed that pronouns in EP, whether they appear pre- or postverbally, are

always phonologically enclitic. It should be observed, howeVer, that the marked status of (23b)

and (23d) in EP does not follow directly from the constraint hierarchy. A possible way to account

for it, might be to assume that, all else being equal, grouping takes place preferably with the head

from which it receives case.

In conclusion, the fact that trlrh (23a/b) and (23cld) are possible in EP, but only if they are

phonologically enclitic, follows thus straiglrtforwardly from the consüaint ranking. The analysis

presented here thus nicely captures the different surface order of the verb and the clitic in BP,

which was shown to be problematical in a syntactic account. Moreover, it also straightforwardly
formalizes, as mentioned, Brandäo de Carvalhos insight that pronour:s in EP, whether they

appear pre- or postverbally, are always phonologically enclitic.
Conversely, because ALIGN-LexO-R is high-ranked in BP, the prefened groupings for BP are the

ones involving phonological proclisis: (Eu)(te vl) and (O gato)(o apanhou). kr this section we

have presented the outlines of an analysis in Opimality theory of enclisis and proclisis. It has

been argued that Optimality theory is better equipped to handle the domain aspects of the enclisis

and proclisis phenomena discussed here. The problem of identifying the correct domains for the

application of enclisis and proclisis which the prosodic theories discussed in section 2 were

confronted with, has vanished in the present analysis. Furthermore, no empirically unmotivated
predictions are made. Finally, we have argued ttrat extending the Generalized Alignment theory

to the synta:/phonology mapping, opens up a new perspective to account for phenomena that

hitherto have proven reluctant to a purely syntactic account.

4. Summary and discussion: sound change and markedness

In this paper, we have discussed an example of sound change in the historical phonolory of
French, where we have shown not only that Optimality Theory by constraint reranking can

adequately account for sound change, but also that the proposed analyses are not thwarted by

drawbacks of previous nonlinear derivational accounts.

There is, however, one aspect that needs to be briefly discussed. tn section 2, in the discussion of
the edge-based analysis of the loss of enclisis, we briefly discussed the tentative principle (7), in
which a link was made between the edge relevant for the edge-parameter and the edge where
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phrasal stress is located. For the sake of the argumentation, we will side-step for the moment the
empirical adequacy fo the principle in (7), and concentrate on the role of principles such as these
in Optimality Theory. Until the advent of consfraint-based theories, such as Optimality Theory, it
has been a common practice among phonologists to add to the Theory of Markedness by
formulating principles such as the one in (7). The obvious question that arises now, of course, is
how such principles can translate into Optimalrty Theory. ln other words, does Optimality Theory
allow for a Theory of Markedness based on similar principles, or should the unmarked state of
affairs in one way or another follow as a natural result from the hierarchy? The latter position
seems unmotivated as there is nothing inherent in the formalism of constraint-hierarchies that
would prefer one ranking above the other. Also, each constraint itself, because it is considered to
be part of Universal Grammar, is already in a sense a statement about markedness. Nevertheless,
one would like to be able to express more formally that some rankings are more natural or less
marked than others. Therefore, for the case at hand, we could, if the first position is adopted, and,
assuming that phrase-initial and phrase-final stress can be accounted for by edge-aligning feet
with Prosodic Words, propose a principle like (2a).

(24) If, in a language, the constraint ALIGN @rwd, L, Ft, L) is higher
ranked than the constraint ALIGN @rwd, & Ft, R), then,
the constraint ALIGN Q"EX1, L, PrWd, L) is, in the unmorked case,

higher ranked than the constraint ALIGN Q,EX1, R, PrWd, R).

It is, however, easy to see that this way of dealing with markedness can easily become very
complicated. For instance, if we want to express the generalization(cf Hayes (1993» that certain
languages (that is those that have iambic stress rules) tend to have quantitative rules such as

rhythmic vowel lengthening consonant gemination, vowel reduction and vowel deletion,
whereas other languages (those having trochaic stress rules) do not, this would become, if
expressed in a similar way as (24), very intricate. It is clear that especially in this area a lot of
future research is needed.

R*rences

Adams, M. 1987. Old French, Null Subjects and Verb Second Phenomerut.

Ph.d.Diss., University of Californiq Los Angeles.
Bauer, B. 1992. Du latin aufrangais: le passage d'une langue SOV ä une langue SVO.

Ph.d.Diss., Nijmegen University, Nijmegen.
Bichakjian, B. 1988. Evolution in Language. Ann Arbor, Kuroma.
Brandäo de Carvalho, J. 1989. "Phonological conditions on Porfuguese clitic place ment:

evidence for stress and rhythmical patterns," Linguist ics, 27 :405 436.
Einhorn, E. 1974. Old French. Cambridge, Cambridge University Press.

Evers, y. 1994. Where are Old French enclisis and proclisls? MA-thesis,
Nijmegen University.

Garde, P. 1968. L'Accent. Paris, Presses Universitaires de France.

Hayes, B. 1990. "Precompiled Phrasal Phonology," The Phonologt-Syntax Connection,
ed. by S. Inkelas and D. Zec, 85-108. Chicago, University of Chicago Press.

Jacobs, H. 1993. "The Phonolory of Enclisis and Proclisis in Gallo-Romance and Old
French," Linguistic Perspectives on the Romance Languages, ed. by
W. Ashby, M. Mithun, G. Perissinotto andE. Raposo, 149-1,63.

Amsterdam,lPhiladelphia, John Bergamins.
Jacobs, H. 1994. "How optimal is Italian stress?," Linguistics in the Netherlands 1994.

92



ed. by R. Bok-Bennema and C. Cremers, 6l-70. AmsterdamlPhiladelphia,
John Benjamins.

Kayne, R. 1991. "Romance Clitics, Verb Movement, and PRO," Linguistic Inquiry, 22:647-

686.

Kenstowicz,M. Phonologt in Generative Grammar. Cambridge MA/Oxford,
Blackwell, London.

Kukenheim ,L. 7971. "Le röle de la prosodie dans l'histoire de la langue frangaise,"
Mölanges de philologie romane Jean Boutiöre,vol. l, ed. by I. Cluzel and
F. Pirot 317-331. Liöge, Editions Soledi.

Ireuw, F. van der. 1994. "Cliticization, Stress and Phonological Words in European

Portuguese: An Optimal(ity) Approach," Ms. University of Amsterdam.

k)hken, S. 1996. Entwicklungder deutschenWortprosodie.Ph.D.Diss., Berlin.
Ivladeir4 A. M. 1993. "Clitic-second in European Portuguese," Prob?ls,5:155-174.
McCarthy, J. and A. Prince. t993a. Prosodic Morphologt { Technical Repor#3 of the

Rutgers Center for Cognitive Science, Rutgers University.
McCarthy, J. and A. Prince. 1993b. "Generalized Alignment." Ms.
Nespor, M. and I. Vogel. 7986. Prosodic Phonologt. Dordrecht, Foris Publications.
Prince, A. andP. Smolens§, 1993. Optimality Theory- Constraint Interaction in

Generative Grammar. Technical Report#2 of the Rutgers Center for Cognitive
Science, Rutgers University.

Selkirh E. 1980. "Prosodic Domains in Phonolory: Sansl«it Revisited," Juncture, ed.

by M. Aronoffand M-L. Kean,107-129. Saratoga, Anma Libri.
Selkirk, E. and T. Shen. 1990. "Prosodic Domains in Shanghai Chinese,"

The Phonologt-Syttax Connection, ed. by S. krkelas and D. 2ec,313337.
Chicago, Chicago University Press.

Zwic§, A. 1987. "French Prepositions: No peeking" Phonologt Yearbook 4,211-227.

Department of French
Nijrnegen Universityßree University funsterdam
CLSAilL
Erasmusplein 1

6500 HD Nümegen
Netherlands E-mail: hjacobs@let.kun.nl

93

I

t



Evidence for the p-center
syllable-nucleus-onset correspondence hypothesis

Peter M. ]anker
Zentrum für Allgemeine Sprachwissenschaft, -Apologie und

Universalienfo.rschung, ]ägelstraße L0 / 11., D-10177 Bedin
j anker@fas. a g-berlin. mp g. de

ATSTRACT

The question of whether or not the vowel onset is the parameter responsible
for the rhythmical alignment in timing speech utterances still remains unclear.
The experiment described here supports the hypothesis of a congruence between
the mental representation of the syllable-nucleus-onset and the moment of occur-
rence or so-called p-center. Utterances consisting of phonologically identical but
physically distinct syllable rhyme and different syllable initial consoniulce were
presented in a synchronous tapping experiment. The results show that the vowel
onset estimates the location of the tapping position and the differences between
the stimuli as good as other models, suggesting a clear correspondence between
p-center and vowel onset, thereby strongly supporting the hypothesis.

INTnoDUCTIoN

The prosodic aspects of speech have gained more and more interest within recent
years. Although the main interest was concerned with intonation patterns and
tonal aspects the question of which parameters influence the rhythmic structure
of utterances was not totally neglected. Since Terhardt/Schütte [1], Morton et
al. [2] and Marcus [3] it is known that an acoustic (speech-) signal,like a syllable,
is not perceived by its physical onsetbut somewhat later in time depending on its
properties and/or physical make-up. Since then various investigations [4-13]
have been undertaken and models proposed 13, 4,10,12,'1.41to estimate this so-
called 'Ereigniszeitpunkt', 'moment of occurrence or p-center' and to define the
parameters influencing it. A single parameter could not be found, but it seems
that the duration and/or physical make-up of the initial consonance of a syllable
or the transition between consonance and vowel is of more importance than the
syllable rhyme or coda.
But the question of which parameters influence the rhythmic structure of utter-
ances was not only discussed in the light of the p-center/'Ereigniszeitpunkt' ap-
proach but also addressed by others, such as Allen [1.5], Rapp [16], Hollister [17]
and Meyer [18]. Looking for physically measurable equivalents of the r§thm
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beat, syllable beat, 'silbenschlag' etc. these researchers asked subjects to tapl syn-
chronously while listening to or speaking lyric / poetic utterances. They all
agreed on that the 'beat'is somewhat near the end of the syllable initial conso-
nance and the beginning of the following vowel as Meyer already stated in his
1898 paper "IJber den Täkt".
In some of my later work 19,19-21) I argued for the hypothesis of a congruence of
the p-center and the mental representation of the syllable-nucleus-onset and
pointed out that the mismatch between tapping location and vowel onset found
in these investigations might be due to not taking into account the phenomenon
of anticipation occurring in tapping experiments (see'Why anticipation occurs'
below).

ExT,TRIMENTAT DTSIGN

The experiment described here is undertaken to test the hypothesis that a con-
gruence exists between the mental representation of the syllable-nucleus-onset
and the p-center. In discussing results of former experiments I also suggested,
that - besides neglecting the anticipation phenomenon - somewhat misleading
results might occur due to the laboratory situation and the fact that some of the
stimuli used in tapping and adjustmentexperiments mightbe somehow artificial
lacking any compensational variations common in normal utterances, as they are,
for the purpose of the experiment, varied in only one parameter and kept con-
stant in the others. This experiment uses only segments of naturally spoken utter-
ances as stimulus material.

Stimuli
The set of stimuli used here consists of eleven words with #CVC structure and

two interjections [pst', sf]. As the initial part of a syllable, the syllable head, has
the main influence on the perception of the p-center position and the rest of the
syllable has a lesser influence, the stimuli produced have different initial conso-
nants l?, p, f , k, h, k, l, rl, p-', r, f] and a constant syllable rhyme [asf], phonotac-
tically the same but physically due to the natural generation different with all the
compensational information of a natural utterance.
The words were well pronounced (explicitly demonstrated) in focus position
within the frame sentence <Ich habe das Wort gesagt.> (I said the word

-)2 

and recorded in a soundproof studior'rsir.g un-U1ecIro Voice 6318 micro-
phone and a DAT recorder. The interjections were produced as if the speaker
wants to get someones attention [s:f] or causes someone to be quiet [psf]. The re-

1) For clarification: Alignment is the caused. relationbetween two events (here sequences).
Adjustment is an alignment achieved by changing the relation of two presented event
strings, tapping an alignment achievedby performing an action (the tap) to a presented
event string. The adjustnmt or tapping position (alignment position) is this alignment
expressed in relation to an arbitrarily chosen origin. The location of the adjusünent or
tapping position is this measurement expressed in relation to other properties. Adjust-
ment or tapping position are NOT the p-center position, rather they are induced by the
perception of the p-center thus reflecting any change in the location of the p-center po-
sition.

2) N.b. that the position in the German phrase is not sentence final.

9s



cording was transmitted to a Macintosh using Digidesign Audiomedia II (SP/
DIF input), downsampled to 20 kHz and segmented using Signalyze on the Mac-
intosh. The signal segments of interest were cut out of the sound stream and
saved in a separate file for presentation. Figures 1 to 3 show as examples the

Eigure 7: <gast> Amplitude, sonagram, amplitude enoelope (RMS,30 ms) and
zero crossing 0.0 ms) for stimulus <gast> utith an ooerall duration of 405 ms.

shortest stimulus [kasf] with a duration of 405 ms, the longest stimulus [rast']
with an overall duration of. 567 ms and the interjection [s:t'] with a duration of
416 ms. The figures show the amplitude as well as a wide band sonagram
(10 kHz, pre-emphasis, 300 Hz window), the amplitude envelope (30 ms win-
dow) and the zero crossing (10 ms window) for the respective stimuli. An artifi-
cial5 ms, 1 kHz tone burst perceived as a click signal was used as control stimu-
Ius.

Subjects
29 subjects (L9 female, 10 male) took part in a series of experiments including

this experiment. None of them had participated in experiments on r§thm per-
ception before. To become familiar with the computer, the stimulus presentation
program and the data acquisition procedure every subject had a 10 minute intro-
duction using a click signal, the sound [pst] and the word <schwimmst> [Jßrmst]
as stimulus material.
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Figure 2: <rast> Amplitude, sonagram, amplitude enaelope (RMS, 30 ms) and
zero crossing (L0 ms) for stimulus <rast> utith an ooerall duration of 567 ms.

Method
The stimuli were presented using Sennheiser HD 480 tr headphones under

computer control (Compac Deskpro 486 /33, Data Tianslation DT2821SE DA-con-
verter, Behringer PEQ 305 filter, Sony F535R) with 20 kHz sample rate and low-
pass filtered at 6WIz (24 dB/oct). The subjects had to perform a synchronisation
task by tapping to sequences of binaurally presented stimuli. A sequence consist-
ed of 15 repetitions of the same stimulus with an inter stimulus interval of 700 ms.
The interval between sequences was 1400 ms. The stimulus sequences were ran-
domized and grouped in blocks of 1.0. The subjects started the presentation of the
next block by pressing the return key. A sequence was repeatedly presented as

long as the subject did not start to tap. Each stimulus sequence was given four
times with at least two different intermediate sequences. To register the taps a 5 x
L0 cm capacitive sensory field was used. For analysis the taps to the first three and
the last two presentations within a sequence were omitted (leaving 1.6,240 taps).
Figure 4 gives a schematic description of the measurement procedure; a more de-
tailed description of the experimental design and measurement procedure can be
found in [6].
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Eigure 3: <ssf> Amplitude, sonagram, amplitude enoelope (RMS,30 ms) and
zero crossing (7,0 ms) for stimulus <ssf> utith an ooerall duration of 416 ms.

Eigure 4: Schematic description of tapping position measurement utith tapping
position TPn in relation to the signal onset of the respectioe stimulus presenta-
tion (T = inter stimulus interoal, TP, = tapping position for the nth stimulus
presentation, 'L50 ms offset for technical reasons)
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RESULTS AND DTSCUSSION

As the initial consonants of the stimuli presented had been different in dura-
tion and the distribution of spectral energy the repeated measurement design
analysis gives a significant effect (F =99.79, p <.001) for the factor stimulus as

well as for the factor subject (F = 18.05, p <.001) with a significant interaction
(F = 1.49, p <.001), as four subjects do not show a significant stimulus effect (post
hoc Scheff6 (.01)).
In tapping experiments the subjects have to perform three different tasks simul-
taneously. First to adopt a uniform rhythm given by an event string of identical
stimulus repetitions, second to act to these events by tapping synchronously to
the events and third to judge whether or not they succeeded in doing so. There-
fore, a large difference in subject responses is typical for tapping experiments. To
give an impression of the variability found in experiments like this, figure 5
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Eigure 5: Mean tapping positions TP for the control stimulus (click signal) for
all subjects with indicated ooerall mean (solid line)

shows the tapping positions for the control stimulus, a click signal of 5 ms dura-
tiory split by subject. Pooled over all subjects the taps precede the click signal by
about 58 ms (SD 46.5 ms) which is in good agreement with findings i^ *y former
experiments and values found elsewhere. This effect of anticipation, known since
Dunlop 122), was recently investigated in more detail by Radil et al. [23],
Aschersleben / Prtnz 1241, and Gehrke [25] .

Why anticipation occurs
One should not neglect the amount of estimations necessary to slmchronise an

action, the tapping of a hand, to a perceivable forthcoming acoustic event (in
more detail Mates I30]).Figure 6 schematizes the timing relations of the involved
contributors and gives an impression of what kind of estimates are necessary for
a slmchronized tapping task and why anticipation occurs.
The external world is only discoverable through our senses and the mental rep-
resentations of sensible events. In figure 6 the extemal world is represented by the
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time event axes of ear and hand, the intemal world by the time event axes of the
brain (so1id continuous lines). The ear-line is depictediloser to the brain, since the
afferent information of the ear about a speech iignal (S) reaches the brain earlier
than the information of the hand about a tapping action (TP), as the ear is closer
to the brain than the hand.
As we know subjects do not try to produce a similar time interval in between two
events, butJ{r to produce equally tiTgq p-center alignments. Hence, they have
to- identify the inter-stimulus interval (ISI) of the signal sequence from the interval
of the mental representations of successive perceived signals (IrsI). Furthermore
to have a coincidence of a signal S and a tap TP (as in figure 6 case B) in the exter-
nal world the subjects have to estimate the intervals ASri (between the speech sig-
nal.S and its lepresentation rs), ATPrp (between the tap TP and its repräsentatioin
rtp), Arstp (the difference between these intervals) anä am @etween the mental
representation of a movement instruction m and the actual movement M of the
finger), to decide onthe interval Artpm (between the last tap representation and
the representation of the next movement inskuction m) foriheiigt t moment in
time to give the next movement instruction. A coincidence of signäl S and tap Tp
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in the external world then occurs, if the subject is able to keep the interval Arstp
between the mental representation rs of the signal S and the feedback rtp of the
tap TP, derived from the estimated intervals, constant at the magnifude of the
subject specific difference ASrs minus ATPrtp. But the real world coincidence task
does not only involve a lot of estimations, it also has to be done without any reli-
able feedback, as in the artificial situation of a tapping experiment an external v4l-
idation of the coordination (like in tennis: hit or miss) of whether or not the task
was performed successfully, is due to the experimental implications not present,
and intemal information for validation other than the estimates themselves is not
available.
Real world events involving human action seem to coincide only if extemal infor-
mation about the success of the performance is available and the performer able
to compensate for the different time delays of the afferent and efferent informa-
tion.
On the other hand, if we suppose that the task is accomplished by a coincidence
of the mental representations rs and rtp of the signal and the tap (as in figure 6
case C) the subjects have only to make sure that there is no difference in time be-
tween the two representations. This can be done by adopting the IrsI interval as

timing interval (ImID) for the movement instruction adjusted in a way that Arstp
gets minimized. This minimization process still involves a lot of estimation
(Mates [30]) but no external information is necessary for validation; the task is
successfully performed if the two event representations can no longer be differ-
entiated in time. As a result the tap naturally has to precede the signal and a real
world mismatch ASTP, the anticipation of the signal by the tapping subject, can
be observed.

Normalization
Therefore, the anticipation measured above was also used to compensate for

the effect of anticipation. That is, the tapping alignments of the subjects have been
normalized by adding their individual anticipationr, as measured in relation to
the click signal, to the raw TP-values. This normalization reduces subject differ-
ences with respect to anticipation only, it does not alter any other individual dif-
ferences like i.e. the amount of intra-subject variabiliry it especially does not
change a possible stimulus effect. It also shifts the location of the overall mean
tapping position by the amount of the mean anticipation into the positive direc-
tion with respect to the stimulus onset, that is further into the stimulus. Figure 7
gives the distribution of tapping responses for all subjects before and after nor-
malization.
Out of the 29 subjects three seem to be unable to perform the task as intended.
They show a much larger variation than the other subjects (figure 7 is somewhat
misleading in that respect showing the responses pooled over all stimuli but the
click). Figure 8 gives the75% and9}o/" percentiles of the variances per stimulus
for all subjects. There is a noticeable difference in the amount of variability for the
three marked subjects in relation to all others. Their 75o/o percentiles aie larger
than the 80% percentile of the 90% percentiles of the other subjects. Furthermoie

1) This does not assume that the 'individual' anticipation is an unalterable constant
throughout the individuals entire life-span, but merely that it remains constant for the
time of the experiment. If someone would participate in several experiments there
would be an 'individual' anticipation value for every experiment.
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Eigure 7: Box plot of the tapping positions TPR and normalized tapping posi-
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they show significant differences (Scheff6 (.01)) to other subjects in their inter
quartile range, being not significantly different from one another, with the re-
maining 26 also not showing any significant difference in their inter quartile rang-
es. Figure 9 shows the 75% and 90'/" percentiles of the inter quartile range per
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stimulus for all subjects, figure L0 the box plot of the inter quartile range. For fur-
ther analysis the three marked subjects were omitted. Visual inspection seems to
suggest the exclusion of one or two other subjects as well, but they did not come
up in the analysis as being significantly different and remained therefore in the
data set.
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Stimulus effects
For the remaining 26 subjects the repeated measurement analysis still gives, as

expected due to the differences in the syllable initial consonants, a significant ef-
fect (F = LL4.58, p <.00L / for words only F = 115.41, p <.00L) for the factor stimu-
lus as well as for the factor subject (F = 23.03, p <.001 / for words only F = 18.89,
p <.001) with a significant interaction (F = '1..46,p <.001 / for words only not sig-
nificant), due to the four already mentioned subjects which do not show a signif-
icant stimulus effect for the post hoc Scheffd (.01) test. Although the syllable
rhyme has been kept phonotactically constant and the initial consonance has the
main impact on the p-center, the significant differences for the factor stimulus are
caused by the respective stimulus as a whole since the actual realization of the
syllable rhyme differs physically. The locations of the normalized tapping posi-
tions NTP (with indicated standard deviation in the positive direction) can be
seen in figure L1 in relation to the duration of the initial consonants, the vowel as

syllable nucleus and the coda (see table I below). As can be seen the mean tap-
pings are located around the consonant to vowel transition somewhatbefore and
after the segmented syllable-nucleus-onset with no obvious standard deviation
irregularities (mean sd =37.02 ms). Taken into account that the depicted locations
are normalized for anticipation, this is in good agreement with the findings of my
former experiments and the data reported in most of the above mentioned inves-
tigations.
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Model estimates and correlations
To assess, how good the measured syllable-nucleus-onset as a predictor of the
p-center alignment fits with the location of the normalized tapping positions and
to compare it to other estimates of the p-center position for some of the above
mentioned models their estimates and the corresponding correlations were com-
puted. Table I gives the measured values as well as the model specific estimates
for the models of Schütte (SHT), Marcus (MPC), Köhlmann (KLM), Howell
(HWL) and Pompino-Marschall (BPM), table II the corresponding correlation
matrix. The correlations between the normalized tapping positions and the mod-
el estimates as well as between the normalized tapping positions and the syllable-
nucleus-onset are quite high (Fisher's r to z cor > .827,p < .0009). As expected the
syllable nucleus, coda or rhyme do not correlate with either the tappings or any
of the models, but the rhyme (nucleus + coda) correlates more highly with the
coda (p < .0001) than with the nucleus (p = .0084) showing that the nucleus has to
be more stable while the coda is more variable that is more open for compensa-
tional effects. Figures 12 and 13 show the correlations between the normalized
tapping positions and the model estimates for the word stimuli as well as the syl-
lable-nucleus-onset. The correlations are only calculated for the word stimuli as

some of the models rely on entities not available with the interjections.
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Table I: Measurements and model estimates
Noruralized tapping positions NTP with standard deviation SD,

measured duration of initial consonernce ICD, nucleus VD, coda CD, syliable rhyme RM
and estimated alignment values for the models of Marcus MPC, Pompino-Marschall BPM,

Howell HWL, Schütte SHT, and Köhlmann KLM.

1) Can be distinctty improved in relation to alignment location depending on a post hoc
optimüation of the so-called 'arbitrary' constant (see text)

Table II: Correlation matrix for measurements and estimates
Normalized tapping positions NTP for words, duration of initial consonance ICD, nucleus VD,

coda CD, syllab1e rhyme RM, estimates of the models of Marcus MPC, Pompino-Marschall BPM,
Howell HWL, fthütte SHT, Köhlmann KLM, p-values for the framed correlations:

SHT/NTP P = .0008, SHT/ICD P = .0005, all others p < .0001

The simple threshold model - compared to some of the other models - of Schütte,
taking overall duration and amplitude envelope into account, shows at .828
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Figure 72: Correlation and regression line of the normalized tapping positions
NTP and the measured syllable-nucleus-onset ICD as weII as the model-derioed
estimations of the alignment position of the anrd stimuli for the models of
Pompino-Marschall (BPM), Köhlmann (KLM3) and Schütte (SHT).

(p = .0008) the least but sti[ a good correlation to the tappings. The correlation be-
tween the normalized tapping positions and the syllable-nucleus-onset is at .932
quite high, but not as good as the correlation of the original p-center model by
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Eigure 73: Correlation and regression line of the normalized tapping positions
NTP and the model-derioed estimations of the alignment position of the word
stimuli for the models of Howel (HWL) and Marcus (MPC) (note the difference
in the y-axes values).

Marcus, which weights the duration of the initial consonance and the rhyme. This
is somewhat surprising since a correlation of the rhyme with the tapping posi-
tions (Fisher's r to z cor = .446,n.s.) could not be found.
The psycho-acoustic model of Köhlmann uses the pitch and the loudness con-
tours of the acoustic signal to detect onset events, which are integrated to form an
'Ereigniszeitpunkt' (EZP, moment of occurrence) if closer in time to one another
than 120 ms. This sometimes leads to more than one event (EZP) per stimulus.
For the correlation analysis here - as this is done to assess the predictive ability of
the p-center syllable-nucleus-onset hypothesis, not to discuss the problems of the
Köhlmann model - if in doubt the events which give the better correlation are
used. At .907 the correlation is not as good as the correlation of the nucleus onset.
The psycho-acoustic modei of Pompino-Marschall gives at .969 the best correla-
tion. This model calculates partial onset and offset events for rising and falling
flanks of the loudness contour of the single critical bands and integrates them to
a single'syllable onset'.
At .963 the p-center estimates of Howells model - which can be interpreted for
monosyllabic signals as the area bisect of the rectified signal amplitude envelope

- also correlate extremely wel[.
Unfortunately, a high correlation as such is not sufficient to assess the predictive
strength of a model and the reliability of the model estimates.
As canbe seen in figure 14, which depicts the model estimates of the four best cor-
relating models (table II) in relation to the categorical segments of the stimuli,
most of the estimates do monitor the tendency of the differences of the normal-
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Eigure 14: The estimated alignment positions of all stimuli for the models of
Pompino-Marschall (BPM), Houtell (HWL), Marcus (MPC) and
Köhlmann (KLM3) in relation to the segments of the stimuli (duration of
ICD = initial consonance (syllable-nucleus-onset), VD = nucleus, CD = coda).

ized tapping position quite well but only the BPM estimates are for all stimuli in
the magnitude of the normalized tapping positions and hence close to their actual
location. For some of the stimuli also the SHT and the KLM models give estimates
in the magnitude of the tappings. The magnitude of the MPC estimates can be
distinctly improved with respect to the place of the alignment, if one chooses an
appropriate constant factor. The problem here simply is, that one needs to know
the alignment position beforehand to choose the 'optimal' one (for this data
cons. =76.55). Marcus does not provide any, as the model is not intended to give
absolute' p-center estimates, and the one I have found for other stimuli elsewhere
(cons. = 17.02) wouldn't have helped with the data reported here.
Furthermore, as one might have already noticed and can be seen in figure 15, the
correlation matrix (table II) also reveals that all of the models correlate at least as
good as or even more highly with the syllable-nucleus-onset than with the nor-'
malized tapping positions. Lr this respect it seems, that the different models used
to estimate the alignment position are just some very sophisticated methods to es-
timate the variation and trend of the syllable-nucleus-onset.

1) Mar"rrs [11] states that the constant "is an arbitrary constant representing the fact that
we are only determiningrelatioe (emphasis by Marcus) P-center locations of stimuli to
one another." (p.252fl.
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Figure 15: Correlation of the measured syllable-nucleus-onset ICD and the
model-derioed estimations of the alignment position of the word stimuli for the
models of Pompino-Marschall (BPM), Howell (HWL) Marcus (MPO and
Köhlmann (KLM?).
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On the magnitude of estimates
This result suggests that there is good evidence for the hypothesis of a p-center

syllable-nucleus-onset correspondence but a complete match could not be found.
The question therefore is, what might be the cause for this mismatch here and the
mismatches found elsewhere.
. Firstly the anticipation phenomenon as described above.
The fact, that in most of the other investigations the location of the alignment was
somewhat before the consonance-vowel transition was already mentioned above,
and might be at least partly due to this phenomenon for which the data here has
been corrected. As the method used here is quite straight forward but imprecise,
there might be still some inaccuracy due to anticipation, but in my opinion not a
substantial one.
. Secondly, and more important the measurements for the segment boundaries
have a large influence on the match.
Some variability and uncertainty is introduced by the fact that, depending on the
rules for segmentation in use, and the clarity of the signal, a difference of one or
two glottal pulses in the location of the segment boarder in both directions can
easily occur. Depending on the fundamental frequency the speaker is speaking
with, that is, the period duration (70}{2 = t4ms/100 Hz = 10 ms) of the signal,
this can account for up to 50 ms difference for the measured onset in the data. Fur-
thermore, whether this measured postulated signal syllable-nucleus-onset really
represents the mental representation of the syllable-nucleus-onset with sufficient
accuracy is also not completely clear. Unfortunately this kind of variability and
uncertainty cannot be averted.
. Thirdly, the ability to perform the intended task successfully.
As already mentioned above in experiments with simultaneous tapping to a pre-
sented signal, subjects have to perform several tasks at once: recognizing the
rhythm pattem, tapping this pattem by estimating the occurrence of the next
events in time, judging whether or not they matched the presented event with the
tapping action. Hence, quite large difference in subject responses can be expected.
The consideration of misleading measurements caused by the first two aspects
can partly be avoided as the inability of recognizing the rhythm pattem, estimat-
ing the next event or coordinating the tapping action manifests itself for the sub-
jects concemed in a noticeable larger variability of the responses not between
stimuli but within the respective stimulus.
The third aspect, jrdg*g the co-occurrence/ is limited by the fusion and the order
threshold, the ability to recognize differences between two successive events
(such as Arstp in figure 6 case A) and the order in which they occur. For auditory
signals as such this order threshold (Pöppel [27], Steinbüchel/Pöppel [28]) is
supposed to be at about 20 ms to 35 ms (fusion threshold 2 ms), depending on the
measurement procedure (recently discussed in detail by Steffen L29D.
Allen [15] found in his data, where a click signal was superimposed on a speech
signal, that a range of about 200 ms seems to be an interval within which his sub-
jects still judged events as being simultaneous. Compared to the estimates of the
models and hypotheses discussed here - all of them would suggest alignment re-
lations within this distance from the location of the tapping positions and. the con-
sonance-vowel transitions - these findings are rather vague and can not be a basis
to decide whether any of the models and hypotheses is more successful than the
other in estimating the alignment relation.
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Therefore, the order threshold of about 20 ms was used as a basis to define an un-
certainty or indifference interval (tr) of 40 ms within which the order of, two
events, i.e. tapping and presented syllable, cannot doubtlessly be told. The
number of taps within this interval around the estimates of the various models
was counted and fed into a contingency analysis (see table III). The observed fre-

Iable III: Model specific indifference interval contributions
. Contingency Analysis with observed frequencies,
expected values and percents of column totals for the indifference intervals of

the sy[able-nucleus onsät ICDII and the estimates of the models of Marcusl MPCII,
Pompino-Marschall BPMII, Howell HWLII, Schütte SHTII, KöhL:narrn KLMII

(Chi Square =7315.L7'1., p < .0001)

1) Car, b" distinctly improved by post hoc optimization of the so-called 'arbitrary' con-
stant (see text above).

2) The maximum value for this row is the number of tappings inside the indifference in-
terval NTPII of the normalized tapping positions NTP which is 5666.

3) The maximum value for this row is the %-inside value for the indifference interval NI-
PII of the actual data which is 44.4%.

quency distribution confirms the mentioned differences in magnitude of the esti-
mations, as the two models (HWL, MPC) with estimations further away from the
tapping locations show low to very low values for tappings inside the indiffer-
ence intervals around their estimates with only about L5.4 % of the tappings in-
side the indifference interval HWLII for the HWL model and hardly any, that is
about 4.7 % inside MPCII for the original p-center model of Marcus. For KLMtr
about 30 % are reported/ which is slightly more than the expected value of 28.5 %
under the assumption that there is no difference between the models and the
overall distribution between values inside and outside the indifference interval is
as given by the entire models. Assuming the indifference interval at the mean of
a normal distribution with the standard deviation of the actual tapping data, the
expected percentage of values within the indifference interval would be 40 %.

This is about the value the analysis offers for the models of Schütte and Pompino-
Marschall. Remembering the findings for the correlation analysis, of the compu-
tational models the psycho-acoustic model of Pompino-Marschall clearly is the
model of choice to determine an alignment position, giving an estimate in mag-

7425 7669 8931 12167 70798 7719 il703

5091 3829 599 1962 5041 2t8575335

L2760 12760 12750 L2760 12760 r2760 76560

9L\7.167 9L17.L67 9L17.1,67 91L7.167 9777.L67 9L17.L67 il743

3642.833 3@2.833 3642.8333642.833 3642.833 3642.833 21857
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nitude close to the actual tapping locations for words as well as for interjections
and showirg u very good correlation with the variation of the alignment position
introduced by the stimuli.
The only estimate that gives a noticeable higher amount of tappings inside the in-
difference interval is the syllable-nucleus-onset at about 41,.8 %. That is just about
2'/obelow the experiment specific maximal value of M.4"/o and nearly 2"/o more
than could have been expected from a normal distribution with this standard de-
viation, which indicates that the data is slightly squeezed into the middle of the
distribution (positive kurtosis) and that the syllable-nucleus-onset is the aiign-
ment marker which accounts best for that fact.
Thus for the words presented here, the estimations derived from the measured
syllable-nucleus-onset give the overall best prediction of the alignment position.

CONCLUSIoN

The results clearly show that the measured syllable-nucleus-onset is at least an
equally good estimate for the location of the alignment position (here tapping) for
equally timed rhythm perception as any of the other mentioned models of esti-
mation, and therefore supports strongly the notion of a p-center syllable-nucleus-
onset correspondence hypothesis or better, a congruence of the p-center and the
mental representation of the syllable-nucleus-onset.
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SUruLEMENT

The 10 stimuli of the experiment not presented in the stimulus section.

Figure 76: <ast> Amplitude, sonagram, amplitude erutelope (RMS, 3a ms) and
zero crossing (1,0 ms) for stimulus <ast> with an oaerall duration of 439 ms.
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Eigure 77: <bast> Amplitude, sonagram, amplitude enoelope (RMS,30 ms)
and zero crossing (L0 ms) for stimulus <bast> with an ooerall duration of
445 ms.
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Figute 78: <fast> Amplitude, sonagram, amplitude enaelope (RMS,30 ms)
and zer.o crossing (10 ms) for stimulus <fast> with an oaerall duration of
527 ms.
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Figure 79: <hast> Amplitude, sonagram, amplitude envelope (RMS,30 ms)
and zero crossing (L0 ms) for stimulus <hast> with an overall duration of
437 ms.
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Eigure 20: <kast> Amplitude, sonagram, amplitude enaelope (RMS, 30 ms)
and zero crossing (10 ms) for stimulus <kast> with an oaerall duration of
477 ms.
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Alignment and the distribution of German tS] and [xJ.

1 Introduction

This paper examines the distribution of the dorsal fricatives [g] and [x] in
Modern Standard German (MSG) within Optimality Theory (OT) (Prince &
Smolensky 1993, McCarthy & Prince L993a). The velar fricative [x] results from

assimilation to a preceding back vowel, while the palatal fricative [g] occurs

elsewhere. Dorsal fricative assimilation does not apply in compounds or to the

initial dorsal fricative of the diminutive suffix -chen which, though

morphologically a suffix, is prosodically a separate phonological word of German

(Iverson & Salmons 1992, Wiese 1996). This paper argues that dorsal fricative

assimilation is constrained by CRISPEDGe (PrWd) which requires the prosodic

word to have sharply-defined boundaries (Itö & Mester in press). I argue that

spreading from a word-final back vowel to the initial dorsal of the following word

results in a non-crisp word edge and so is ruled out, because CRISpEDGE (PrWd)

ranks higher than the constraint governing spreading.

The paper is structured as follows: Section 2 introduces the data and

reviews their treatment within the model of lexical phonology (Kiparsky 1982,

1985). Special emphasis is placed on the interaction of the rule of fricative

assimilation and umlaut. Section 3.1 provides an account of the distribution of [g]

and [x] within the pre-correspondence version of Optimality Theory (McCarthy &
Prince 1995). In that section I show that [x] is optimal after a back vowel and [g]

elsewhere, regardless of what assumptions we make about the underlying

representation of the dorsal fricative, thus supporting Itö, Mester & Padgett's

(1995) contention that underspecification is not a requirement on input forms in

OT. Section 3.2 addresses the non-application of dorsal fricative assimilation in

compounds and in diminutive constructions. In that section I argue that dorsal

fricative assimilation is constrained by CruSpEocE (PrWd). Independent support

for the relevance of this constraint is providecl from syllabification processes of
German. Section 4 concludes.
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2 L,exical phonology and the distribution of [g] and [x] in MSG

Examples (1) demonstrate the complementary distribution of the palatal and

velar fricative in MSG. The velar fricative [x] occurs only after a back vowel,

while the palatal fricative [g] is found after either a front vowel or a sonorant

consonant.' These examples illustrate further that the distribution of these

segments is independent of their syllabic position. The dorsal fricative can be

either in the same syllable as ttre preceding vowel or form the onset of the next

following syllable.

(1) [xJ after a non-low back vowel [g] elsewhere

Buche [bu:.xa] 'beech tree' riechen [ni:.gan] 'to smell'

suchte [zu:x.tä] '(s/tre) searched' Nichte [nrg.tä] 'niece'

Knochen ftnc.xän] 'bone' sprechen flpne.gan] 'to speak'

lochte [rx.ta] '(s/he) made a hole' Rechte [neg.B] 'rights'

Sprache lipna:.xa]'language' durch [drng] 'through'

machte [max.ta] '(s/tre) made' Dolche [del.ga] 'swords'

manch [mang] 'some'
München[mYn.gan]'Munich'

Word,initially, the palatal fricative [g] is in free variation with either [] or

[k] before front vowels, and with [k] before back vowels (Hall t992, Wiese

1996):

(2) Chirurg [gi:.RuRkJ x

Chemie [Ee.mi:] x

China [gi:.na] x

Cholesterin [Eo:.les.te.Ri:n] x

Charisma [Ea.RIS.mal x

[ki:.RuRk] -
[ke.mi:] e-

[ki:.nal -
[ko:.les.te.Ri:n]

[ka.RIS.mnl

[li:.nunk] 'surgeon'

[le.rni:] 'chemistry'

[li:.na] 'China'
'cholesterol'

'cha rismn'

For several decades the prevailing assumption was that the velar fricative

[x] is the less marked and hence basic segment type; more recently [g] has been

considered basic, because of its wider range of distribution. Hall's (1989)

approach to this problem is innovative in that he regards neither segment as
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underlying; instead he proposes that the dorsal fricative is unspecified for backness

underlyingly (tXD and receives a specification for this feature either by spreading

in (3) or by the default rule in (4).

(3) Fricative Assimilation (Hatl 1989:3)'

[ -son I
I +cont I

[-voic. J
I

VCl--' t
[back] [hieh]

(4) [-back] default specification: [-son, +high, +cont] -> [-back]

Some well-known exceptions to the rule of fricative assimilation occur,

however. FA does not apply in compounds (5a) or between words at the phrase

level (5b).

(s)

(6)

a.

b

Biochemiker [bi:oge:miknJ

Indo-China [rndogi:na]

weil [du:ge:mi] studierst

fzo: gi:ne:zrfat Augen

'bio-chemist'

'Indo-china'

'because you study chernistry'

'such chinese eyes'

There is yet another exception to FA which initially does not fall under this

last generalization: The initial fricative of the diminutive suffix -chen surfaces as

palatal and is thus invariant, even if preceded by a back vowel. The diminutive

examples in (6a) contrast in this respect with the forms in (6b) in which the dorsal

fricative and the preceding vowel are tautomorphemic.

a

b

Kuh+chen

Pfau+chen

Tau+chen

Kuchen

pfauch+en

tauch+en

[ku:gän]

[pfao:gän]

[tao:gan]

[ku:xän]

[fao:xän]

[tao:xänJ

'cow, dim.'

'peacock, dim.'

'rope, dim.'

'cake'

'to hiss'

'to dive'

i*
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Under the model of lexical phonology the exceptionality of this suffix
suggests that FA is a lexical rather than a post-lexical nrle, since only lexical rules

admit of exceptions. If FA were post-lexical, it would be expected to apply

"across-the-board", i.e., regardless of the morphological structure of the word.

Hall (1989) hence considers FA a lexical rule and assigns it to level II of the lexical

phonology of MSG.3 The assumption that FA is a level tr rule is based on its
interaction with umlaut. MSG has several suffixes which cause fronting (and in

case of a low vowel also raising) of a preceding stem vowel, as shown in (7).4

(7) a.

(8)

Bach

Bäch+lein

back+en

Bäck+er

schwach

schwäch+er

lbzurJ

[beglain]

lbakanl

[bekn]

tlvaxl

llvegnl

'brook'
'little brook'

'to bake'

'baker'

'weak'
'weaker'

b

c

Hall (1989) argues that umlaut takes place before FA, so that all suffixes

that induce umlaut (including those of level tr) must be in place before FA has its

frst chance to apply. If FA were to apply before umlaut (for example at level I), a
dorsal fricative would agree with a preceding vowel in backness before umlaut

were able to front that vowel.

level I
FA

Ievel II
morDhologv:

-

add -lein
ohonolosv:

-

umlaut

t b a xl
tbaxl

ttbaxllainl
ttbexllainl
{< [bexlain] 'brook, dim.'

If FAapplied after umlaut (for example late at level II, as suggested by Hall) this

problem would not arise.
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Hall recognizes that there is a problem with his proposal, however: If FA

were a late level II rule, it would apply to the dorsal fricative of the diminutive

suffix -chen. As a stress-neutral derivational affrx, -chenbelongs to level II of the

lexical phonology of MSG and so is in principle subject to FA, as shown below.

(e)
level I

Ievel II
momholosv:

-

add -chen
ohonologv:

-

FA

t ku:I

ttku:lXanl
ttku:lxanl
{< [ku:xän] 'cow, dim.'

To prevent the dorsal fricative from assimilating to a preceding back vowel,

Hall stipulates that FA. applies only to tautomorphemic sequences of segments,

revising his original formulation as in (10).

(10) Fricative Assimilation

[-ron I
I *.ont I

L*i"e J
VC
l-'-1

lbackl [+high]V
tr

The restriction of FA to morpheme-internal environments is, however, at

odds with the model of lexical phonology. Irxical phonology incorporates

morphological restrictions on the application of phonological rules through level

ordering. A lexical rule can bc lirnitcd in its effect by introducing it with a given

level of morphemes and by assuming that it ceases to apply before the next layer of
formatives is added to the word. The application of FA to the dirninutive suffix

should hence be blocked by assigning it to an earlier level than the diminutive

suffix -chen,and not by placing special restrictions on the rule of FA
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The conditioning of FA to tautomorphemic cöntexts is indeed unnecessary,

since there is no need for umlaut to apply before FA. Umlaut is a typical example

of a qualitative rule which applies on the melodic tier, regardless of the syllabic

position of the segment it affects, and is thus not subject to Inalterability (Hayes

1986b).s That is, umlaut changes a [+back] feature to [-back], regardless of
whether that feature is associated with a single vowel or a vowel plus a following
dorsal fricative. There is thus no need for umlaut to apply before FA and FA can

be treated as a level I rule.

(11)

(t2)

[beglain] 'brook, dim.'

With FA applying at level I, the dorsal fricative of the diminutive suffix -

chenwoaldbe exempt from assimilating simply by being attached to the stem after

FA has ceased to apply. It could thus surface with the default value [-back], even

if preceded by a back vowel.

level I
FA

level II
momholosv:

-

add -lein

ohonoloev:

-
umlaut

Ievel I
FA

level II
morphology:

add -clrcn
ohonoloev:

-

default

t b a Xl
I

[+back]

lbaxll'-
[+back]

ttbaxllainltt
[+back]

ttbEgllainl
ll

[-backJ

t ku: l

ttku: lXanl
t t ku:l g a n I

[ku:gänJ 'cow, dim.'

30



Assigning FA to level I, we can furthermore account for its non-application in

compounds. Assuming with Wiese (1986) that compounds are formed at level II,
they would fail to undergo FA simply because FA is no longer effective at this

level.

While the present analysis is internally coherent and consistent with the

level ordering hypothesis of the model of lexical phonology, it is not consistent

with other predictions that this model makes. FA introduces the feature [back]

onto a segment for which this feature is not contrastive in MSG and so should be

considered a post-lexical ru1e.6 If FA applied post-lexically, however, we are at a

loss as to how to explain the exceptional behavior of the diminutive suffix. Since

all morpheme boundaries are erased by the time a representation enters the post-

lexical component of grammar, the non-application of FA cannot be accounted for

on morphological grounds.

There is, however, an altemative interpretation of these data which brings

their phonological and not their morphological structure to bear on the analysis.

Bloomfield pointed out in 1930 that forms l*e Omachcn [omagänJ 'grandma,

dim.' resemble compounds in not undergoing fricative assimilation and so could be

analyzed as a sequence of two phonological words: co'[ ol[oma] ro[gan] l. A
similar claim has been made in more recent times by Iverson & Salmons (1992),

and is also at the heart of Borowsky's (1993) and Wiese's (1996) analysis of this

phenomenon.? Integrating this insight into ttre model of lexical phonology,

Iverson & Salmons (1992) suggest that FA operates in the post-cyclic lexical

component at which structure preservation ceases to be in effert (Booij & Rubach

1984, 1987). Since post-cyclic rules apply only word-internally, the dorsal

fricative of the diminutive suffx -clrcnis exempt from assimilation, if it is a "non-

cohering" suffix and hence a prosodic word of German.

One fact that is problematic for the assumption that -chen is a prosodic

word is ttrat it can cause umlaut of a preceding back stem vowel. The noun roots

in (13) which display umlaut in the diminutive form contrast in this respect with the

examples in (la) in which umlaut fails to apply.

tlu:1

[haos]

[zo:n]

tfy:ganJ 'shoe, dinl.'

[he0sQan] 'house, dim.'

lz1:ngEn] 'son, dim.'

(13) Schuh

Haus

Sohn

'shoe'
'house'
tsont

Schüh+chen

Häus+chen

Söhn+chen

131
ra-'



(14) Mama

Auto

Orna

Imama]

Iaoto]

lomal

tmomt

tcart

'grandma

Mama+chen

Auto+chen

Omarchen

If. -chen were a "non-cohering" suffix, we would expect it to leave the base

of suffixation alone, phonologically speaking. That it can cause umlaut suggests

instead that -chen forms a single phonological word with the base.

To solve the umlaut problem, Iverson & Salmons (1992) claim that there

are two formatives of the shape :chen in MSG: An umlaut-inducing one which can

potentially undergo FA and which indicates the diminutive only, and a variant with

an affective connotation that does not cause umlaut and that fails to undergo FA.

The first suffix is "relatively deep in the lexicon [...]," while the second instance of
-chen is "[...] closer to the surface" (Iverson & Salmons 1992:42). Despite the

fact that they assign these two suffixes to different strata of the lexicon of MSG,

which invites an analysis in terms of the (cyclic) lexical phonology of this

language, Iverson & Salmons ultimately seek an explanation for their different

behavior in their phonological properties. They claim that only the frst type of
suffix is fused with the base to form a single phonological word, while the second

type of affix forms a phonological word of its own.

However, the semantic distinction that justifies this classification is not

supported by the German data at large. According to Fleischer (1975) diminutive

forms hke Stadtchen [Jtetgan] 'town, dim.' Sümmchen [zvmgän] 'sum, dim.',

Mütterchen [mvtngän] 'mother, dim.' and Küsschen [kvsgan] kiss, dim.' do not

only express the diminutive, but often have an affective connotation. The problem

that these and similar forms pose for an analysis along the lines of Iverson &
Salmons is that they have an affective connotation and show umlaut. There is

hence no clear semantic distinction between forms with umlaut which have a pure

diminutive meaning and forms without umlaut with an affective connotation.

Instead the affective connotation is found with both umlauted and non-umlauted

stems, making a distinction between a diminutive, umlauting version of -chen and

an affective, non-umlauting version of -chen untenable.

Assuming, then, that there is only a single suffix of the shape -chen rn

MSG, an analysis in terms of the model of prosodic lexical phonology is faced

with a dilemma, the umlaut dilemma. The diminutive suffix forms a single

[mamagEn]'mom, dim.'

[aotogan] 'car, dim.'

[omagan] 'grandrr&, dim.'
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phonological word with respect to umlaut, but a separate phonological word
inasfar as dorsal fricative assimilation is concerned. We will see in section 3.2 that

the contradictory behavior of the diminutive suffix finds a straightforward
explanation if analyzed in terms of Generalized Alignment (McCarttry & Prince

1993b).

Optimality theory and the clistribution of [g] and [x] in MSG

Underspecification and Faithfulness

Optimality Theory (OT) (Prince & Smolensky 7993, McCarrhy & Prince

1993a) assumes that a phonological grammar consists of a set of universal

constraints which evaluate a representation with respect to its well-formedness.

Constraints are ranked on a language-particular basis. They are violable, but

violation is minimal; i.e., that candidate that best fits the well-formedness

conditions expressed by the constraints will emerge as optimal, even though it
might violate one or more of the existing constraints. A key element of this model

is the assumption of a generator function Gen; for any given input form Gen

produces a set of output candidates by making any number of changes to the input.

These candidates are evaluated "in paallel"; i.e., unlike the model of lexical

phonology which allows word formation rules and phonological rules to interact

cyclically, OT assumes that all morphemes are part of the input.

It is the function of faithfulness constraints to insure that every element of
the input is contained in every output candidate. Depending on the ranking of these

constraints in the overall constraint hierarchy, either a minimal or nrädmal

deviation of output from input is possible. Faithfulness constraints figure

prominently in the following discussion of the underlying representation of dorsal

fricatives in MSG and thus merit a brief review. Prince & smolensky (1993)

introduce two faithfulness constraints, PARSE and FILL, which militate against the

deletion and insertion of input elements from the output. Itö, Mester & Padgett

(1995) extend the use of these constraints to cover both features and association

relations between elements in the input lbnn, grouping thcm un«ler thc common

name FAITH:

IJJ



(15) Felmr (Feature Faithfulness) (Itö, Mester & Padgett 1995: 586)

PenseFeer

All input features are parsed.

FILLFEAT

AII features are part of the input.

PARSELINK

All input association relations are kept.

Frr-r-Lwr

All association relations are part of the input.

In their view, not only the insertion of a feature, but also the insertion of an

association line into a candidate form constitutes a violation of Famr.
I-et us begin the analysis of dorsal fricative assimilation in MSG by

considering what the underlying representation of dorsal fricatives is. The

discüssion in the previous section assumed that dorsal fricatives are unspecified for

backness underlyingly and that they receive a specification either by spreading or

by default. Itö, Mester & Padgett (1995) maintain that OT does not require

underspecification of input forms, since output constraints and their ranking alone

provide an account of the pattern of segmental distribution. Using as an example

the featurc [voice] in sonorants and sonorant-obstruent clusters in Japanese, they

show that, given a set of input forms which differ minimally in the specification of

one of their segments and a fixed ranking of the constraints, the same output

candidate emerges as optimal. Underspecification is thus not a necessary

requirement of input forms..

The same conclusion could be reached regarding the underlying

representation of dorsal fricatives in MSG. The following discussion will show

that we can account for the distribution of [g] and [x] without assuming that dorsal

fricatives are unspecified for backness (IXI) in the input. As a matter of fact, we

can even account for the occturence of these segments under the assumption that

dorsal fricatives are specified as [+back] underlyingly (txt). For the purposes of
this discussion let us distinguish between two kinds of environments, namely

those in which the realization of the dorsal fricative is context-dependent and those

in which it is not. As the earlier examples in (1) and (2) show, a dorsal fricative

surfaces as [-back] in any environment other than after a back vowel. If we want

to entertain the hypothesis that dorsal fricatives can be specified as [+back] in the
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input and accorrnt for their realization only in terms of the constraint hierarchy of
MSG, we need to assume the existence of a constraint which bans the co-

occulrence of the feature values [+back] and [+continuant] in dorsal consonants:
*[x]. Assuming that this constraint is ranked higher than the constraint Falrn
[aback] which preserves the underlying backness specification of a dorsal

fricative, a [+back] dorsal fricative is excluded in a position such as word-initial,

for example.

Consider first the form /xemi:/ 'chemistry' in table (16) below, whose

initial fricative is specified as [+back] underlyingly. If *[x] is ranked above Fatrn
[aback], then the faithful candidate (a) is excluded due to its violating the co-

occurence constraint. Of the non-faithful candidates, (c) wins over (b), because it
violates FeIrg [aback] in only two instances. I will follow Itö, Mester &
Padgett's use of rendering inserted features in italics, but use bold type-face to

mark inserted association lines. The insertion or deletion of a feature, as well as

any addition or deletion of an association line registers for one FAITH [aback]
violation.

(16) Input: lxe m i:/
I

+bk

'chemistry'

candidates *[x] Falrn I crbackl
a. xemi:

I

+bk

x?

b. gemi:
I

-bk <+bk>

x*** I

g.3§ Xemi:

<+bk>

*{c

The winning candidate (c) demands some further explanation. Specifically,

we need to consider how output forms with an unspecified dorsal are to be

interpreted. Itö, Mester & Padgett (1995) argue that output underspecification is

possible within the framework of OT. Infact, a key element of their analysis of
sonorant voicing in Japanese is that sonorants are specified for [voice] in some

contexts, namely if followed by an obstruent, while they are unspecified for this
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feature in other environments. Since sonorants are phonetically voiced, there must

be either a statement or a rule which relates the incompletely specified output to the

features of the phonetic signal. We could similarly assume that a dorsal fricative

that is unspecified for backness in the output is realized at a palatal place of

articulation. As regards their phonetic realization, there are thus no substantive

differences between the forms (16b) and (l6c) and I will treat both candidates as

well-formed output representations corresponding to the phonetic form [gemi:.1

'chemistry'..

Table (17) presents the other possible input form /gemi:/ with a [-back]

word-initial dorsal. Of the candidates that are associated with this input, (a) is

excluded because it violates the highest ranking constraint *[x]. The choice

between the remaining two candidates therefore falls onto FeIrH [crback]. As

expected, the faithful candidate (b) wins over the non-faithful candidate (c).

(17) Input: lg emi:l 'chemistry'
I

-bk

candidates x x Fan:r [crbackl
a. X e. IIl r:

I

+bk <-bk>

{<l ***{<

§.rs E
I

emi

-bk

c. Xemi:

<-bk>

**!

The same result obtains when the dorsal fricative is unspecified for

backness in the input, as shown in table (18). While candidate (a) is eliminated by

the co-occurrence constraint, the faithful candidate (c) emerges as the winner over

the non-faithful candidate (b).
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(18) Inpuü lX e m i:/ 'chemistry'

candidates " [x] Felnr lcrbackl
a. Xe[rIr:

I

+bk

*t ,1.:f

b. Eemi:
I

-bk

**!

g.]s Xemi:

Hence, we can account for the occurrence of [g] in word-initial position

without having to assume that either lgl or /)V underlies this segment. This

"freedom of analysis" is not without consequences, however: In order to rnaintain

the assumption that surface [g] can correspond to a [+back] dorsal ficauve lxl
underlyingly, we need to appeal to the constraint x[x] which bans the occurrence of
the tbature value [+back] in dorsal fricatives. By contrast, if we assumed that

either lc/ or /Xl, but not lxl were basic, there would be no need to invoke this

constraint. Instead of Iimiting the range of possible surface forms by assuming a

close featural relationship between input and output, OT allows input forms that

can drastically vary from the corresponding output forms, placing the burden of
choosing the correct output on the constraint hierarchy. In the absence of an

accompanying theory that assesses the cost-effectiveness of these analytical

choices, it remains to be seen what the advantage of an OT approach is over an

approach that favors minimization in the choice of features at the underlying level.

We can now turn to those examples in which the realization of the dorsal

fricative is predictable through context. As already outlined in section 2, a dorsal

fricative surfaces as [+back] after a back vowel. Invoking the important insight of

autosegmental phonology that assimilation is feature spreading (Hayes 1986a), I
posit the constraint in (19) which requires a back vowel and a following dorsal

consonant to share a single specification [+back] (ItÖ & Mester 1995).8 Since

CVlnmace requires double linking of the feature value [+back], a VC sequence

whose individual segments are specified as [+back] violates this constraint.
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(19) CWwKAGE:

If CWnqrace is ranked higher than Femr [crback], only a candidate in

which the feature [+back] is doubly linked emerges as optimal, regardless of what

assumptions we make about the underlying representation of the dorsal fricative.

Also, since [+back] is a possible feature in dorsal consonants after a back vowel,

the constraint CVLDTKAGE must rank higher than x[x].

Suppose that the dorsal fricative is specified as [-back] underlyingly, as

shown in table (20). Gen submits, as members of the candidate §et associated with

this input, the output (a) in which the dorsal fricative agrees with the preceding

vowel in backness. Despite the fact that it violates *[x] and FArTH [oback], it is

the only form that satisfies the higher ranking constraint CVLINKAGE, and so

emerges as the winner.

CV
root

dorsal

o

I

o

/
[+back]

(20) Input: lk u: g a r/
II

+bk -bk

'cake'

candidates CVLINKAGE ä( x Felru lcrbackl
a.!a ku:xan

U
+bk <-bk>

* *{<{<

b. ku:xan
II

+bk +bk <-bk>

*l * ****

c. ku: gan
tl

+bk -lrk <-hk>

*? {<*ät(*

d. ku
I

+bk

g an
I

bk

{cl

e. ku:Xän
I

+bk <-bk>

*t **
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Consider now the table in (21) which evaluates candidates based on the input

/ku:xän/ with a [+back] dorsal fricative. All candidates except (a) fall victim to

CVLINKAGE and so are non-optimal.

(2I) Input: /k u: x ä n/
ll

+bk +bk

'cake'

candidates CWnrracs * [x] Falru lcrbackl
a.rs ku:xän

tt
+bk <+bk>

{( t,F t

b ku:xän
II

+bk +bk <+bk>

rf * *** {<

c. ku:gän
tt

+bk -bk <+bk>

*l ****

d. ku:xän
tl

+bk +bk

*l *

c. ku:Xän
I

+bk <+bk>

,F? **

The last input to consider, (22),hu an unspecified dorsal fricative. Even in

this case, candidate (a) emerges as the winner due to CWnrmace ouEanking the

co-occurence and faithfulness constraints.

(22) Inpuü lk u: X A nl 'cake'
I

+bk

cand.idates CWINKAGE {( x Falru fcrbac

A. isr kU: Xan
tt

+bk

* *

b. ku:xantt
+bk +bk

*l {< *{<

tz. ku:gantt
+bk -bk

*l **
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d. ku:Xän
I

+bk

{<f

A comparison of tables (20) through (22) shows that we can account for
the occurrence of [x] in a position after a back vowel without having to assume that

dorsal fricatives are unspecified in the input. Furthermore, we have seen that we

can account for the occurrence of [g] in all other positions on the basis of the

ranking *[x] >> Falru [aback]. In the remainder of this paper I assume that

dorsal fricatives are specified as [-back] underlyingly and so will omit the

constraint *[x] from the following tables.

3.2 Alignment and Crisp Edges

We now turn to the focus of this analysis, namely the non-application of
dorsal fricative assimilation in compounds and the diminutive construction.

The notion of alignment developed by McCarthy & Prince (1993b) requires

that a specified edge of a morphological constituent (a root, stem or affix) coincide

with a specified edge of a prosodic constituent (a syllable, foot or prosodic word).

The relationship between these categories is exclusive; i.e., no multiple linking of a
feature across a boundary may occur. Itö & Mester (in press) propose a revision

of alignment theory which distinguishes alignment proper from the requirement of
prosodic constituents to have "crisp edges". In an effort to account for cases in

which a consonant, for example, syllabifies into both the coda and the onset across

a juncturc, thcy clairn that instanccs of multiplc linking satisfy alignnrcnt. Considcr

the structures in (23) below, where A and B represent two morphological

constituents, and cr and p two prosodic constituents. Assuming that the right edge

of A has to coincide with the right edge of o, then on Itö & Mester's view neither

the structurein (23a) nor the one in (23c) violates AUCN-R.

(23) a. A b cBB
A .4 A.

A

l.
II
ct, p

B
A

A
A

o

;

B

oa

lt
c[

O

p

o

C[



Alignment differs from the requirement of prosodic constituents to have

"crisp edges"; i.e., the condition that every prosodic element is incorporated into a

single higher prosodic unit which is captured by a family of CRlspEoce

constraints. CRISPEDGE rules out any linking across the boundary of a prosodic

constituent. Assuming that C and D are prosodic categories, then the constraint

CruspEocg (C) is violated by the structure in (24c),because element 6 is linked to

both prosodic categories C and D.

(24)

CnrspEpcr (PrWd) plays a crucial role in accounting for the non-

application of dorsal fricative assimilation in German compound and diminutive

constructions. This constraint is independently motivated in the analysis of
syllabification in German.

McCarthy & Prince (1993b) observe that the left stem boundary in German

is opaque to syllabification. The examples in (25) demonstrate that the final

consonant of a prefix or the first constituent of a compound syllabifies into the

coda, rather than into the onset of the following syllable, satisfying ALrcN (Stem,

L, PrWd, L). The insertion of a glottal stop before the second vowel-initial

morpheme is a consequence of the undominated position of ONSET in German.e

DCcba. D

/\
C

A
CD/\.4

lr
y8

a;i
y§

o ./}\4
II
yö

(25) a. aur+essen

ver+irren

7nlL+.rmt

berg+ab

Iaauf. ?esn]

[fn.?rnn]

[tsrl.aamtJ

[benk.?up]

'to cat up'

'to lose one's way'

'customs-house'

'downhill'

b

Consider the candidates in (26), all of which are built on the same input

/ts cl+amU'customs-house'.
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(26) a. PrWcl
I

o,/T\
tsr I

ONsgr' *

AucN-L: .l
FarrH, {

ONspr: {
AI.IGN-L: *

Femr: {

PrWd
I

o./T\

stem

PrWd
I

PrWcl
I

\I/
stem

PrWd
I

o

b

-/Aa mt ts r I ? a rnt\r \l,/
stem stem

\,,/

V

Oxspr:

ALIGN-L:

Femr:

d

^/
*

*

c PrWd PrWd
tt
oo./1 ä

ts f, I a mt\,/ \rstem stem

I a mt

stem stem

PrWd
I

o

ts

ONssr:

AI.JGN-L:

Fanrs:

3

./

^/
{

While the ranking of ONser above ALIcN-L rules out the properly aligned

but onsetless candidate (26a), under ItÖ & Mester's interpretation of alignment the

arnbisyllabic candidate (26d) also satisfies At-tcN-L and so would be given

preference over the corect output form (26b), if no constraints other than ONser

and AucN-L are taken into consideration.ro The difference between the optimat

candidate (26b) and the suboptimal candidate (26d) is that the former has crisp

word edge§, justifying the appeal to the constraint CRISPEDGE (PrWd). If
CRISeEDGE (PrWd) is ranked above ALIGN-L, candidate (26b) will emerge as the

winner.

That it is indeed the prosodic word and not the syllable that is required to

have crisp edges follows from the fact that multiple linking across a syllable

boundary is not generally excluded in German. There is evidence from the

diskibution of long and short vowels that medial consonants in forms Lrke Hölle

lhcela] 'hell' or the name Otto [*ol are ambisyllabic (Vennemann 1972, 1982;



Benware 1986; Wiese 1986; Ramers 1992, F6ry 1995). Short lax vowels cannot

occur in word-final position which suggests that German syllables are at least

bimoraic. Word-medial consonants that are preceded by a short lax vowel must

therefore be in the coda to satisfy the bimoraic requirement. Since they also form

thc onsct of thc following syllablc thcy arc arnbisyllabic. That gcmination is

inhibited across a compound boundary is therefore not motivated by a restriction

on German syllable structure, but must be rooted in the more specific requirement

of prosodic words to have crisp edges.

I-et us now consider the process of dorsal fricative assimilation in greater

detail. As already mentioned above, dorsal fricative assimilation is strictly limited

to word-internal contexts; i.e., it fails to apply in compounds or between words at

the phrase level. Since assimilation applies freely across a syllable boundary, as

demonstrated earlier by the form Kuchen [ku:.xän] 'cake', we cannot call upon a

syllable structure requirement of German to explain why dorsal fricative

assimilation fails to apply in compounds. We suggest instead that the non-

application of fricative assimilation follows from the constraint CRISPEDGE

(PrWd). Assuming that assimilation is feature spreading, the propagation of

[+back] from the stem vowel n (27) to the following dorsal results in a multiply

linked structure and consequently a non-crisp word edge.

(27) PrWd PrWd

*[mdoxi:na] 'Indo-china'

Provided CRIspEDGe (Pr\Md) ranks higher than CVLINKAGE, the initial

dorsal fricative of the second stem fails to undergo assimilation and so surfaces as

front.

(28) Inpur hndo+ i: n al 'Indo-china'

o
,4,

o
/\/\

oo
,,A..

rndoxi:narrttltrl
oooooooa

tt
+backlt

I

+bk

I
I

-bk
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candidates CRISPEDGE CWINKAGE Femr lcrbackl
a. rndoxIi:na

U
+bk <-bk>

*f t{<>F

§.B1ndoIgi:na
tt

+bk -bk

*

c. rndoIxi:natt
+bk +bk <-bk>

* r***

d, rndoIXi:na
I

+bk <-bk>

* >k*

If we assume that -chen is a prosodic word of German, we can furthermore

explain why its initial dorsal fricative escapes assimilation. Assimilation is blocked

in this environment, because it results in a non-crisp word edge.

(2e) PrWd
I

o

PrV/d
I

o

xanilf
I

(30) Inpuil flr u: +
I

{'[ku:xän] 'cow, dim.'

a r/ 'cow, dim.'

/\ku
l!

I

+backlt

I
I

-bk+bk

candidates CTSpEDGE CWINKAGE Felru lcxbackl

a. ku:x[än
tl

+bk <-bk>

*l {<**

b.rs ku:Igän
ll

+bk -bk

*

c. ku: Ixänrl
+bk +bk <-bk>

* ***{<



d. ku: IXän
I

+bk <-bk>

,r **

Finally, let us reconsider the umlaut problem. As already pointed out in
section 2, the fact that the diminutive suffix -chen causes umlaut of a preceding

stem vowel is difficult to reconcile with the assumption that it is a "non-cohering"

suffix or prosodic word of German. However, under the present approach, the

claim that the diminutive suffix is a separate prosodic word of German can be

maintained despite the fact ttrat it causes umlaut of the base of affixation. Since

umlaut consists of th9 anchoring of an underlyingly floating feature value [-back]
with abackroot vowel in the output (Klein 1995), it violates neither ATIGN-L nor

CRISPEDGE (PrWd). As a matter of fact, the advant'age of the alignment approach

oter an approach within prosodic lexical phonology emerges most clearly in the

analysis of the interaction of dorsal fricative assimilation and umlaut in MSG. By
fooising on the edge of the prosodic word, alignment theory is able to make use of
a qualitative difference between these two processes to explain why assimilation

fails to apply between two prosodic words, while umlaut can take place in this

context Fricative assimilation is a spreading operation, which results in blurred

word edges; umlaut is a feature insertion process. Note that I am not claiming that

umlaut can apply between words; I am claiming that umlaut simpty does not bear

on the question of what a phonological word is.

4 Conclusion

In this paper I have presented novel solutions to the invariance of the

German diminutive suffix -chen within the model of lexical phonology and within

optimality theory. In section 2 I have argued that the invariance of the diminutive

suffix can be accounted for by assuming that dorsal fricative assimilation applies at

level I, before the diminutive morpheme is suffixed. The solution within
optimality theory, on the other hand, depends on the recognition of -chen as a
scpälatc prosoclic worcl of Ccrrnrn. lt -cltctt is a prosodic word, tlrc c«rnslr:aint

CRISPEDGE (PrWd) accounts for the non-application of fricative assimilation to its

initial dorsal fricative.

,y
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NOTES

'I would like to thank Lise Dobrin, Caroline F6ry, Tracy Alan Hall, Ursula Kleinhenz and Sylvia

Löhken for comments on an earlier draft of this paper.

rAccording to Kohler (1977), the velar variant [x] is found after the back tense vowels [u:] ard

[o:], the uvular fricative [fl after the low vowel [a], while either [x] or [x] can occur after the non-

low back lax vowels [u] and [c]. This distinction will be ignored here.

'zHall (1989) includes the specification [-voice] in order to distinguish the voiceless dorsal fricative

lXl from/j/. Unlike Hall,I assume that ljlis a glide and not a fricative, making any reference to

the feature value [-voice] unnecessary. In the remainder of this paper I will refer to /)V as simply

the dorsal fricative. Also, note that Hall uses [back] to refer to both values [+back] and [-back];

hence, on Hall's account vowels are specified as either [+back] or [-back] when FA applies.

3wiese (1986) assumes that there are three lexical strata in MSG: Stratum I consists of the stress-

attracting derivational affixes, stratum tr of the stress-neutral derivational affixes ard

compoundini;, and stratum III of the inflectional affixes.

aI assume that umlaut is induced by suffixes which contain a floating feature [-back] underlyingly

(Lieber 1987,1992).

sThis fact was brought to my attention by John Goldsmith.

6Alternatively, we could assume that FA is a lexical rule that operates in violation of the principle

of structure preservation. Much has been said in the lilerature about the implications this

assumption has for the model of lexical phonology, cf. Borows§ (1986), Macfarland &

Pierrehumbert (1991) among others.

iwiese (1996) provides interesting evidence from a class of 'gapping' phenomena in favor of the

assumption that -chen is an independent phonological word of MSG. He observes that the suffix

-chen canbe deleted from conjoined expressions such as Väter- wtd Mütterchez 'father-dim. ard

mother-dim.' or Brü.der- und Schwesterchen'brother-dim. and sisterdim.'. A comparison with ill-

formed examples like *Komponist- und Lehrein 'composer-fem. and teacher-fem.' or *Versicher-
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undVenvalnng'insuranceand administration'shows that this is by no means aproperty of all

derivational suffixes in German. One condition on deletion is that the suffix must be co-extensive

with a syllable. Not just any syllable can be deleted, however, as evidenced by *male- der
wählerisch picturesque or choosy'. Wiese (1996) concludes that only suffixes that form

independent words can be deleted and -chen is one of those.

8Alternatively, we could formulate a constraint ALIGN-R ([+back], dorsal C) which requires the

feature value [+back] to align with a dorsal consonant on its right (Kirchner 1993). However,

since the domain of alignment is not a prosodic constituent, but simply the linear string VC, an

analysis in terms of a linked VC domain appeilrs more appropriate.

9To 
account for the contrastive pattern of epenthesis in the monomorphemic forms below, F6ry

(1995) - following Hall (1992) and Yu (1992) - suggests that the foot and not the prosodic word

boundary is the location for glottal stop insertion. While the examples in (a) consist of two feet,

the examples in (b) consist of a single foot.

a.

b

Ruin

Theater

FIuor

Bcn

[(nu:.)p1(a(:n)ft]'ruin"

[(te: .)p1( aä:tn)f'tJ'thearer'

[(flti:.3R)FLI 'fluorine'

[(b«i:.a)FtJ 'hoa'

On F6ry's account it is the left edge of the foot that needs to align with the left edge of

the syllable, ALIGN (Foot, L, o, L). It could be argued that the constraint ALIGN (Stem, L,

PrWd, L) is needed independently to account for glottal stop insertion in compounds hke bllcmt
[tsrl.aamt]'customs-house' or Banmrn [bau.?amt] 'building office'. According to F6ry (1995)

these forms consist of two feet, motivating the insertion of a glottal stop before the vowel of the

second morpheme. The argument that the second stem in bllamt [tsrl.aamt] 'customs-house'

forms a metrical foot of its own is in part based on the assumption that it canies secondary stress.

It conEasts in this respect with the second syllable in words like Hering [he.nrg] 'herring' or König

[kOnig]'king' which are unstressed. As Wiese (1996: 275) points out, however, speakers of

German have no clear intuition about the stress patterns of bisyllabic words with a strong-weak

pattcrn, Iuaking a «Jistinction bctwccn syllables with sc,condary strcss and unstrcssccl syllablcs

doubtful. This in turn removes some of the motivation for assuming that the second syllable in

Tallamt [tsrl.aamt] 'customs-house' forms an independent foot in German, leaving this issue



unsettled.

roCandidate (26b) is ultimately chosen over (26c), because ALIGN-L is evaluated gradiently. The

insertion of an empty position, which is filled out by a glottal stop in German, constitutes a less

severe violation of ALIGN -L than syllabifying the liquid into the onset of the second syllable.
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Articulatory reduction in fluent speech
A pilot study on syllabic [n] in spoken Standard German

B ernd Pompino -Mars chal I
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D-10117 Berlin
Germany

SUMMARY

The paper reports of an acoustic and perceptual study on reduction of the German word final
syllable '-en'f@nl I in contrast to single word final [n]. Three utterances of 'ein' and'einen'
were cut from the same sentence utterances of four different speakers and analysed according
to their segment durations. In a perception experiment these utterances had to be identified.
Statistical analyses revealed that the perception of 'einen'is mainly dependent on the duration
of the final [n] segment itself. Detailed analysis of the results however showed that there may
be quite complex articulatory reorganization resulting in the perception of the so called syllabic

lnl.

INTRODUCTION

Processes of reduction in liuent standard German have onlyoccasionally been studied (for more
recent empirical studies see Wesenick 1994, Kohler 1996, for modelling Kohler 1990,1992,
Kröger 1993). The present paper describes an acoustic/auditory pilot study of schwa elision in
nasal context resulting in the so called syllabic [n]. An identification test was run to determine
the acoustic cues for the perception of syllabic [n].

STIMULI

As stimuli utterances of the words 'ein' [QaIn] (German indefinite article, masculine,
nominative case) and 'einen' [QaIn@n] (indefinite article, accusative case masculine) from the
PHONDAT 2 (cf. Pompino-Marschall 1992) Kiel corpus of read speech (IPDS 1995, Kohler
1994) were chosen. The utterances were selected to represent quite different forms of
reductions of the 'einen'items according to the original Kiel segmentation/transcription (IPDS
1995, Kohler 1994), i.e. items with clear as well as unclear segment boundaries between the
single [n] instances and items with further [n] reduction. This selection resulted in the instances
of the sentence utterances

Wann geht bitte ein Zug nach Hamburg ntit möglicltst wenig, ja, Balmltöfen 7 (e068)

Was ist die billigste Möglichkeit für ein Bahnticket von hier naclt Kiel? (e083)

Wann ftiltrt bitte ein Zug von Regensburg naclt Dortnrund am Montag, am Montagmorgen?
(e097)

Gibt es einen Zug, der in Köln kinger hält und nach Dortmund weiterfrihrt? (e076)

1 Throughout the paper trirnscriptions are given in SAMPA (Wells et a).1992) notation.

I
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Gibt es einen Nachtz.ug, der am dreiundzwanzigsten Zwölften morgens in Ulm ankommt? (s055)

Gibt es einsn Zug, der am drciundryvanzigsten Zwölften um zirka zwanzig Uhr in Oldenburg
istZ (s063)'

produced by four speakers (3 male: dlm, hpt, uga; I female: ftd2). All speakers had a standard
German pronunciation (northern provenance).

The stimuli for the perception experiment were cut from the sentence utterances according to
the original Kiel segmentation (i.e. from the beginning of the (glottalized) diphthong [aI] till
the end of the last segmerrted/labelled [n] of the indefinite article. In figures 1 to 4 the audio
signals, sonagrams, RMS amplitude and fundamental frequency contours of representative
items of 'ein'and'einen'are depicted forthe fourspeakers.r Table I lists the durations of the
single segments according to the Kiel segmentation (reanalysed with respect to the duration of
the glonalized segment).

speaker

Täble I:.Segrnent durations (in ms) of the selected utterances

item

'ein' 'einen'

eo68 eo83 eo97 eoTo so55 so63

6;
39

67
69
31

13

67
29

88
33

q
al
n

q

al
n

q

al
n

q

aI
n

dlm

hpt

rtd

uga

oä
53

46
37
47

62
40
38

63
46
43

94
50

48
64
42

Yo22

?;
52
-*

9;
22
17

86
79
u:

n

43
61

6B
62
47

o/o34.

87
75
61

*

39
150
27
26

57
83
81

112
40
41

n

42
42
69

70
69

n

88
71

26
Yo44

103
35

%42

23
B3
55
55n

7o denotes a not clearly definable segment boundary,
items marked with an asterisk are followed by a not clearly segementable word initial [n].

2 The canonicalpronunciation of the sentences in SAMPA is given in the appendix.r The analyses as well as the preparation of the test tape were conducred with the help of the Signatyze
3.11 software for Apple Maclntosh.
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Fig. 1: Examples of utterances of 'ein' (top; e097) and'einen'(bottom; s063) for speaker dlm; first row:
audio signal; second row: wide band (200H2) sonagram; third row: RMS amplitude (10 ms window);
fourth row: fundamental frequency.
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EXPERIMENTAL PROCEDURE

The isolated'ein'/'einen'utterances were presented ten times in quasi randomized orderto ten
subjects (5 male, 5 female) who had to decide whether they heard 'ein' or 'einen'. The subjects
listened to the stimuli via headphones at a comfortable loudness level at an interstimulus
interval of about 3 s and a Ionger pause after blocks of 12 rials. They had to mark their choices
on a prepared answer sheet.

RESUI.TS

The overall categorical responses to the single items is depicted in figure 5, the responses of the
single subjects are listed in Table II.

Figure 5 clearly shows differences in the identification of the test items of different speakers
and of single items as well. In Thble II further differences in the responses of single listeners
can be found (cf. below).

The'ein'utterances were identified correctly at 80.17 percent, the reduced'einen'
utterances at only 66.08 percent. The latter is clearly due to the poor recognition of the speaker's
dlm'einen' items; for the other speakers we get an identification score of 77Vo (again mainly
resulting from difficulties with the single item e083 of speaker rtd; this item excluded \l%o) for
'ein' and 807o for 'einen' .

DISCUSSION

General obsetrations

When cutting the test items from the utterances it was recognized that the glottalized portion of
the diphthong [aI] often results in the perceptual illusion of a prefixed unstressed [d@] syllable.
For the further analysis of segmental durations the utterances were therefore reanalysed
according to the duration of glottalization as already shown in Table I.

Acoustic segment durutiorts

Differences in segment durations between items of 'ein' and 'einen' are observable for the
duration of the final [n] and the duration of the nonglottalized part of the diphthong [aI].
Overall, the difference in [n] duration - 'ein':58.7 ms (19.89) vs. 'einen': 87.8 (24.60)4 - is
clearly significant (t = 3.121; p < .01): 'einen' clearly has longer [n] durations. The different
speakers show different lengthening of [n]: speaker dlm exhibits an only marginal lengthening
of lZ%o whereas the speakers hpt, rtd, and uga show lengthenings of 42, 50, and 76Vo
respectively. The diphthong lalf - 'ein': 58.7 ( 19.89); 'einen".87 .8 (24.60) - is also significantly
longer for 'einen'(t = 3.143; p < .01).The different speakers again show different lengthening
ratios not paralleling those for [n]. Clear{y, the different context in sentence e083 - [fy:6 QaIn]
- resulted in an extremely sfie6 diphthong in these items.) But even when these items were
excluded from statistical analysis a significant difference in diphthong duration between 'ein'
and 'einen'remained (t=2.362; p < .025).

4 Means and standard deviations (in brackets) in ms.
5 In colloquial German there would even be the possibility of a total elision - [fy:6 n].
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Thble II: Response frequenci es of 'ein' (left columns) and 'einen' (right columns)
for the single subjects (single rows) and mean percentage (rows labelled sum).
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Acoustic cues for syllabic [n]
Since no clear indications for a syllabic [n] - partly contrary to the expectations according to
the original Kiel segmentation/transcription - could be found in the RMS amplitude contour as

well as the fundamental frequency contour(cf. figures I to 4), the correlations between different
segment durations and response frequencies were calculated.

Clearly, here the conelation between the duration of the (complex) [n] segment and the
frequency of 'einen'responses wins with r=.7878(p<.001). Contrary to the primary
expectation the correlation between the ratio of the duration of the nonglottalized vocalic
portion and [n] failed significance (r = -.4916;n.s.).6

Specific obseruations

Some results concerning the different speakers, indiviual test items as well as single Iisteners
require some further attention. The overall poor recognition (cf. figure 5 & table II) of the items
of speaker dlm even when the original Kiel segmentation/transcription would predict otherwise
(cf. table I, especially dlme076) may be interpreted as due to this speaker's weak variation in
[n] duration (cf. above) between 'ein' and 'einen' . A clear effect of [n] duration also seems to
be the cause for the poor identification of rtde083: here the [n] duration of 'ein' is in the same
range as in this speaker's 'einen' items. For some listeners this [n] lengthening in e083 also
results in categorical reversals for speaker uga.

The most interesting result is the categorical reversal in the identification of 'einen ' (s063)
of speaker hpt by listeners 2 and 7. When inspecting this item (cf. figure 6) it can be seen that
there is no obvious [n] lengthening but that the vocalic portion consists of two parts divided by
a decrease in amplitude: an [a] part of about 49 ms and a diphthongal part. If the former is cut
from the quite normal sounding original utterance as visualized in figure 6 a clearly
ungrammatical utterance will result in that it is clearly perceived as'Gibt es ein (nom.) Zug ...'
instead of 'Gibt es einen (acc.) Zug ... '. What we get here is not a syllabic [n] but a bisyllabic
indefinite article. Without the sentence context however, this bisyllabicity seemed to be no cue
for these two listeners.

General discussion

The main cue for the perception of syllabic [n] therefore seems to be the duration of the [n]
segment itself. If there is a further dependency on adjacent vowel duration which cannot finally
be excluded from the present results this vowel duration is the duration of the nonglottalized
vowel portion alone.

In the present data no indication of a really syllabic [n] could be found. In connected speech
however, bisyllabicity on the other hand may not be cued by the [n] segment itself but also by
an articulatory reorganization of adjacent segments. A prototypical example of such
reorganization was recently reported by Tillmann (1995): The - by German hearers - clearly
perceived utterance of the word 'und' [QUnt] in the sentence 'lclt will nach Hamburg [pause]
ind möchte dort enva gegen sieben uhr abends ankommen'7 *as only a glottalized pitöt rise
on the following [m] resulting in a syllabic [m] before the following word. A similar
reorganization in articulatory timing resulted in the bisyllabicity of the vocalic nucleus of the
'einen' item of hpts063 discussed above.

6 No correlations at all resulted when the glottalized portion was included in this proportion.
7 Also from the PHONDAT 2 corpus; Munich speaker.
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Fig. 6: Audio signals and sonagrams of the manipulated (top) and the original (bonom) sentence part
"Gibt es einen Zug . . . ?" (s063 of speaker hpt): In the manipulated utterance the marked [a] segment of
49 ms was cut.

The results of the present pilot investigation clearly show that much can be learned about the
articulatory organization in fluent speech by a thorough acoustic analysis (accompanied by
perceptual evaluation) of larger data bases of connected/spontaneous speech as are only
recently available for German through the PHONDAT project.

REFERENCES

IPDS (1995), CD-ROM#I: The Kiel Corpus of Read Speech, vol.I. Kiel.

Kohleg K.J. (1990), Segmental reduction in connected speech in German: phonological facts and phonetic
explanations. In: Hardcastle, W.J. & Marchal, A. (eds.), Speech Production and Speech Modelling.
Dordrecht, 69-92.

Kohler, K.J. (1992), Gestural reorganization in connected speech: a functional viewpoint on 'articulatory
phonology'. Phonetica 49, 205-211.

Kohler, K.J. (1994), Lexica o,'the Kiel PHONDAT Corpus Read Speech, Kiel [= Arbeitsberichte Institut fiir
Phonetik und digitale Sprachverarbeitung Universitär Kiel (AIPUK) 27 &28).

Kohler, K.J. (1996), Articulatory reduction in German spontaneous speech- In: Proceedings of the lst ESCA
Tutorial and Research trbrkshop on Speech Production Modelling & 4th Speech Production Seminar.
Autrans, 1-4.

Kröger, B.J. (1993), A gestural production model and its application to reduction in German. Phonetica 50, 213-
233.

161

jlq9.9.qltll.r.,-. r,,--,dllljL[ur.....,.-Mr, ;rIr,LI llttl.trt t lllL[r rru,, r r I il I I l^^ -rr.Är-lr.-- ..llrltrrrrrtl.l-l r



Pompino-Marschall, B. (1992), PHONDAT. Verbundvorhaben zum Aufbau einer Sprachsignaldatenbank flir
gesprochenes Deutsch. In: Forschungsberichte des Instituts für Phonetik und Sprachliche Kommunikation
der Universität München (FIPKM) 30,99-128.

Tillmann, H.G. (1995), Kleine und Große Phonetik. Phonetica 5?,144-159.

Wells, J.; Barry, W.; Grice, M.; Fourcin, A. & Gibbon, D. (1992), Stage report SEn.3 Standard computer
compatible transcription (SAM-UCL-037). In: ESPRIT project 2589 (SAM) Multilingual Speech Input/
Output Assessment, Methodology and Standardisation. Final Report.

Wesenick, M.-8. (1994), Entwurf eines überspezifizierenden Regelsystems der Aussprache des Deutschen als
Basis für empirische Untersuchungen (M.A. thesis, München).

APPENDIX

Orthographic text and canonical pronunciation (in SAMPA8) of th" selected sentences of the
Kiel corpus

e068:
Wann geht bitte einZug nach Hamburg mit möglichst wenig, ja, Bahnhöfen?
van+ g'e:t b'It@ QaIn+ ts'u:k na: x+ h'ambU6k mIt+ m'2: klICst
v'e:nIC, ja:+ , b'a:n#h"2:f @n ?

e083:
Was ist die billigste Möglichkeit für ein Bahnticket von hier nach Kiel?
vas+ QIst+ di:+ b'IlICst@ m'Z:kllCkaIt fy: 6+ QaIn+ b'a:n#t"IkIt
fOn+ h'i: 6 na:x+ k'i:l ?

e097:
Wann fiihrt bitte einZug von Regensburg nach Dortmund am Montag, am Montagmorgen?
van+ f'E:6t b'It@ QaIn+ ts'u:k fOn+ r'e:g@nsbU6k na: x+
d'O6tmUnt Qam+ m'o:nta:k, Qam+ m'o:nta:k m'O6g@n ?

e076;
Gibt es einenZug, der in Köln länger hält und nach Dortmund weiterfährt?
g'i:pt QEs+ QaIn@n+ ts'u:k, de: 6+ QIn+ k'9ln I'EN6 h'Elt QUnt+
na:x+ d'o6tmunt v'alt6#f "E:6t ?

s055:
Gibt es einen Nachtzug, der am dreiundzwanzigsten Zwölften morgens in Ulm ankommt?
g'i:pt QEs+ QaIn@n+ n'axt#ts"u:k, de:6+ Qam+
dr'aIUnt#tsv"antsICst@n tsv'9 lft@n m'O6g@ns QIn+ Q'Ulm
Q'an#k"Omt ?

s063:
Gibt es einenZug, der am dreiundzwanzigsten Zwölften um zirka zwanzig Uhr in Oldenburg
ist?
g'i:pt QEs+ QaIn@n+ ts'u: k, de: 6+ Qam+ dr'aIUnt#tsv"antsICst@n
tsv'91ft@n QUm+ ts'I6ka: tsv'antsIC Q'u:6 QIn+ Q'Old@nbU6k QIst+ ?

8 In the PHONDAT version of SAMPA the symbol + is added as a marker to the last segment of un-
stressed function words and the symbol # denotes compound boundaries.
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Kinematic and dynamic analysis of syllable articulation
A pilot study on German syllables with tense and lax vowels
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Jägerstr. l0/11
D-10117 Berlin
Germany

SUMMARY
The present study is aimed at (1) testing the possibility of extracting dynamic gestural param-
eters from measured kinernatic movement data of lingual articulation, and (2) asking the ques-
tion whether these dynamic prameters may help to resolve the problem of what is articulatorily
underlying the so called 'syllable cut' ('Silbenschnitt') in German. The results of the analysis
of articulatory data for a first native speaker of German and observations on the extractability
of dynamic parameters are reported. The study will be continued by different re-analyses and
data from additional subjects.

INTRODUCTION

Ge rmnn' Silbens chnitt'
Whether the 'long' and 'short' vowels of German represent a quantity opposition (long vs.
short) or a quality opposition (tense vs. lax) has baan an object of debate for years in the pho-
nological literature. The phonetic fact remains that with the exception of [a:] vs. [a] and [ed
both phonetic features correlate in the German vowel system. Another tradition - usually attrib-
uted to Sievers (1901) but reaching back to mid lSth century (e.g. Klopstock) - regards this op-
position to be.a prosodic one, an opposition in 'syllable cut' (Sievers 1901) or 'close' vs. 'loose'
contact (Jespersen 1904; Trubetzkoy 1939). 'Close contact'/'strong cut' was understood to
mean that the following consonant cuts off the (lax) vowel before it reaches its sonority peak.
In recent times arguments for the prosodic interpretation of this opposition were presented by
Vennemann (cf. Vennemann 1991).

Being abasically perceptual phonetic category, the phenomenon of 'syllable cut' could not
be reduced experimentally to any independently motivated parameter in the acoustic or articu-
latory domain than to vowel duration (cf. Fischer-J6rgensen & Jgrgensen 1969). But in a recent
study analysing lingual articulatory movement data Hoole et al. (1994) were able to show that
articulatory differences between tense and lax vowels in German do not show up in the control-
led movements (of vocalic opening/consonantal closing) itself but rather in the timing between
these two movements. These results are further supported by the study of Kroos (1996). This
speaks for aprosodic base of this opposition within the German vowel system, i.e. for a depend-
ency of this phenomenon on the timing of successive articulatory gesturcs.

In the present study we want to (1) replicate some of the findings of Hoole et al. (1994) and
(2) ask the question whether there are invariant relative articulatory timing constraints underly-
ing this prosodic vowel contrast of German. The parameters of relative timing (cf. Fowler 1977)
are not measurable in the kinematic movement data but are themselves relatively abstract pa-
rameters of a dynamic model supposed to underly the actually measured movement data.
Therefore the.next paragraph is devoted to the description of the dynamic gestural model used
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here to experimentally estimate the values of these parameters

The force field approach to gestural modelling

As has been shown, the behaviour of articulatory movements can be described very effectively
as the dynamics of their underlying gestures (cf. Saltzman & Munhall 1989, Browman & Gold-
stein 1986f0. The term gesture here is meant to denote "a member of a farnily of functionally
equivalent articulatory movement patterns that are actively controlled with reference to a given
speech-relevant goal" (Saltzman & Munhall 1989:334).

In the literature gestures are normally described by second-order harmonic oscillators (mass-

spring systems):

my+bi+k(y-y,r) = Q

(where m denotes the mass, b the damping of the system, k the stiffness of the spring, y the mo-
mentaneous position, y the momentaneous velocity, i the momentaneous acceleration, and y1o

the restposition of the mass). Thus, in Articulatory Phonology different articulatory trajectorie§
can be modelled by the same underlying critically damped mass-spring system (with mass m
set to 1) by only changing the stiffness parameter and the- coordination between neighboring
gestures need not to be expressed in absolute units of timel but only relatively in termi of ges-
tural phase.'

Since gestures are not meant here to describe the movement of single muscles but functional
goal directed articulatory behaviour, the mass-spring analogy (especially the term 'stiffness'
that here has nothing to do with e.g. stiffness of a muscle) should better be avoided. For the case
of critical damping the above formula can be expressed in terms of the eigenfrequency (alZn
or the eigenperiod T = hrla) of the undamped system:

i+2oi*.'(y-Irs) = 0

(with o2 denoting the force field per unit mass acting on the articulator position in direction of
the target position; cf. Kröger et al. 1995: 1880).

Figure I depicts the general structure of the gestural model: in panel (a) the tongue dorsum
movement along the main trajectory direction for successive li:l and lalgestures - along with
the abstract (model derived) target positions (thick horizontal bars) is shown; panel (b) shows
the assumed activation intervals (between the extrema of the displacement of the articulators)
and the corresponding rectangular force function as used in Articulatory Phonology; in panel
(c) the resulting force field (depending on articulator-target distance) for these li'J arrd lal ges-
tures can be seen.

When applying this model to fit actually measured trajectory data Kröger et al. (1995) noticed
that it seems to be too inffexible to fit the naturally occuring displacement, velocity and accel-
eration time functions. The rectangular force functions that are unrealistic on independent
grounds (e.g. electromyographic (EMG) data of neuronal muscular control) are replaced in the
model of Kröger (1996) and Kröger et al. (1995) by force functions that are characterized by a
sinoidally rising onset interval, a steady-state phase of full activation (as well as a here neglect-
ed offset interval with sinoidally declining force; cf. figure 3 below).

1 Nontheless the activation interval for a single gesture is normally specified in units of time.
2 Especially this feature will be used in our analysis on the syllable cut prosody below.
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Fig. 1: Tongue body movement and gestural targets (bold horizontal bars) for successive lll and lal
gestures (a), rectangular force functions within the activation interval (b) and resulting force fields
depending on distance from target position (c; thick vertical bars equalling horizontal ones in (a); after
Krögeret al. 1995: 1880).

Below the formula is given for the force function in the onset interval (from tlon to t2sn)

o(r) = 6,sin

During the steady-state phase the force function remains constant

o(r) = oo

The effect of this modification of the model is illustrated in figure 2 where the force field of a
rectangular force function is compared (for clarity of exposure only) to a force field with a step-
wise increasing force function. Thus, especially the unnaturally high acceleration peaks at ges-
tural onset as found in the fits of the basic model could be avoided.
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Fig. 2: Force fields (a) of different force functions (b): rectangular (dashed line), stepwise increasing
(thick solid line; after Kröger et al. 1995: I 88 l).



This model is referred to as the six-parameter model in Kröger et al. (1995). The six gestural
parameters are: (1) eigenperiod (T), (2) target position (Vtg), (3) beginning of the onset interval
(t1or, henceforth numbered [1]), end of the onset interval (t2on; equal to the beginning of the
steady-state phase, henceforth numbered [2]), beginning of the offset interval (and end of the
steady-state phase, t1o6, henceforth [3]) and end ofthe offset interval (tzorf; not used here). Fig-
ure 3 shows an example fit for successive lil and /a/ gestures.

A multidimensional minimization algorithm - the downhill simplex method (cf. Press et al.

1992:408f0 - is used for adjusting the gesture parameters to fit the model's displacement func-
tion to the measured one within the fitting interval (from tll to I3l) of N sampie points:3
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Fig. 3: Fit ofsuccessive /i:/ (a) and /a/ gestures (b) by using a continuous force function (l: beginning of
the onset interval; 2: end of the onset interval; 3: end of the steady-state phase (= end of fit interval);
thick horizontal bars at displacement and velocity functions show interval of minimization (see text for
details); after Kröger et a]. 1995: 1882).

3 As well as the velocity function within a l0 ms window around the point of maximal velocity
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(where M are the six model parameters, yi the measured data points (from 1 to N), si the stand-
ard deviation of the measured data and y(ti,at ... au) the computed data).

The fitting proceedes in two steps from the starting values as depicted in figure 4. These starting
values are defined as follows: (1) the end of the onset interval [2] is set to the point of maximal
velocity (in figure 4 arrows labelled li:J and lal), (2) the zero crossings of the velocity function
surrounding this peak are used as a starting value forthe beginning ofthe onset interval [1] and
the beginning of the offset interval [3] (in figure 4 arows labelled by roman numbers with index
i and a respectively). Eigenperiod is initially set to twice the time interval between these points
marking the extremal displacements since gestural offset roughly corresponds to a phase of
180o where lSVo relative target distance is reached. The starting value for the target position

Otg) is set the value of the maximal displacement.
The first fitting procedure then estimates three parameters simultaneously (the others held

fixed at their initial values): target position (ytg), eigenperiod (T) and beginning of the onset in-
terval [1]. The second fining procedure optimizes eigenperiod (T), the beginning of the onset
interval [1], beginning of the steady-state phase [2] and the end of the steady-state phase/fitting
interval [3] (the other parameters again remaining fixed).
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Fig. 4: Starting values of the fit algorithm for the successive li;l and /a/ gestures of fig. 3 (see text for
details; after Kröger et al. 1995: 1883).

EXPERIMENTAL PROCEDURE

The general experimental setup is depicted in figure 5

Material
To be able to control for a maximum of variables nonsense words werc used as test utterances.
Words containing CV or CVC syllables with tense and lax vowel nuclei in stressed position
were constructed according to German phonotactics in the form [ga.ClV.C2e] or [ge.ClVC2]
(where Cl = C2: ft, zls,l), V: [i:, r, u:, o, o:, o], points marking syllable boundaries; e.g.

[ga'to:ta]/[ge'to:t], [ga'zosa]/[ga'z<-rs], [ga'li:la]/[ga'li:11;. These words werc embedded in the car-
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rier sentences "Ich habe - gesagt" ("I said _.") or "Ich habe _ erwähnt" ("1 mentioned _.") re-
spectively to hold the nearcr context of the interesting articulations as stable as possible (i.e.

[...e_a...]or[...a_€?...]).ThetextofthetestsentenceswerepresentedtothenativeGer-
man subject five times in randomized order via monitor.

Transmitter coils

iver coils

Fig. 5: Experimental setup and placement of receiver coils (bottom right: front view of the subject with
tongue streched out to demonstrate the placement of the receiver coils).

Recording procedure

Tongue movements were monitored by means of electromagnetic articulography (AG100
Carstens Medizinelektronik, Göttingen, Germany). This method involves the use of three trans-
mitter coils (mounted on a helmet) to generate an alternating magnetic field at three different
frequencies. The field strength detected by sensorcoils mounted on the arri:ulat:rs :s r:::_rL1_.

Screen for
stimulus
presentation

PC 486 EMA
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inversely proportional to the cube of the distance between sensor and transmitter (see Perkell
et al. 1992,1993; Schönle 1988 for background to electromagnetic transduction systems). The
raw distance signals arc then converted by software to x-y coordinates in the midsagittal plane.
In orderto guarantee the quality of the articulatory data, additional procedures were implement-
ed allowing more accurate calibration and better detection of unreliable data (see Hoole 1993
for details).

Details of the sensor positions are as follows: Three transducers were mounted on the midline
of the tongue from about 1-5 cm from the tongue tip. Two reference coils were attached to up-
per incisors and the bridge of the nose to correct for head movements.

The modified recording software (Hoole 1993) stored the movement data of the five receiver
coils (recorded at 400 Hz) together with the information of the instantaneous tilt and the syn-
chronous audio signal (16 bit, 16 kHz) in compressed form.

Besides the articulatory data at the end of the test session a tracing of the hard palate of the sub-
ject was made by using a sensor attached to the finger of one of the investigators.

The raw data were preprocessed to (1) correct for the remaining measuremert error4, (2) rotate
to the vertical a:<is defined by the positions of the coils at the bridge of the nose and the upper
incisors, (3) decompress the audio file, and (4) splitting the tilt data from the position data. The
audio data were further (1) transformed to Signalyze format for acoustical measurements and,
parallel, reduced to 8 bit 8 kHz for the analysis software ARTIC (cf. Kröger 1993,1996; Kröger
et al. 1995) for kinematic and dynamic analysis.

Analysis procedures

Durational measurements in the acoustical signal were conducted with the Signalyze software
for Apple Macintosh. In the acoustic signal the following durations/time points were deter-
mined manually under auditory and visual (especially sonagraphic) feedback: the duration of
the preceding sentence frame "Ich habe" as well as the remaining sentence frame "gesagt'7'er-
wähnt", the release for the initial [g] of the testword (as reference point for the kinematic/dy-
namic analysis parameter for [z/s] and [l] gestures, the duration of the first unaccented syllable
[ga] of the testword (in plosive context ending at the offset of the higher formants), the duration
of the first consonant (in the case of [t] as separate time points of release and of voicing onset),
the duration of the target vowel (in plosive context again deliminated by the offset of higher
formants), duration of the second consonant (again for stops differentiated between release and
voicing onset) and the duration of the following vocalic segment.

Kinematic and dynamic analyses of the vocalic and consonantal gesture of the testsyllable(s)
were conducted with a modified version of the ARTIC software (Kröger 1993,1996; Kröger et
al. 1995).5

In order for a trajectory description along the lines of a dynamical model as described in the
introductory section first of all the two dimensional movement data has to be reduced to a single
(main movement) dimension. In the case of the analysis with ARTIC this is done by rotating
the y-axis into the main direction of the movement. In a first step this was done for all different
combinations of the three tense/lax vowels with the three consonants and for all three tongue
coils separately. For the later analysis the mean value of this rotation was used in all repetitions
of the vocalic and consonantal gestures of a given segmental composition type (e.g. for all [ ...

a By using the computed error during calibration.
5 We thank Dr. Bemd Kröger (Institut fiir Phonetik der Universität Köln) for allowing us to use his soft-
ware and for the cooperation in implementing and modifying it according to our needs.
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ti:t ... , ... trt ... l) when measuring a single coil (so in the consonantal context [t] the rotation
for the tongue tip coil was 5f for the /a./ vowels, 60' for lU and 70" for /u/).

Figure 6 demonstrates the rotation procedure used to determine the main articulatory movement
to be fit by the minimization procedure described in the introductory paragraph.

33
.Onsei

Fig. 6: Screen shot during the estimation of the angle of main articulatory movement direction: in the
left upper corner the trajectories of the three tongue coils can be seen (leftmost: tongue tip; the
highlighted part representing the CVC movement of [ . . .tort . . .]), in the middle the movement of the
tongue tip coil along the axis at an angle represented by the grid (60s) is shown, below the synchronous

audio signal.

In a second step the algorithm determines the positions of the beginning and end of an articu-
latory movement around a chosen velocity maximum. For the kinematic measurements these
automatically set cursor positions for the start and the end of the movement had to be manually
corrected (especially in the case of tense vowels). Whereas the algorithm here strictly uses the
zero crossings of the velocity function it seems reasonable to look for nearby local minima in
order not to overestimate movement duration (cf. figure 7).6

Figure 7 shows a screen shot during the fitting p_rocedure demonstrating this manual correction
of the starting values of gestural on- and offset./ From these values the fitting algorithm of the
model of time-varying force fields (Kröger 1996; cf. introductory section) starts its calculation.

Figure 8 shows the trajectories of the three tongue coils during the kinematically determined
interval from the beginning of the vowel opening till the end of the consonantal closure of a
single utterance of the test word [gJta:te]:

The tongue tip coil moves nearly parallel from the position of the [t] closure (N.B.the coil
position not necessarily representing the actual contact point on the tongue surface) into a back
position for the vowel and retuming again into the alveolar closing position. The fit interval of
the dynamic gestural model is marked by thicker trajectories in figure 8. As can easily be seen,

during these controlled phases of tongue tip movement the other coils do not move synchro-
nously in a controlled fashion. Whether these movements have to be regarded as simple co-ar-

6 Hoole et al. (1994) here are using an arbitrarily set threshold value (207c) of displacement for delim-
iting movement duration. As has been shown by Kroos (1996) this results in more consistent data..
7 The program ARTIC was modified as to record the values of the manually corrected movement start

and endpoints that are to be compared to the model derived onset and offset points ofthe gesture.
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ticulatory movements or as differently timed controlled movements of their own must remain
an open question in this study.
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Fig. 7: Screen shot of the beginning of the fitting procedure (manual re-adjustment of the kinematic
measurement points): the dashed line represents the automatically detected zero-crossing of the velocity
function, the rightmost solid line the corrected gestural offset at the local minimum of the acceleration
function (signal traces from top: displacement, velocity, acceleration, audio; markers from left to right:
beginning of gesture, point of maximal velocity).
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Fig. 8: CVC trajectories of the three tongue coils during the kinematically measured articulatory
movement of the tongue tip coil; the thick parts (delimited by tick marks) show the fit interval of the
gestural model; superimposed the contour of the hard palate is shown (vertical axis orientation between
upper incisors and bridge of the nose; values in l0-2 mm distance from chin uansmitter).
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RESUIJTS

In the following paragraphs the results of the acoustic, kinematic and dynamic measurements rue re-
ported individually according to the following factors studied: tenseness of the vowel (2: tense, lax),
vowel quatity (3: lü,lts,/,lal), syltable type (2: open, closed), consonant (3: [t],
[z/s], [l]), and tongue point analysed (3: tip, front dorsum, back dorsum). The data reported here con-
centrate on the tongue tip behaviour as the main consonantal articulator in the [t] context since here

the most stable results are to be expected.

Acoustic measurements

Here we want to report on only three different durational measurements of the acoustic signal. First
of all vowel duration per se (measured from voicing onset to offset of the higher formants) is shown
in the box plot of figure 9 (a) and given in table I for the different contexts (n = 5):
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Fig. 9: Box plots of the voiced vowel duration (a) and duration of the burst-to-burst interval (b; in ms; boxes
represent quartiles and median, bars the loth and 90th percentile).

Täble I: Acoustic vowel duration (in ms)

Itern

It«-rta]

It«-rt]

[tata]
[tat]
Itrta]
Itrt]
mean

mean

55.663
67 .1 00
76.275
81.375
47.900
59.675
64.665

std.dev.

5.462
6.719
7 .111

10.216
6.303
7.378
7.349

Item

[tu:ta]
[tu:t]
[ta:ta]
[ta:t]
[ti:ta]
[ti:t]

mean

1 15.862
140.300
189.787
212.375

94.450
1 19.050
145.304

std.dev.

18.350
37.167

5.1 91

10.904
15.329
26.940
21 .677

The data clearly show the expected effects of tenseness and vowel quality on duration: tense vowels
being longer than lax ones and closed vowels intrinsically being shorter than open vowels. A parallel
outcome is also seen in the durations of the burst-to-burst interval (including the voice onset time
(VOT) of the first and the closure duration of the second [t]) as shown in figure 9 (b; cf. table II).
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Table II: Duration of the burst-to-burst interval (in ms)

The different durational measurements taken (CVC duration, temporal distance between [el
offset and voiced [-a] onset, between [t] burst and [_a] onset, and the burst-to-burst interval
correlate with one another as can be seen from figure 10:

Item

[totaJ
[t«rt]
[tata]
[tat]
Itrta]
ItrtJ
mean

Itern

[t«.rta]

[totJ
[tataJ
[tat]
[trta]
[trt]
rnean

mean

1 84.1 00
203.O25
207.700
220.112
176.150
190.605
196.949

550

500

450

400
tO
(D

-o
€ gso
«t

300

250

200

150

rnean

60.062
69.650
65.762
66.875
62.725
63.942
64.836

std.dev.

2.990
4.490
5.222
9.303
7.295
8.923
6.777

Item

[tu:ta]
[tu:t]
[tarta]
Ita:t]
[ti:ta]
[ti:t]

Item

[tu:ta]
[tu:t]
Ita:ta]
[ta:t]
[ti:ta]
[ti:t]

mean

260.025
299.037
315.625
331 .725
249.275
272.662
28B.05B

mean

84.625
107.537
61 .613
63,375
84.625
91.675
82.242

std.dev.

11.370
29.389
18.759
15.007

9.1 B0
29.747
12.595

std.dev.

8.246
14.939
13.314
4.137
8.586

10.922
10.61 1

27s 300 325 3s0 .r;r:ä,Jir 4so 47s soo s2s

Fig. 10: The different durational measurements compared to the measured CVC duration: temporal
distance between [e-] offset and voiced [_a] onset (circles; r = .970), between [t] burst and [_a] onset
(squares; r = .943), and burst-to.burst interval (triangles; r = .922).

Figure l l and table III show thirdly the behaviour of voice onset time VOT for the prestressed

[t] in the different contexts showing a lengthening in non-low tense vowels. This speaks in fa-
vour of the assumed missing quality difference in the case of the German /a/ vowels, all other
vowels showing a lengthening of VOT with tenseness.

Table III: VOT duration (in ms)

std.dev.

1.909
2.365
5.934-
9.263
2.428
4.994
5.181
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Fig. 1l: Box plot of voice onset time durations (VOT in ms; boxes represent quartiles and median, bars
the l0th and 90th percentile).

Kine matic me asurements

The following figures and tables present the articulator displacement (im mm) and the move-
ment duration (in ms) of the vocalic opening gesture and of the [t] closing gesture under the
different contdxt conditions.

Täble IV: Articulator displacement during the vocalic opening gesturc (in mm)

Item mean std.dev. ltem mean std.dev.

[tota] -9.694 .263 [tuta] -12.540 1.269
[tot] -1 1.350 1.022 [tu:t] -13.220 1 .291
[tate] -9.710 .958 [tara] -12.510 .839
[tat] -10.060 .570 [ta:t] -12.962 .456
[trte] 4.780 .625 [ti:ta] -3.636 .622
[trt] -4.964 .282 [ti:t] -3.738 .459
mean -8.426 .686 -9.768 .893

Table V: Duration of the vocalic opening gesture (in ms)

Item

Itota]
It«:t]
[tata]
ltatJ
[trta]
Iut]
mean

mean

101 .000
1 12.500
121.000
131 .000
105.500
1 1 1.000
1 13.667

std.dev.

8.768
5.863
2.850

13.532
7.159
2.236
7.732

Item

[tu:ta]
[tu:t]
[ta:ta]
[ta:t]
[ti:ta]
[ti:t]

mean

144.000
159.000
149.500
143.500
104.500
104.500
134.000

std.dev.

11 .673
9.083
9.083
9.117

ß.4A5
8,367

10.503
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Fig. 12: Displacement (Disp(yE-yB)) of the tongue tip coil during the vocalic opening gesture
(values are given in 10-'mm).
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Fig. 13: Duration of the vocalic opening gesture (tongue tip coil; in ms).

Table VI: Articulator displacement during the [t] closing gesture (in mm)

gä gE gE

Itern

Itota]
It«-rt]

[tata]
[tatJ
Itrta]
lntl
rnean

mean

9.098
10.929
9.536

10.030
4.270
4.639
8.067

std.dev.

.425
1.070
.833
.553
.327
.202
.642

Itern

[tu:taJ
[tu:t]
[ta:ta]
[ta:t]
[ti:ta]
[ti:t]

mean

12.634
13.056
1 1.994
1 1 .914
3.458
3.,442
9.416

std.dev.

1.547
1.397
.447
.994
.434
.336
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Fig. 14: Displacement (Disp(yE-yB)) of the tongue tip coil during the [t] closure gesture
(values are given in 10 2 mm).
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Fig. 15: Duration of the [t] closing gesture (tongue tip coil; in ms)

Täble VII: Duration of the [t] closing gesture (in ms)

a- G - a -
J-

-_:jLr
t_J r-JEE EE gE

Item

[tuta]
Itr-rt]

[tata]
[tat]
Itrte]
Iut]
mean

mean

141.000
105.500
98.500

109.500
78.500
85.500

103.083

std.dev.

2.236
7.796
4.183
8.909
2.850
6.937
6.038

Item

[tu:ta]
[tu:t]
[ta:ta]
[ta:t]
[ti:ta]
[ti:t]

mean

114.500
131.100
132.500
127.A0A
80.s00
90.s00

112.683

std.dev.

3.709
12.265
10.309
23.809
13.509
16.240
14.626
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As can be seen the displacement of the tongue tip coil is of the same magnitude (but different
in orientation) for the vocalic opening and the [t] closing gesture. For /i/ vowels there is less

displacement in the case of the tense vowel reflecting its closed nature in the region measured

by this coil. In contrast, for lal and lul the displacement is larger in the case of tense vowels

reflecting the greater distance of these (in contrast to their lax counterparts) from the front po-

sition of the tongue tip coil at the alveolar closure.

The durations of the gestures on the other hand show a parallel behaviour to displacement: larg-
er gestures are also longer'. But this tendency is not so pronounced since it is compensated for
by an often observed mechanism as shown in the following figures, i.e. that with larger gestures

the maximal velocity of this gesture is risingas well. Expressed in terms of the mass-spring

model of gestural dynamics this correlation represents the parameter of stiffness.

-1500 -1400 -1200 -1000 -800 -600 -400 -200 0

Disp(yE-yB)

Fig. 16: Scatterplot of displacement (in 10-2 mm) vs. peak velocity (in 10-2 mm/s) demonstrating the

concept of 'stiftress' (vPkDat = -17.784 + .128 * Disp(yE-yB);r = .944) for the vocalic gesture.
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Fig. 17: Scätterplot of displacement (in 10-2 mm) vs. peak velocity (in 10-2 mm/s) demonstrating the

concept of 'stiffness' (vPkDat.2 =32.141+ .141 * Disp(yE-yB).2;r = .940) for the [t] gesture.
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In these figures we can clearly see a dissociation between front and back vowels but both show
a correlation between displacement and peak velocity that can be described by the same regres-
sion line. No differences for tense and lax vowels can be found.

To further test for possible differences between the gestures in the case of tense vs. lax vowels
the next pair of figures and tables gives the parameter c for the velocity profile as proposed by
Ostry & Munhall (1985):

(pe* velocity lma:rimal displacement) * movement duration = e.
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Fig. 18: Velocity profile parameter c for the vocalic opening gesture

Table VIII: Velocity profile parameter c for the vocalic opening gesture

Item mean std.dev. ltem mean std.dev.

[tota] 1.855 .104 [tura] 2.016 .209
[tot] 1.833 .134 [turt] 2.057 .1 19
[tata] 1.816 .088 [ta:ta] 1 .920 .083
[tat] 1.919 .136 [ta:t] 1.888 .0S9
[trta] 1.713 .117 [ti:ta] 1.724 .O7O

lutl 1.689 .145 [ti:t] 1 .6s5 .19s
mean 1.804 .122 1 .877 .13S

Täble IX: Velocity profile puuameter c for the [t] closing gesture

Item mean std.dev. ltem mean std.dev.

[tuta] 2.125 .114 [tu:ta] 2.032 .091

lt<itl 1.920 .163 [tut] 2.266 .319
[tata] 1.777 .122 [tata] 1.857 .129
ltatl 1.869 .074 [tat] 1 .904 .ZS2

[trte] 1.829 .221 [ti:ta] 1.720 .11I
lutl 1.877 .O7O [ti:t] 1.810 .189
mean 1.900 .138 1 .932 .19S

As can be seen there seemto be more intrinsic vowel differences in connection with this param-
eter than differences corresponding to the tense-lax opposition. This result suggests no differ-
ences with respect to this opposition in the articulatory movements themselves.
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Fig. 19: Velocity profile parurmeter c for the [t] closing gesture.

As a last kinematic measurement we calculated the temporal distance between the end of the
vocalic opening gesture and the beginning of the [t] closing gssture. In the test items with lax
vowels these time points coincided with only one exception in the word [ga'trte] as can be seen
in figure 20 and table X. In the test items with tense vowels on the other hand the onset of the
closing gesture is delayed with respect to the offset of the opening gesture (cf. Hoole et al.
t994).

Täble X: Temporal distance between the end of the vocalic opening movement
and the beginning of the [t] closing movement (in ms)

Item mean std.dev. ltem mean std.dev.

[tota] .000 .000 [turte] 7.000 15.652
[tot] .000 .000 [tu:t] 13.000 30.943
[tata] .000 .000 [tarta] 43.500 26.961
[tat] .000 .000 [tar] 71 .500 25.100
[trta] 1.500 3.354 [tira] 42.000 12.298
[trt] .000 .000 [ti:t] 68.000 52.542
mean .250 1.369 40.833 30.197
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Fig. 20: Temporal distance between the end of the vocalic opening gesture and the beginning of the [t]
closing gesture (in ms).
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Dynamic rneasurements

Of special interest for this present study was the question of whether the dynamic parameters

may help to fix differences in articulatory behaviour that are othenvise hardly definable.

The following figures and tables show the distances between the articulator position at the end
of the fit interval and the abstract target position of the dynamic model (please note the different
scaling in these figures: the variation shown in figure 21 represents one of the magnitude of the
lax vowels in figure 22left). The values of the target position per se are not reported here be-
cause they are not directly comparable since different measurement angles (cf. above and fig-
ures 25 - 28 below) lead to different values.
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Fig. 2l: Distance between articulator and tärget position at the end of the model's fit interval for the
vocalic opening gesture (values are given in 10-2 mm).
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Fig.22: Distance between articulator and target position at the end of the model's fit interval for the [t]
closing gesture (values are given in l0-2 mm).
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Table XI: Distance between articulator and target position (in mm)
at the end of the model's fit interval for the vocalic opening gesture

Item

[tota]
[tot]
[tataJ
[tat]
[utaJ
Itrt]
mean

Item

It«-rta]

[tut]
Itata]
Itat]
[trtaJ
[trt]
mean

mean

-3.426
-4.938
-2.814
-2.986

-.664
-1 .000
-2.639

mean

.850

.576
1.459
1.246
1.459
1.390
1 .163

std.dev.

.878
1.637
1 .610
.684
.331
.1 gg

1.332

std.dev.

.626

.107
1.211

,694
.684
.533
.719

Item

[tu:ta]
[tu:tJ
[ta:ta]
[ta:t]
[tirta]
[ti:t]

Item

[tu:ta]
Itu:t]
[ta:ta]
[ta:t]
Iti:ta]
[ti:t]

mean

-2.310
-1 .732
-3.472
-2.848
-1.582
-1 .342
-2.149

mean

12.518
9.574
7.702
6.908
1.908
4.1 68
7.1 30

std.dev.

1.666
ai at fr.o.,.,

1.235
.889

1"005
1"140

std.dev.

5.986
8.878
7.781
7.975
1.496
5.898
6.780

1.1 36

Table XII: Distance between articulator and target position (in mm)
at the end of the model's fit interval for the [t] closing gesture

Clearly here the consonantal closing gesture after tense vowels shows higher values and a much
greater variability in comparison to the values in the lax vowel context (cf. also figures 3l - 34
below).

As the second model parameter the following figures and tables show the eigenperiod values
(please note again the different scaling in the individual figures).
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Fig. 23: Eigenperiod values (in ms) of the vowel opening gestures under the different contextual
conditions.
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Table XIII: Eigenperiod values (in ms) for the vocalic opening gesture

Item mean std.dev. ltem mean std.dev.

[t<rta] 139.620 17.682 [tu:ta] 163.180 33.258
[tot] 169.840 19.999 [tut] 163.380 9.159
[tata] 1 54.780 47 .577 [tarte] 183.700 1 1 .755
ltatl 172.20 8.239 [tat] 172.880 19.870
[uts] 129.nO 14.330 [tirta] 175.380 40.995
[trt] 148.760 14.389 [ti*] 175.020 41_574
mean 152.407 24.002 172.257 29.246

t-t F-t t-t t-t r-! t-l35 sE s;
3 i1 cc iJ E:
a_r t-J {J 

-
l-J r-r l-J

Fig.24: Eigenperiod values (in ms) ofthe [t] closing gestures under the different contextual conditions.
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Table XIV: Eigenperiod values (in ms) for the [t] closing gesture

Item mean std.dev. ltem mean std.dev.

[tota] 86.340 20.975 [tu:te] 230.760 53.097
[tot] 86.960 14.686 [tur] 212.200 113.228
[tata] 1 1 5.000 1 9.736 [ta:ta] 234.1 60 1 07.304
[tat] 117.740 7.546 [ta:t] 212.880 108.656
[nta] 108.180 20.621 [ti:te] 133.760 61.717
ltrtl , 114.320 14.669 [ti:t] 224.740 165.476
mean 104.756 17.042 208.082 108.129

Again, we find higher values with much larger variation in the consonantal closing gesture in
tense vowel context.

Since target position and eigenperiod duration are not independent from one another for the fit-
ting algorithm of the model, in the following figures we looked for possibly occuring correla-
tions between these two dynamic parameters.
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Fig. 25: Scatterplot of target position vs. eigenperiod value of the vocalic opening gesture for the lax
vowels.
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Fig-26: Scauerplot oftarget position vs. eigenperiod value ofthe vocalic opening gesture for the tense
vowels.

For the vocalic opening gesture no correlation between eigenperiod value and target positionS
can be detected (neither for tense nor for lax vowels)
Figure 27 and28 show the same data forthe consonantal closing gesture with the superimposed
regression lines for the different vowel contexts.

8 Please note that the differing values of the target position for the different vowels are mainty due to
different angles ofrotation (cf. above).
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Fig.27: Scatterplot of target position vs. eigenperiod value of the [t] closing gesture for the lax vowels
with the calculated regression lines shown superimposed (circles: [o], r = .397, n.s.; squares: [a],
r = .849; triangles: [r], r = .964).
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Fig. 28: Scatterplot of target position vs. eigenperiod value of the [t] closing gesture for the tense vowels
with the calculated regression lines shown superimposed (circles: [u:], r = .901; squares: [ad,
r =.984; triangles: [ir], r = .962).

Since there is a correlation between target position and eigenperiod value at least for the [t]
closing gesture after tense vowels, the different results in the lax environment as well as in con-
trast to the vocalic opening gestures may be due to peculiarities of the fitting algorithm only.
This question must be left unanswered here but will be studied further in more detail.

The following figures demonstrate the kinematic measurements as well as the model derived
target positions. In these figures the trajectories during the measured gesture interval of the
tongue tip coil are shown superimposed (starting points marked o, endpoints marked x) along
with the contour of the palate and the target positions (crosses; and the mean target (large cross)
for all five items). During the opening gesture for [r] measured at the tongue tip coil in figure
29 one can see that the other coils do not show controlled movement in parallel but rather in the

r84



opposite direction.9 As the normal case for the vocalic opening gesture the target positions do
not scatter much and are quite close to the end point of the movement.

x 101 DrAUzcM.oe4 lgagt]
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Fig. 29: Articulatory trajectories of the vocalic opening gestures in [ga'trt] as delimited in the kinematic
analysis of the tongue tip coil (o marking measured movement onset, x movement offset) superimposed

along with the palate tracking and the model derived gestural target positions (crosses) and the mean

target location (large cross).

In figure 30, which shows the [t] closing gestures after [i:] in the same format as in figure 29
we can see the same direction reversals with respect to the different coils. Here the model de-
rived targets scatter slightly more, the mean lying beyond the border of the hard palate since it
is not to be confused with the target position of an articulator but as the origin of the force field
acting on this articulator.

Figure 31 and 32 demonstrate the differences observed for the opening vs. closing gesture in
tense vowel context (here for [ad): an opening gesture modelled by a minimally varying target
location near the extreme displacement of the articulator and a closing gesture modelled by a
largely varying target position of the moving articulator.

9 In general, the front tongue dorsum and back dorsum coil are difficult to measure according to the cr!
teria applied in this study, e.g. for the front dorsum coil there is no specific angle ofrotation that can be

used for the different contexts.
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r 10' uAu2cr,t.o6o [ga'tg]

r.76

3500 .000 45m §m0 5500 6000 8s00

Fig. 30: Articulatory trajectories of the [t] closing gestures in [go'tirt] as delimited in the kinematic
analysis of the tongue tip coil (o marking measured movement onset, x movement offset) superimposed
along with the palate tracking and the model derived gestural target positions (crosses) and the mean
target location (large cross).
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Fig.31: Articulatory trajectories of the vocalic opening gestures in [go'ta:t] superimposed with the
palate tracking and the model derived gestural target positions (crosses) and the mean target location
(large cross).
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Fig.32: Articulatory tajectories of the [t] closing gestures in [ge'ta:t] superimposed with the palate
tracking and the model derived gestural target positions (crosses) and the mean target location (large
cross).

In the figures 33 and 34 the parallel difference between the consonantal closing gestures when
comparing preceding lax to tense vowels is seen for fricatives and laterals respectively.
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Fig. 33: Comparison of the trajectories and gestural target positions between lax [a] (left) and tense [ar]
(right) vowel contexts for the fricative closing gesture.
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Fig. 34: Comparison of the rajectories and gestural target positions between lax [a] (left) and tense [a:]
(right) vowel contexts for the lateral closing gesture.

Parallel to our kinematic analysis of the temporal distance between the vocalic opening and ::.:
consonantal closing movement we calculated the distance between the model derived gestures . i
shown for the plosive environment in figure 354 and table XV.

The same temporal distance, expressed in the relative timing measure of the preceding gesrure's
phase angle is shown in figure 36 and table XVI.
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Table XV: Interval between the end of the vocalic opening gesture
and the beginning of the [t] closing gesture (in ms)

Iter.n mean std.dev. ltem mean std.dev.

[tota] 15.500 22.872 [turta] 30.500 Z4.4SZ
[tot] 17.000 21.316 [tu:t] 62.000 80.533
[tata] -11.500 2.236 [ta:ta] 60.000 23.519
ltatl -11.500 1.369 [ta:t] 108.000 11.911
[trta] -2.500 14.031 [ti:ta] 79.000 21.694
[trt] -10.000 .000 [ti:t] 60.s00 61.992
mean -.500 14.031 66.667 44.879

Thble XVI: Interval between the end of the vocalic opening gesture
and the beginning of the [t] closing gesture

(relatively in degrees of the vocalic opening gesture)

Item

[tota]
[tot]
[tata]
[tat]
[trta]
[trtJ
rnean

mean

239.420
215.479
179.251
186.622
237.212
204.909
210.299
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std.dev.

77.063
34.600
23.749
12.997
30.436
10.772
38.532

Item

[tu:ta]
[tu:t]
[ta:ta]
[ta:t]
[ti:ta]
[ti:t]

mean

259.788
351.979
307.386
396.1 1 1

276.924
269.524
310.296

std.dgv.

52.827
126.1 1 5

31 .433
64.613
35.052
56.941
68.714
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Fig. 36: Phase values (ofthe preceding vowel opening gesture) for the beginning ofthe fit interval for
the [t] closing gesture.

DISCUSSION

A general problem encountered during this study is the proper delimination of the articulatory
movement. As e.g. can be seen from figure 36 below the delimination of the articulatory move-
ment in the kinematic analysis (yielding the starting values for the fit interval for the gestural
model) is crucially dependent on the choice of the assumed main direction of articulatory move-
ment. Clearly, in figure 37 phases of movements (as segmented under a rotation of 70') are in-
cluded that represent a sliding of the tongue along the hard palate that have to be excluded for
the estimation of the gestural parameters of the controlled articulatory movement.
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For the items of the [«.lt] gesture therefore a re-analysis was performed using a rotation angle
(set to 58") better fitting the main direction of articulatory movement. The results can be seen
in figure 38.

x 10' DrAU2cM.offi [gJtglJ
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Fig.37: Movement trajectories during the [t] closure phase measured at an angle of 70o (shown in gray):
the bold cross marking the mean model derived target position.
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Fig. 38: Movement trajectories corresponding to the preceding figure during the [t] closure phase
measured at the adjusted angle of 58" (shown in gray); crosses marking the model derived target
positions.
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For our future analyses (as well as for a re-analysis of the data of the present study) we therefore
decided to measure the kinematic parameters of articulatory movement and the dynamic param-
eters as calculated by the fitting algorithm only at rotation angles appropriately adjusted for eve-

ry individual articulatory movement. This will of course complicate the statistical comparison
since the raw data needs a re-rotation to a mean value before. Furthermore the theoretical im-
plications of rotating the data of different tongue coils, gestural directions and repetitions indi-
vidually are not yet quite clear. In the moment this seems unproblematic for quite straight
closing and opening gestures as for [t] in symmetrical vowel context.

These measurements along a main articulatory direction seem further restricted to the coil max-
imally near the relevant point of articulation. For the front tongue dorsum coil e.g. it was not
possible to find a somewhat stable articulatory direction in the /u/ contexts for our present data.

But here for velar articulations that along these lines of reasoning have to be measured in
the back dorsum coil a further problem arises since velar articulation normally proceeds in
'loops' that seem to be controlled (cf. Mooshammer et al. 1995) and not along a main direction.
This behaviour leads to a permanently changing angle signal over time. Here again, the problem
of delimiting the articulatory gesture correctly arises.

With respect to the question of the tense-lax opposition the present study in principle conforms
to the results of Hoole et al. (1994): the timing coordination between vocalic opening and con-
sonantal closing gestures seems to be the main parameter underlying this opposition. At the mo-
ment there is no clear indication whether there are differences between the kinematic and the
different dynamic parameters (timing/phasing) with respect to this coordination.

The consonantal gesture following tense vowels seems less strictly controlled with respect to
its timingiphasing as well as its inherent dynamic parameter values of target location and eigen-
frequency. Regarding the latter parameters (target position and eigenfrequency) their model in-
herent correlation as it shows up in the [t] closing gestures (cf. figure 27 above) in tense vowel
context remains an open question for further studies.
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