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Specificational Pseudoclefts and the Semantics of Listsl

Artemß Alexiadou and Anastasia Giannakidou
ZAS-Berlin and Illc-University of Amsterdam

In this paper we prcpose a novel account of specificational -nonpredicational- copular
sentences building on quite old insights found in Higgins (1979). We draw a distinction
between equational and tmly specificational sentences. Empirical motivation for this
distinction will be provided by a detailed examination of specificational pseudocleft sentences
in Greelq where two types of pseudoclefts can be identified: one intoduced by a
demonstative and one introduced by a free relative pronoun. We show that these two tlpes
instantiate the distinction between equation and specification, respectively.

This paper is organized as follows. In section I we provide the background ideas and
terminology which have come to be considered as standard in the studies ofpseudoclefts since
Higgins. In section 2 we concentrate on Greek pseudocleft sentences. We start out with some
basic data and discuss Iatridou and Varlokosta's 1997 analysis of them in 2.1. We then
highlight the problems encountered by this analysis, and elaborate briefly on the most serious
ones; facts from Spanish and Catalan will also be discussed in this connection. By the end of
section 2, the set of data and pt'zzles to be dealt with in this paper will have been established,
and in section 3 we put forth the core elements of the theory we propose to account for them.
We apply this theory to the data in sectiön 4, showing that it can indeed handle them
successfully. We conclude with some discussion of the crosslinguistic consequences of the
proposed analysis.

1 Background: Higgins 1979

In the literature, the term 'pseudoclef is invoked for copular sentences of the form in (1),
where one of the phrases surrounding the copula is wh-, more specifically a free relative, and
the other is not:

(1) What John is is silly

Adopting the terminology of Merchant 1997, we rnill refer to the non-wh-part as the pivot of
the pseudocleft, and to the wh-part as the nonpivot of it. We will see later on that nonpivots do
not always contain a wh-phrase. Higgins 1979 (also appeared as Higgins 1973, 1976) is the
most comprehensive study of the syntax and semantics of such sentences to date, and his
analysis has been extremely influential (but see also Akmajian 1970, and Halvorsen 1976).
Although it is designed to account for the English pseudocleft construction, the repercussions
of Higgins's approach have been visible in the analysis of pseudoclefts crosslinguistically. We
summarize below the most important points.

I This paper was presented at the Workshop on Clefts and (Pseudo)clefts, ZAS, Berlin, November 1997. We
thank the audience for their generous feedback. We are especially indebted to Caroline Heycock, Roumyana
Izvorski, and Ilze Zimmerman for discussion; to Josep Quer for providing the Spanish and Catalan data; and to
Jason Merchant for detailed cornments and suggestions on a previous draft.



(a) Dßtinction between predicational and specificatinal psandoclefis
Following Akmajian 1970, Higgins distinguishes two readings in pseudocleft sentences: the
predicational, ar,rd the specificational, illusüated for sentence (1) (Higgins 1979: 4) in (2a)
and (2b):

(2)

(3)

a.

b.
John is P. Being P is silly. or, P-hood is silly.
John is the following: silly.

The Morning Star is the Evening Star.
Morning Star - Evening Star

(predicational)
(specificational)

Under the predicational reading, sentence (l) has a standard subject-predicate stnrcture, but
one of second order: O@.8 is the predicate provided by the postcopular material, a property
of properties, and the property P expressed by the pseudocleft is the subject, the properfy
predicated of by Q. Under the specificational reading, on the other hand, (1) does not have a
subject predicate structure. Rather, it'functions as a list, in which the subject is the heading of
the list and the predicate complement is an item on the list' (Higgins 1979: 5). Higgins
envisioned lists as open sets of individuals or properties, so sentence (2a) above would be
roughly represented as {Pl P is a property that John has} = {silly,...} (although we must note
that Higgins does not offer a precise formulation of the notion of list, or the link beween the
heading of a list and its and extension) .

The semantic structure of a pseudocleft sentence under the specificational reading
seems comparable to that of identity statements like the ones in (3), where identity is thought
of in terms of equation':':

a.

b.

This apparent similarity between specificational pseudocleft sentences and identity statements
about atomic individuals made it theoretically attractive to collapse the two, thus moving
away from Higgins's view of specificational pseudoclefts being lists, i.e. sets (cf. Veloudis
19794b, Rapoport 1987, Heycock & Kroch 1996). In this paper, we present empirical
motivation for the need to maintain both assumptions for a comprehensive analysis of
pseudeocleft sentences.

(b) Yarious types of copular sentences
According to Higgins, copular sentences are not uniform, a claim already detectable in the
arnbiguity he poses between the predicational and specificational readings mentioned above.
Four types of copular sentences are distinguished, given in Table (1) (Higgins 1979:166):

Table 1

Type Subject Predicate
Identificational Referential Identificational
Identity Referential Referential
Predicational Referential Predicational
Specificational Superscriptional Specificational

2

The sentences below instantiate each type:



(4)
(s)
(6)
(7)

That man over there is John Smith.
The Morning Star is the Evening Star.
Paul is sick.
What I don't like like about John is his tie.

(identificational)
(identity)
(predicational)
(specificational)

Identificational and identity sentences express an equation relation between two
referential noun phrases §Ps). Sentence (5) states that the object picked by 'that man over
there'and by the name Tohn Smith'is one and the same. Likewise, sentence (6) states that the
refe,re,nts of 'Moming Star' and 'Evening Star' are one and the same object. Obviously, then,
identity and identificational sentences express the same semantic relation, namely identity of
refere, rce. It seems therefore reasonable to teat thern as one class, as speculated by Higgins
himself (see dso Rapoport 1987). Here, we will treat them on a par, as equations between
objects of various §pes (see dicsussion in sections 3,4).'

Predicative sentences are of the standard form P(x) farniliar from predicate logic, and
thus distinct from equative sentences. Interestingly, specificational se,lrtences like (l) and (8)
above are also treated as distinct from equatives in Higgins's 6pology. What makes them
different is the assumption that the specificational subject is different &om the subject in
equatives. The former denotes a list, i.e. a set, (itis superscriptiona[), but the latter denotes an
individual since it is referential. In what follows we take this distinction very seriously.

With his §pology, Higgins partitions the space of copular sentences into a
predicational and a nonpredicational domain. This partitioning correlates with proposals
regarding the nature of the copula be, like Halliday 1967 where an ambiguity is introduced
between equative and predicative be. Partee 1985, following Williams 1983, attempts to
assign a unified analysis to both äes (see also Rapoport 1987 for syntactic arguments),
proposing at the same time a type-shifting mechanism to derive predicative and equative
readings. We will not go into the debate here, though it will become obvious that for the
semantic analysis we propose in this paper the simplest hypothesis of an unambiguous äe
(with the associated shifting mechanisms) is adequate.

With this background, we turn now to the examination of the Greek data. We will
ignore predicational pseudocleft sentences, and focus on the nonpredicational domain
identified by Higgins. We will use the term'specificational sentences'to refer to this domain,
yet this should not be taken to indicate a unification of the two subtypes (equatives and
specificational).

2 Specificational pseudoclefts in Greek (first encounter)

Pseudoclefts in Greek are discussed in Veloudis 1979 md more recently in Iatridou &
Varlokosta 1997 (henceforth I&V). Each analysis discusses totally different sets of data, thus
reaching strikingly different conclusions. Veloudis 1979 focuses on specificational
pseudoclefts of the form Aftos pu filße i jinela sou itane o Petros 'The one your wife kissed
was Peter', and he treats them as equatives. I&V 1997, on the other hand, cast their analysis in
terms of inverse predication, in the sense Williams 1983 (see also Heggie 1988, Moro 1992),
and in this context they claim that Greek lacks specificational pseudoclefts altogether.

The goal of this section is to show that, contrary to I&V'a claim, there is
overwhelming evidence that Greek ftcs specificational pseudoclefts. We start out with the
crucial ungrammatical data and I&V's analysis of these. We then present a representative

2 There is huge philosophical literature on identity which we take here for granted. Iftipke 1972 offers a

representative discussion of the relevant issues which goes back to Leibniz.
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sample of Veloudis's grammatical data and a new set of dat4 which do not follow from I&V's
approach. A subset of these involves grammatical specificational sentences minimally similar
to the ungrammatical ones of I&V, but with material added to the nonpivot. We show that the
ameliorating effect of 'addition' carries over to Spanish and Catalan, languages which
according to I&V also lack specificiational pseudoclefts. The situation arising in view of these
new facts requires a serious reconsideration of I&V's account. This is needed not only in order
to handle the new data but also because other related problems can be shown to emerge
regarding I&V's assumptions about inverse predication and their analysis of free relatives as

universal quantifiers.

2.1 Pseudoclefts in Greek and crosslinguistically: Iatridou and Varlokostal99T

{Jnlike English, Crreek exhibits two types of pseudoclefts, one involving a free relative (FR),
and one not. The nonpivot of the familiar English-t1pe pseudocleft is introduced by the FR
pronoun orl 'what(ever)'. We gloss orf as \rhat(ever)' rather than 'what', because there are

serious differences between oti andwhat (to be discussed in this paper), which make clear that
the two items are not equivalent. We will refer to ofl- pseudoclefts as free relative
pseudoclefis(FRP).

Alternatively, the nonpivot of a pseudocleft may be introduced by the demonstative
pronoun afto'this.neut.sing' followed by the complementizer pu'that'. Masculine, feminine,
and plural forms of afio may also be use4 but since afto pu nonpivots are more common, we
use afto pu as a cover term. We will refer to this type of pseudocleft as a demonstrative
pseudocleft (DemP). I&V argue that the specificational reading is unavailable in either case,

and they use examples like (9) with plain copular nonpivots as evidence for this claim:

(e) a.

b.

*Afto pu ine o Pavlos ine vlakas.

this that is the Paul is stupid
"What Paul is is stupid."
* Oti ine o Pavlos ine vlakas.

what(ever) is the Paul is stupid
"*'Whatever Paul is is stupid."

Note that specificational readings in such cases are unavailable with ever-FRs in English, as

evidenced by the ungrammaticality of the English translation in (9b) (an issue to which we
return in section a;.3 t&V argue for an equivalence between FRPs in Greek and ayer-FR

3 ln support of their argument, I&V note the absence of connectivi§ effects in Greek pseudoclefts. Since
Higgins, who showed that connectivity effecs do not arise with predicational pseudocleffs, such effects
involving anaphor binding (in (i)) and Mllicensing (in (ü)) have been used as diagnostics of the specificational
nature ofa pseudocleft:
(D What John is is proud of himself.
(ii) ?What John forgot to buy was any books.
I&V present one exaryle involving ungrarnmaticality of an anaphor. In (üi), however, we show that NPI
licensing is bad:
(üi) * Afto pu/oti ksexase n'agorasi o Petros itane kanena vivlio.

What Peter forgot to buy was any books.
Veloudis 1979a, who presents numerous specificational pseudocleft sentences in Greek, gives sentences like (iv)
where anaphors are fine, and in (v) we see that principle C effects are also visible:
(iv) Afto/ Aftos pu ida ston kathrefti dhen itan o eaftos mou. (Veloudis 1979a: 38)

What/ the one that I saw on the mirror was not myself.
(") *Afto pu ipe pro, itan oti o Dimitis, itan arostos.

4



pseudoclefts in English, in that they both denote universal quantifiers. This presupposes an
ambigui§ between qer and plain FRs in English which we do not adopt (see discussion in
section 3) . The relation between the English what-puadign and Greek DemPs is not
addressed in I&V, the implicit assumption, however, is that the two are equivalent, and that
the existing differences (also vis-a-vis the grammaticality of specificational pseudoclefts)
relate to the demonsüative element present in DemPs.

I&V confine their discussion to data of the particular type in (9); based on these, they
conclude that Greek lacks specificational pseudoclefts altogether. They note that CP-
pceudoclefts of the form in (10) (I&V 1997: 18) are indeed available, but they cast doubt on
Higgins's characterization of these as specificational:

(10) Afto pu ipe o Kostas ine oti i ji ine epipedi
this that said the K. is that the earth is flat
"What Kostas said is that the earth is flat."

According to I&V, (10) is a predicational sentence, a claim not entirely justified by the
arguments they give (see I&V for details). Here, we align with Higgins's judgment and treat
cases like (10) as genuine specificational sentences. We will give more examples of similar
sentences below, but before doing so, let us see how (9) is excluded in I&V's account.

Three basic assumptions are made. First, I&V assume that ever-FRs denote universal
quantifiers. Second, they follow Williams 1983 in assuming that specificational sentences
contain inverse predication: unlike regular predication structures, the precopular material- the
nonpivot- is the predicate, and the postcopular material- the pivot- is the subject. The third
assumption is that demonstratives can never be used predicatively. These assumptions
exclude (9) as follows. FRP's are ruled out because they are universal quantifiers, and thus
cannot tlpe-shift to a predicative interpretation, as is required by the inverse predication
assumption. DemPs are ruled out on the same grounds: a demonstrative can never be used
predicatively.a Languages that resemble Greek in employing demonstrative-like elements in
pseudoclefts are expected to give rise to same kind of ungrammaticality, for exactly the same
reason. Although I&V do not provide the relevant dat4 this prediction appears, at first glance,
to be bome out in Spanish and Catalan (Josep Quer (p.c)):5

(11) ??El que 6s en Joan 6s idiota.
the that is the John is stupid

(Catalan)

* What he,was that Dimitris,was sick.
Similar data hold in Spanish and Catalan" as pointed out to us by Josep Quer (p.c.). It appears, then, that
connectivity tests give mixed results in languages like Greek, Catalan, and Spanish. This could also be taken to
hold for English, given that certain effects, for instance Principle C effects, are stronger than others, e.g. NPI-
licensing (which doesn't really give impeccable sentences, Jason Merchant (p.c.)). We will not discuss
connectivity in this paper. The picture that arises, though, suggests that connectivity alone cannot be taken as a
defrning feature of what constitutes a specificational pseudocleft; its exclusive use to trace specificational
ladings may lead to the wrong conclusions.
t I&V do not state clearly what makes what- free relatives legitimate specificational objects. Presumably, wiat-
free relatives are not universal quantifiers like the ever-otes, and hence amenable to predicative interpretations.
5l.Jote, however, that the Catalan and Spanish sentencei improve considerably in the S(ubject)-V(erb) order.
Compare (11) nad (12) to (i) and (ii) , respectively:
(i) ?El que en Joan 6s 6s idiota.
(ii) ?Lo que Juan es es idiota.
This improvemenl which is not observed in Greek., seriously undermines the crosslinguistic extension of I&Vs
account, but we will not pursue the issue here.

5



(12) ??Lo que es Juan es idiota.
the that ß John is idiot
"What John is is an idiot."

(Spanish)

Although the ungrammaticality in these languages is not as sharp as it is in Greek (?? versus
*), it is present. As we see in the glosses, pseudoclefts in Catalan and Spanish are introduced
by the definite determiner and perhaps the slight difference between these languages and
Greek should be attributed to this fact.

I&V's account thus postulates a parametrization of the availabiity of pseudoclefts
ac«)ss languages which depends on the choice of morphology (and the semantic constraints
associated with that morphology). We record this as the generalization in (13):

(13) Iatridou & Yarlokosta's generalization
Crosslinguistically, the availability of specificational readings in pseudoclefts
relies on whether the nonpivot XP of the pseudocleft can be intepreted as a

predicate.

DemPs and FRPs are nrled out by (13) because they cannot obtain predicative interpretations,
the former being demonstratives, the latter being universal quantifiers. Although the particular
kind of data discussed by I&V conform to (13), once we move to a larger set of data it
becomes impossible to maintain the original hypothesis. We see why in the next section.

2.2 Problems of Iatridou & Varlokosta 1997

The main problems arising with I&V's general account, and their generalization in (13), can

be summarized as follows.
(a) Specificational sentences (Higgins's identity/indentificational and specificational)

are generally available in Greek (as well as in the other languages mentioned above). Veloudis
l979Ub presents an impressive number of data supporting this conclusion.

(b) The ungrammatical copular specificational pseudoclefts in (9a) become
grammatical if material is added to the pseudocleft. The effect is very robust and is observed
in Spanish and Catalan too.

(c) The view of free relatives adopted in I&V is quite controversial. First it is
questionable whether ever- and regular dr-FRs, in Greek as well as in English, are
semantically distinct in the sense assumed by I&V. In fact there are good reasons to believe
that they are not (cf Jacobson 1995, Rullman 1995, Grosu & Landman 1997, and Dayal 1995,
7997, among others), and some discussion in section 2.2.3). Second, it is quite disputable
whether ever- and consequently ori-FRs, under the equivalence assumption of I&V, denote
universal quantifiers. ln fact, the properties of ever/oti-FRs used as arguments for the
universal quantifier analysis can be shown to derive directly from the assumption that these
denote maximal individuals, just like definite NPs (cf. Jacobson 1995, Rullman 1995, Dayal
1997), with some additional postulate concerning the contribution of the free choice
morpheme -ever (see especially Dayal 1997).

(d) It is not desirable to invoke inverse predication in specificational seritences (for
empirical arguments against it see Rapoport 1987 and Heycock & Kroch 1996). The obvious
conceptual problem with imposing inverse predication in sentences like Tully is Cicero, and
The Morning Star is the Evening.§rar is that no predication relation can be claimed to exist
between two referring terms (without resorting to stipulations ignoring intuition).

6



(e) There are significant differences between DemPs and FRPs which are largely
ignored in I&V's accotult, but which will be shown to have important consequences as to how
the specificational domain is partitioned.

Points (c) and (d) have been thoroughly discussed in the literature, so we will not
eloborate here. Because the rest concems the specifics of I&V's analysis of Greek
pseudoclefts, it will be helpful to go into the details. We will also point out some problems of
the analysis of Greek FRs as universal quantifiers.

2.2.1 The general availability of spectficational psandocleft sentences

Greek allows for specificational sentences with both DemPs and FRPs. This is illustated in
great detail in Veloudis l979a,b for DemPs. The majority of his examples involve se,ntences

like the following, with masculine and feminine demonsfatives, but pseudoclefts with neuter
demonstratives are also given, especially in connection to anaphors (cf, frr2):

(14) Aftos pu filise ti jineka su itan o Petros.

this.masc that kissed the wife yours was the Peter
"The one who kissed your wife is Peter."

(15) Afti pu me eknewizi ine i mitera tis.
this.fem that me irritates is the mother.hers
"The one who irritates me is her mother."

(Veloudis 1979b: 13)

We believe that there are animacy constraints determining the choice of nonneuter gender for
the FR pronoun, but this is immaterial to us here. It is important to emphasize, however, that
neuter and nonneuter DemPs are not semantically identical: the laffer force equative readings,
but the former do not (a point to which we retum in section 4). The nonneuter DemP data
Veloudis focuses on lead him to the conclusion that pseudocleft sentences like the above
express equations.

Below we provide below more data involving neuter DemPs and FRPs (not discussed
by Veloudis):

(16) Afto pu efaje o Petros itane patates.

this that ate the Peter was potatoes
"What Peter ate was potatoes."

(i7) Afto pu agorase o Petros itan afto to palio leksiko.
this that bought the Peter was tthis the old dictionary
"What Peter bought was this old dictionary."

(18) Afto pu aresi stin Elena ine afto pu sixenete o Petros, (diladi to majirema).
this that likes inlhe Elena is this that detests the Peter, (namely the cooking)
"What Elena likes is what Peter hates, namely cooking."

(19) Oti efaje o Petros oli mera itane patates.

what(ever) ate.3sg the Peter was.3sg potatoes
"What Peter ate all day was potatoes."

(20) Oti aresi stin Elena ine oti sixenete o Petros, (diladi to majirema).
what(ever) likes in-the Elena is oti detests the Peter, (namely the cooking)
"What Elena likes is what Peter hates, namely cooking."

7



In general, the use of FRPs is more restricted in specificational sentences than the use of
De,mPs. One difference regarding addition of material to the nonpivot will be discussed in2.2
below, and should be connected to another substantial difference: although the pivot of a
D€mP may contain various §,pes of XPs, the pivot of an FRP is more selective. We saw in
examples (19) and (20) that pivots containing mass nouns Qtatates'potatoes' in (19) or FRs in
(20) are fine. Yet pivots containing a referential NP denoting an <e>- type entity, as in (21),
are unacceptable (compare also (21) to (17)):

(21) *Oti agorase o Janis itan afto to palio leksiko.
what(ever) bought John wos this the old dictionary
("*Whatever John bought was this old dictionary.")

This difference is important, because it shows that DemPs and FRPs are subject to distinct
semantic constraints. We will deal with this in section 4. For the moment it is sufHcient to
point out that sentences like the ones discussed in this subsection are impeccable in Greek,
athough under I&V's account they should not be available.

2. 2. 2. The'Addition-Effect'
We share I&V's judgment about the ungrammaticality of (9), repeated here as (22) for
convenience:

(22) a. +Afto pu ine o Pavlos ine vlakas.
this that is the Paul is stupid
"What Paul is is stupid. "

b. * Oti ine o Pavlos ine vlakas.
what(ever) is the Paul is stupid
"*Whatever Paul is is stupid."

Note, however, that the following sentences, minimally similar to (22), are gramrflatical:

(23) Afto pu dhen ine o Janis ine vlakas.
this that not is the John is stupid
"What John isn't is stupid. "

(24) Afto pou episis ine o Janis ine tsigounis.
this that also is the John is ntiser
"The other thing John is is a miser. "

(25) Afto pou prepi na ine o Janis (a na pari ti doulia) ine dinamikos. "
this that must subjunctive is the John (so subjunctive take the job) is dynamic
"What John must be (in order to get the job) is dynamic."

These sentences conüast with the ungrammatical plain copular in (22) in one important way:
material has been added to the copular nonpivot; negation dhen 'not'in (23),6 episis "also" in

6Note that I&V very briefly discuss a similar example (1997: ft. 30):
(i) Afto pu den m'aresi ston Kosta ine to chiumor tu.

this that neg me pleases to Kostas i the humor his

What I don't like about Kostas is his humor.
They conclude that Greek might indeed have the pseudoclefts in which the free relative behaves like a
supercriptional NP, in Higgins's terms, but lacks those where the free relative behaves as a predicate. However,
they do not pursue this distinction any further.

8



(24), and the (deontic) modalprepf "must" in (25). Note that'addition' improves only DemPs.
As we see below, FRPs in Greek as well asinaryr-FRs in English remain ungrammatical:

(26) *Oti dhen ine o Janis ine vlakas.
what(ever) not is the John ß stupid
"*'Whatever John isn't is stupid."

(27) *Oti episis ine o Janis ine tsigounis,
what(ever) also is the John is miser
tt*Whatever else John is is a miser."

(28) *Oti prepi na ine o Janis ine dinamikos.
what(ever) must subjunctive is the John is energetic
"*'Whatever John must be is energetic."

The effect of addition as well as this contrast are dealt with in section 4. For now it sufEces to
point out that addition improves copular De,rnPs also in Spanish and Catalan (data courtesy of
Josep Quer).

(2e) a.

b,

c.

d.

a.

b.

El que en Joan no ös 6s idiota. Catalan
the that the John not li ri stupid
Lo que Juan no es es idiota. Spanish
the that not is the John is stupid
"What John isn't is stupid."
El que tambe ös en Joan 6s garrepa. Catalan
the that also is the John is miser
Lo que tambien es Juan es agiurado. Spanish
the that also is the John is miser
"The other thing John is is a miser."
El que en Joan ha de ser 6s decidit. Catalan
the that the John must subjunctive ls is decisive

Lo que Juan tiene que ser es decidido. Spanish
the that must subjunctive is the John is decisive

"What John must be is decisive."

(30)

These facts are extremely problematic under I&V's analysis and it is not at all obvious what
would account for them in their terms. A possible hypothesis would be to say that the
demonstrative admits a predicative use in the examples above. It would be hard to maintain
this in their framework, however, given that it is the core assumption that demonstratives can
never be predicational that rules out sentences hke (22a) in the first place.

In fact, contrary to I&V's (1997:15, ft. 2l) claim, it can be shown that demonstratives
do admit predicational uses:

(31) A: OJanis inepoliergatikos.
John rs very hard-working

"John is very hard-working."
B: Ne, afto (akrivos) ine fte kamia fora su ti spai, jati olo ti doulia skeftete).

yes this (exactly) ls
"Yes, that he is (which is sometimes very frustrating, because he always thinks of
u'ork)."

9



Similar uses of demonstratives abound, the claim therefore that demonstratives cannot be
predicative is not corr@t, and I&V's generalization in (13) based on it should be seriously
reconsidered.

2.2.3 Free relatives in Greek

We will not go here into a general discussion of the semantics of FRs since the debate is well
known. On the one hand, there are theories which treat FRs unarnbiguously as definites (cf.
Jacobson 1995, Rullman 1995, Dayal 1997 among others); on the other, there are authors
who argue for what we call frre ambiguity lryothesrs (cf. Larson 1987, Treddinick 1993, I&V
1997 among others). According to this hypothesis, plain- and. ever-FRs are semantically
distinct in ttrat the former are equivalent to definite NPs, while the latter denote r.rniversal

quantifiers.T Here we will align with Jacobson and Dayal and analyze all FRs in Greek as

definite NPs. We will show first that there is no ambiguity in the class of Greek FRs, and then
we provide arguments against the analysis of these as universal quantifiers.s

(a) Greek FRs are not ambiguous.
Like English, Greek exhibits plain and ever-FRs. The Greek counterpart of ever is the bound
morpheme -dhipote. As we see in the examples below, both paradigms obtain definite as well
as universal readings, just like their English counterparts:

(32)

(3 3)

b

a.

a.

b.

Parigila oti parigile o Janis. (= the thing that John ordered)
ordered what ordered John
'I ordered what John ordered'.
Kane oti su pi i mitera su. (: everything that your mother tells you)
do what you tell the mother your
'Do what your mother tells you'
Opjadhipote tenia pezi tora to Asti ine poli vareti.
whatever movie plays now the A. is very boring
Whatever movie Asti is playing right now is very boring.
(: the movie that Asti is playing now)
Opjadhipote tenia pezi to Asti ine poli vareti.
whatever movie plays now the A. is very boring
Whatever movie Asti plays is very boring.
(: every movie that Asti plays)

Perhaps the universal readings are more readily available wfih dhipote/ever-FRs, but this
should be attributed to the fact that they can be free choice, due to the presence of dhipote (as

argued in Giannakidou l997a,b), but we will not go into this here. Most significantly, the
availability of definite readings with orf-FRs, s h (32a), questions I&V's generalization that
oti is a universal. Moreover, the fact that definite and univereal readings arise with both tlpes
of FRs suggests that these are semantically uniform, contrary to what is assumed in the
ambiguity hypothesis.

7 Actually it is only Larson (1987) who argues that plain FRs are equivalent to definite NPs. Treddinick (1995)
states that plain FRs are compatible with both existential and quantificational interpretations without further
characterizing thenU whereas I&V (1997) do not take a position (see also foourote 3).
t some speculative discussion in this direction is also given in Alexiadou & Varlokosta (1996).
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(b) FRs in Greek are not universal quantifiers
Here we will go through two widely circulated arguments, some of them also discussed in
I&V, in favor of the universal analysis of FRs. We show that these arguments in fact can be
understood as supporting the definite analysis.

Argument (l): FRs license negative polarity items (NPIs). This has been shown in Alexiadou
& Varlokosta (1996) and Giannakidou (1997a):

(34) Tharrune opjus pune karnja kali kuvendaja to Jani.
brry whoever say any good word about John
'They badmouth whoever says a good word about John."

However, definites also license polarity items (a fact illustrated in Giannakidou (1997a), cf.
also May 1985 for this observation about English):

(35) I fitites pu ehun tipota na pu as milisun. (Giannakidou 1997a: 43)
the students that have anything to say let them speak
"The students who have anything to say should speak now. "

Hence, NPI licensing per se is not indicative of the universal nature of FRs.
Argument (2): Almost/absolutely modification. Jacobson (1995) shows that adverbs like
almost, absolutely, and nearly, which are standardly taken to modify universal quantifiers (cf.
Dahl 1970, Carlson 1981 among others) fail to modiff FRs.

(36)

(3 8)

a.

b.
For years I did almost everything you told me to.
*For years I did almost whatever you told me to.

*Idha shedhon ta pedia.

saw almost the children
r'*f saw almost the children."
Idha shedhon kathe pedi.
saw almost every child
"I saw almost every child."

Jacobson takes this as an argument in favor of her non-universal analysis of Frs. I&V, in
support of the universal analysis, point out that there universal quantifiers which are not
modifiable by almost.

(37) *For years I did almost each thing you told me to.

Note, however, that definites, contrary to universal quantifiers, are also resistant to
almost/absolutely modification, as shown in (38).

a.

b

This fact in conjunction with Vendler's (1967) view of each being semantically close to a
definite NP, suggest that the impossibility of almast/absolutely modification in Frs and each
NPs is indicative of their definite nature, rather than anything else.
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I&V use other arguments concerning quantificational variability effects in FRs
observed in Tredinnick (1993), which we will not discuss here (but see Dayal t997 for a
discussion of quantificational variability as applying to definites as well). Dayal also presents
a very convincing argument in favor of the definite analysis of FRs based on a contrast noted
in Grosu & Landman (1997). We reproduce the argument here for Greek.

Universals contrast with (plural) definites and FRs in partitive constructions. Although
the former only exhibit a d*trtbutive parfinve reading, definites and FRs are ambiguous
between a distributive and collective partitive reading. The contast is illustated in the
sentences below:

(3e) a. I Maria diavase ta dio trita apo kathe vivlio s'afti ti sira.
the Mary read the two thirds from every book in this the series
"Mary read two thirds of every book in this series."
I Maria diavase ta dio trita apo ta vivlia s'afti ti sira
the Mary read the wo thirdsfrom the bool<s in this the series
"Mary read two thirds of the books in this series."
I Maria diavase ta dio trita apo opjo/opiodhipote vivlio perilamvanete
s'afti ti sira.

the M. read the two thirdsfromwhathvhatever bookincluded in this
the series
"Mary read two thirds of whatever books are in this series."

[,, Mary [w every book in this seriesi [w read [^* ffio thirds of t,]lll
Vx [book (x) & in this series (x) -+ read (Mary,2l3 S x)]
[" Mary [* read [* two thirds of the books in this series]ll
read (Mary,2l3 S tx [*books (x) & in the series (x)])

b.

c.

(39a) says that for each book in the series Mary read two thirds of it. This is the distributive
partitive reading. In this reading, there are no books that were not at least partly read by
Mary.The distributive partitive reading is also available in (39b) and (39c). These sentences,
however, have an additional collective reading. Under this reading, there are some books in
the series that were not read at all. Mary might have read the two thirds of the sum of the
books included in the series. The first reading is a truly quantificational one (possibly derived
via a QR-like mechanism, which would make the universal scope out of the partitive as in
Dayal 1997), but the second reading is in situ reading. The two readings are illustrated in (40)
and (al) for (39a) and (39b) respectively:

(40)

(41)

a.

b.

a.

b.

The fact that FR in (39c) can obtain either reading in either version (plain and free choice)
allows us to conlude that it behaves like a plural definite. As such, it denotes maximal non-
atomic sums translated by the t-operator. This is the view we adopt in this paper. For free
choice readings we assume a plural definite analysis together with some constraint relating to
the nature of free choice (cf. Dayal 1997, Giannakidou 1997b for more discussion).

Summarizing, the discussion in section 2 leads to two obvious conclusions. The first is
that Greek äas specificational pseudoclefts. The second conclusion is that FRPs and DemPs
are semantically different. A comprehensive analysis of specificational pseudoclefts should be
able to account for this difference in a simple and natural way.
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3 The Proposal: Equation vs. Specification

We propose that SPPs come in two varieties: either as equative, or as truly specificational. As
we see n (42), equation and specification both involve some instance of identi§. In equation,
we have identity between objects (which must be of the same §pe, equation is thus subject to
matching constraints, see also Heycock & Kroch 1996). Specification, on the other hand,
involves set-theoretic identity: o and p are coextensive sets.

(42) (a) Equation
c: P, where o and p range over elements of the same type.
Possible types are: e, (e, t), and functional t1pes.

O) Specification
o : F, where o and p are coextensive sets, cr specified by predicate
notation {xlP(x)}, and P by list notation {qb,c}.

Formalizing specification as in (a2b) is consistent with Higgins's view of SPPs as conveying
an identification relation between the heading of a list and its contents. Specified sets may
consisting of individuals, or properties.

The distinction between equation and specification we propose here should not be

translated into an ambiguity of the copula be".lVe take it that be of specification is identical to
equative be, and following Williams 1983 and Partee 1986, we assume that both are identical
to predicative be: in all cases, be is a semantically vacuous predicate. We believe, however,
that equation/specification involves more structure than predication. One possible way to
represent this is by postulating equative and specificational small clauses, extending the
proposals in Heggie 1988, Carnie 1995 and Heycock & Kroch 1996. In order to
compositionally derive the desired readings, we would then have to say that the heads of these

small clauses belong to different types, since they combine with arguments of different qpes
(an individual in equation, but a set in specification).

In this context, and given the empirical distinction between DemPs and FRPs, two
hlpotheses are plausible. The strong hypothesis would be to say equation and specification
map onto FRPs and DemPs respectively. The weaker hypothesis would allow DemPs to be
ocassionally equative. We will see belorv that only the rveaker hypothesis can be faithfull to
the facts.

4. Specificational Pseudoclefts in Greek [I

Recall what the issues are that we have to account for:
(i) The difference underlying the constraints in the use of FRPs and DemPs.

(ii) The difference between neuter and nonneuter DemPs.
(iii) The ungrammaticality of plain copular nonpivots.
(iv) The 'addition' effect in copular nonpivots.
(v) The difference between English and Greek wrt to copular nonpivots.

First, we deal with (i) and (ii). Then, we examine pseudoclefts with copular nonpivots
and address the issues in (iii)-(v).

4.1. Two Types of Specificational Pseudoclefts
(a) D e mons trat iv e p s eudo c I eft s as s p e cifi cat i on a I s e n t en c e s

Consider first the straightforward cases: DemPs with pivots containing count or mass nouns:
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(43) Afto pu efaje o Pekos itane patates.

this that ate the Peter wcts.Ssg potatoes

"What Peter ate was potatoes."

Afto pu agorase o Petros itan afto to palio leksiko.
this that bought the Peter wa^§ this the old dictionary
"What Peter bought was this old dictionary."

I afto pu efage o Petros n - tx [ate (Peter, x)],
where rx [ate (Peter, x)]:{xlPeter ate xA-rJx'[Peter ate x' A x'( x]]

Afto pu efaje o Petros itane patates, pagoh, fistikia ke proino

this that ate the Peter was potatoes ice creams, nuts and brealcfast

"What Peter ate was potatoes, ice creams, nuts and breakfast."

Afto pu efaje o Petros itane, metaksi alon, pagoto.

this that ate the Peter was among others the ice-cream

"What Peter ate wffi, arnong other thingS, ice-cream."

Afto pu efaje o Petros itane, ja paradigm\ pagoto.

this that ate the Peter was _fo, exomple ice-cream

"?What Peter ate wö, for example, ice-cream."

[(44)n: > {xl Peter bought x}: {this old dictionary}
Afto pu agorase o Petros itan, metaksi alon/ja paradigma, afto to palio leksiko

this that bought the Peter was, among others/forexample,.

"What Peter bought was, for example/among others, this old dictionary."

(M)

The demonstrative nonpivot receives its regular interpretation: a singular referring term as

(a5). The question is how the pivot is interpreted. The examples in ( Q help us answer this

question.

(4s)

(46) a.

b.

c

The pivot in (46a) contains more than one item, indicating that there were more than one thing

that Peter ate. Yet this does not entail that the nonpivot is interpreted as a set. One could argue

that a collective interpretation of the objects (which would license the 'part of relation and

thus the plural interpretation of the demonstative clause) is possible. The felicity of among

other things and for example in (46b,c) is, in this respect, decisive. Among other things and

for example have been used as diagnostics for non-exhaustive, mention-some readings (cf.

Groenendijk & Stokhof 1984, Merchant 1998). The appropriatatess of nonexhaustive

modification indicates that in these cases the nonpivot is interpreted as an open set, rather than

as an (atomic or plural) individual. Note that nonexhaustive set modification is fine in the

English what sentences too. We conclude then that the pivots in (43) and (a6) are intepreted

as sets speciffing what Peter ate, as in (47):

ffia6a)X: > {xl Peter ate x} - {potatoes, nuts, ice-crealn, breakfast}

[(47b)n : > {xl Peter ate x} _ {ice-cream,...}

Likewise, (aa) has the logical form in (a8). Modification by among others, andfor example is

possible, as we see in (59):

(47) a.

b.

c.

(48)
(4e)
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Nonneuter DemPs, like (50) cannot be analyzed as specificational. Note that the pivot may not
contain more than one item, and modification by among others, and for aample is not
tolerated, as is shown (51) and (52):

(50)

(5 1)

Aftos pu filise ti jineka su itan o Petros. §eloudis 1979a:13)

thß.masc.sg that kissed the wife yours was the Peter
"The one who kissed your wife was Peter."
* Aftos pu filise ti jineka su itan o Petros ke o Pavlos.
this.masc.sg that kissed the wife yours was the P. and the P.

"*The one who kissed yourwife was Peter and Paul."
* Aftos pu filise ti jineka su itan metaksi alon/ja paradigma o Petros.

this.masc.sing that kissed the wife yours was among others/for aample the P.

"*The one who kissed your wife was, among otherVfor example, Peter."

Oti aresi stin Elena ine oti sixenete o Petros.

what(ever) likes in-the Elena is oti detests the Pete
What Elena likes is what Peter hates.

flthe Npru,"r X- > tx [x e [Nn n Vx'[x'e ffi-+ x'< x]]

Ioti aresi stin Elena n:> tx [like (Elena, x) n Vx' [like @lena x')-+ x'< x]]
Ioti sihenete o Petros ]]:> tx [hate (Peter, x) nVx' [hate (Peter, x')-+ x'< x]]
tx [like (Elen4 x) n Vx'llike (Elena, x')+ x'< x]l:
tx [hate (Peter, x) nVx' [hate (Peter, x')+ x'< x]]

(52)

If we want to talk about more than one individual, the plural form afti "ones.masc.pl" must be
used instead (in Greek as well as in English).

(53) Afti pu filisan ti jineka su itan o Pekos ke o Pavlos

.this.masc.pl that kßsed the wife yours was the Peter and the Paul
"The ones who kissed your wife is Peter and Paul."

Agreement, present in nonneuter DemPs but absent in neuters, has thus an intepretative effect:
it licenses equative readings in DemPs. Cases like (51) and (52) should then be handled as

type mismatches (recall that equated objects must of the same type). If this is correct, we have
to assume that information coming from agreement is meaningful and visible at the level at

which pseudoclefts are interpreted.

ft) Free relative pseudoclefts as equations
The simlest case here is provided by FRPs with nvo FRs, like (54). Since oti-FRs denote
plural individuals (cf. (55)), the FRPs at hand express an equation between two plural
individuals as in (56):

(s4)

(5 s)

(s6)

a

b.

a.

b.
c.

It is also conceivable to treat the (5a) as involving properties rather than individuals, in which
case the r would range over objects of type (e, t). Pseudoclefts with afto pu clauses in both
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positions, as in (57), express exactly the same equation relation, this time between unique
atomic individuals. We illustrate this in (58):

(s 7) Afto pu ilesi stin Elena ine afto pu sixenete o Petos.
this tlwt likes in-the Elena is this that detests the Peter
What Elena likes is what Peter hates (namely cooking).

Oti/afto pu aresi se kathe andra ine oti sixenete kathe jineka.
what(ever)/this that likes every husband is what detests every wife
"What every husband likes is what every wife hates."

Iafto pu aresi se kathe andra ]l= tg [Dom(g) : [ftusband]ln Vxe ftusbandll +
like(x, g(x))l

I afto pu sihenete kathe jineka]l : rf [Dom(| : flwife! n Vx e ffwife! +
detest (x, (x))l
rg [Dom(g): [[husband]ln Vxefhusband]l + like(x, g(x))l:
tf [Dom(f): [wife]l n Vxefwife]l+ detest (x, (x)l

(58) a. flafto pu IP n: > rx [x e [Ip]a -3x'[x'e ßpn n x'< x]l
b. [[afto pu aresi stin Elena]:] tx [like @lena x)

n -'3x'[ike @len4x') n x'< x]]
c. fiafto pu sihenete o Pehos ]: > rx[hate (Peter, x) n-,3x'[hate @eter,x') n x' < x]]
d. rx [like @len4 x) n -,Ix'[like @lena,x') n x'< x]] :

rx[hate (Peter, x) n-,3x'[hate (Peter, x') n x'< x]]

Appending something Like metal<si alon to majirema "among other things cooking", which we
use as diagnostics for specificational rcldings, would yield ungrammaticality. We can have
equations of functional §pes too (cf. Groenendijk & Stokhof 1984, Engdahl 1986, Chierchia
1993, Dayal1996, Sharvit 1997), with FRPs as well as with DemPs, as shown in (59), (60):

(se)

(60) a.

b

c.

(e)

(61)

(9) is ungrarnmatical because its pivot is defined on atoms and not on plural individuals as is
required by the semantics of the ori FR for the purposes of equation. It will therefore be ruled
out as a type mismatch, cf. (61):

Finally, consider the ungrammatical (9) repeated here for convenience:

*oti agorase o Janis itan afto to palio leksiko.
what(ever) bought John was this the old dictionary
tt*lVhatever John bought was this old dictionary."

ffoti agorase o Petros]l: > rx[bought (Peter, x) nvx'[bought (peter,x')r x'< x]]
[[afto to palio leksiko ]l: > rx I xe fold dictionary]n-,3x'[x'e fold dictionaryn
n x'< x]]
rx[bought (Peter, x) nVx'[bought (peter, x') -> x'< x]] *
tx I xe [[old dictionaryn^ -.,3x'[x'e ffold dictionarynn x'< x]l

a.

b.

c.

Such mismaches do not arise with specification, so the DemP counterpart of (9), (44), is fine.
We predict here that if we insert a plural individual in the pivot, (9) will improve. This is
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precisely what we get, as illustrated in (62) with a mass noun (a plural definite would give a
samilar result):

(62) Oti efaje o Petros oli mera itane patates.

what(ever) that ate the Peter was potatoes
What Peter ate all day was potatoes.

I afto pu ine o Janis [ : rP [John is P]
rP [John is P] - {stupid}

Afto pu dhen ine o Janis ine vlakas.
this that not is the John is stupid
What John isn't is stupid.

I afto pu dhen ine o Janis ] - rP [John is -, P]

I afto pu dhen ine o Janis ] : ].P [John is -, P]

We conclude that the empirical contrast betwee,n FRPs and DemPs can be successfully
captured by the distinction bewtween equation vs. specification we defined in $2).

4.2. Copular nonpivots in Greek and English

Recall the ungremrmatical examples repeated here as (63), (64):

(63) *Afto pu ine o Pavlos ine vlakas.
this that ls the Paul is stupid
"What Paul is is stupid."

(64) *Oti ine o Pavlos ine vlakas.
what(ever) rs the Paul is stupid
"*'Whatever Paul is is stupid."

Consider now what the demonstrative version of this example would mean.Because we have a
demonstrative, it would probably be something like (65a), namely the unique property that
John has (thus implicity assumming that afio is crosscategorial). The pivot identifies that
unique property with the property of being stupid, as in (65b):

(6s)

(66)

a.

b.

However, the representation in (65b) in not a wellformed list. Rather, it yields an equation
between a unique property and a singleton set containing that property, which in turn is not a
wellformed equation: it violates the matching requirement since o and p are not of the same
semantic type. Cases like (65a) are then excluded because, on the one hand, they are not
wellfonned lists, and on the other, they cannot give rise to wellformed equations.

Addition of material in the nonpivot suspends uniqueness and renders a set
interpretation possible. Consider for instance the case of negation in (66) and the possible
translations of the nonpivot in (67a & b):

(67) a.

b.

According to the translation in (67a) the nonpivot denotes the unique property that John does
not have. But this is not the right interpretation for the nonpivot, as shown by the fact that

L7



possible continuations like the ones in (68), which void uniqueness and indicate a set
interpretation, are legitimate:

(68) a. Afto pu dhen ine o Janis ine vlakas, kutos ki akindhinos.
this that not ß the John is stupid silly and harmless
What John isn't is stupi{ silly and harmless.
Afto pu dhen ine o Janis ine, metaksi alon, akindhinos.
thß that not is the John is, among others, hArmless
What John isn't is, among other things, harmless.

{Pl John is not P} : {stupid}
{Pl John is not P} - {stupid, silly, harmless}

{Pl John is not P} - {stupid,...}

Afto pu episis ine o Janis ine tsigounis.
this that also is the John is miser
The other thing John is is a miser.

{PlJohn is also P} _ {miser}, or {miser} E {PlJohn is also P}

Afto pu prepi na ine o Janis ine dinamikos.
this that must subjunctive is the John is dynamic
What John must be is dynamic.

{PlJ. is possibly P}:dynamic}, or{dynamir}s{PlJ. is possibly P}

b.

Hence, the aftopz nonpivot is not equivalent to the unique property that John does not have.
Rather negation opens up the domain and it enables the creation of a set which will speciff
properties that John does not have. The nonpivot will enumerate these properties. The right
interpretations for (66) and (68a,b) are then (694b,c), respectively:

(6e) a.

b.

c

ln other words, the set containing the prope§ of being stupid is included in the set containing
the properties that John does not have, and the set {stupid, silly, harmless} is a subset of the
same set in (67b).

In the same vein, episis'also' in (70) opens up the domain and enables the creation of a
set which will include additional properties of John, as in (71). The properfy of being a miser
would be included in that set:

(70)

(7 r)

The modal in (72) has exactly the same effect, but this time we he have a set of possible
properties of John's:

(72)

(73)

The Catalan and Spanish facts presented in 2.2.2 are amenable to exactly the same analysis,
but space prevents us from elaborating. The'addition' effect is therefore accounted for under
the assumption that DemPs are specificational in the sense of list identi$ring. This assumption
also predicts that addition will have no effect in FRPs, since these are equational, and
equations of the form in (63b) are illformed. The examples in (13)-(15) show this prediction
to be fully bome out .

Recall now that plain copular what nonpivots are grarnmatical (cf. the translation of
(63». Does this follow from our system? The answer is positive. We assume, following Partee
1985, Jacobson 1995, and Heycock & Kroch 1996, that what is crosscategorial. Hence,
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reference to properties, as is required for the interpretation of this sentence, is licit. Because
what, wäke the demonstrative afto, is not by default associated with (unique) reference, it
may denote a set, in this case a singleton:

(7 4) {Pl John is P} : {stupid}

Note that this is consistent with Jacobson's view of wftar-FRs starting out as sets and then

§pe-shifting to the individual intepretation. As our English informants tell us, it is possible to
manipulate the context in such a way so that among other things, and, for example
modification on whar-SPPs would be possible, as exp@ted, since we are dealing with
specifications.

Finally, why are -ever FRPs are excluded? (We refer now to the * translation of (6a)).
The answer is straightforward. Wratever is excluded for the same reasons Greek FRPs are

excluded: -ever FRs would always conkibute individuals and would thus give rise to
illformed equations. An additional constraint here would be imposed by of the nature of free
choice quantification (see Dayal 1997, Giannakidou 1997b).

We showed how our analysis handles the relevant Greek facts, and we presented a couple of
tests diagnozing set intepretations in specificational pivots. Our analysis extends directly to
Spanish and Catalan. Moreover, Izvors§ . t997 presents some discussion of Bulgarian
demonstrative SPPs, supporting the distinction between equation and specification made here
and the ensuing predictions, as regards the availability of set intepretation in DemPs and the
'addition effect'. It would be interesting to see whether our account can predict the behavior
of specificational pseudoclefts in more languages, but this unfortunately will have to be left
for future research. Another improtant task is to identiff precisely what types of expressions
can induce the 'addition effect'. We have discussed here negation, 'also', and deontic modals
(epistemic modals have the same effect) as cases in point for Greek, note, however, that in
Spanish and Catalan various kinds of modification in the nonpivot are able to bring about the
set intepretation, even word order (cf. ft.2). For a more refined understanding of the
'addition'effect , more research towards identiffing the class of possible inducers is required.

5. Conclusion

Two conclusions should be drawn from this paper. First, Greek äas specificational
pseudoclefts, and Spanish/Catalan were shown to be similar in this respect. Second, there is
considerable empirical support for a distinction between equation and specification,
connecting to Higgins's original view of the heterogeneity of the non-predicational domain.
Iatridou &Varlokosta's 1997 account cannot be maintained in the light of these conclusions.
Greek, Spanish, and Catalan do form a natural class in terms of excluding plain copular
nonpivots, but this was shown to follow not from the exclusion of predicative interpretations
altogether as proposed by Iatridou & Varlokosta, but from the inability of plain copular
nonpivots to be intepretated as predicates by default-
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Pseudoclefts and Ellipsis

Marcel den Dikk€n, Andrö Meinunger & Chris Wilder
Cls/Tilburg University & ZASlBerlin

I Introduction

C o nne ct iv ity effe ct s in s p e c ifi c ationa I p s eudo c I eft s

A hotly debated issue in generative linguistic theory through the years has been the behaviour of
specificational pseudocleft constructions (SPCs, for short) in the domain of 'connectivity' or
'connectedness' effects. Four such effects have figured prominently in the literature:

1.1

(ii)

(iii)

(1)

(2)

(3)

(4)

a.

b.

a.

b.

a.

b.

a.

b.

binding
what he is is [angry $,ith {himselfl*himl*Johnll'
he is is [angry with lhimselfl*himl*Johnl]
opacity (de dicto/de re)
what John seeks is [a unicorn]
John seeks [a unicorn]
b oun^d v ariab I e anapho ra
what nobody bought was [a picture of his house]

nobody bought [a picture of ftis house]
negative polarity item (NPI) licensing
what nobody bought was [any wine]
nobody bought fany winel

[de re ar de dictoJ

[de re or de dicto)

In all of these cases it seems like the SPCs behave like their simple-clause counterparts in the b-
examples, where the binder c-commands the bindee in (1), (3) and (4), and the intensional verb see&

takes a unicorn as its complement. But in surface syntax the SPC certainly does not look like a simple
clause, and no relationship seems establishable between the constituents that entertain a dependency
relationship of some sort in the examples above. The question that SPCs pose, then, is how the
ppparent,lack of a stnrctural relationship between constituents of the wft-clause and the 'counter-
weight' (as Heycock 1994 labels it) can be 'set straight' at some point in the derivaticin of
specificational pseudoclefts.

' The literature on SPCs has brought forth a variety of approaches to the problem, which can
basically be grouped into three sets:

the semontic approach (cf. Sharvit 1997 for a recent representative)
seeks to derive the facts without syntactic c-command/constiruency
binding etc. is viewed as a side effect of semantic composition
the semantic properties of wha, and be play a key role

(i)
a

o

O

o

a

o

a

a

the syntactic reconstruction approaclr (cf. Heycock & Kroch 1996, Bo§koviö 1997)
the 'counterweight' is 'moved into' the wft-clause at LF
thus c-command/constituency is established at LF

the ellipsis approach (cf. Ross 1997)

assumes that the 'counterweight' is a full IP before and after Spell-Out (cf. (5) below)
thus has c-commanüconstituency at all levels of syntactic representation
PF ellipsis reduces the 'counterweight' in cases in which it is smaller than IP

Coreference is marked \+,ith italicisation here; him and John are fine in ( 1 ) if counterindexed with lre
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This paper will not concem itself in much detail with (i); instead, it argues against approaches along
the lines of (ii), siding with the ellipsis approach in (iii) for a subset of SPCs. Specifically, this paper
will argue for:

(iv)

(s)

(6)

(7)

(8)

a

the 'two types of specificational pseudocleft' approach (this paper)
assumes that the 'counterweight' is a full IP before and after Spell0ut
onlv for a well-delineated subset of SPCs
establishes a link between this subset of SPCs and Question-Answer pairs (QAPs)
reduces connectivity effects concerning NPI licensing to syntactic c+ommand
but leaves the other connectivity effects to be treated in a different way

what John bought w,rs [he bought some wine]
what John didn't buy was [he didn't buy any wine]

what John bought was tne{eüSht some winel
(i.e . what John bought was some *'ine)
what John didn't buy was t@ any winel
(i.e. what John didn't buy wcts an\ wine)

[angry with lhimselfl*himl*Jolu]] is what he is

[a unicorn] is what John seeks

[a picture of äis house] is what nobody bought
*lany winel was what nobody bought
*[he bought some wine] was what John bought
*[he didn't buy any wine] is what John didn't buy

[de dicto or de ref

a

1.2 Two types of specificational pseudoclefts

The present paper thus aims to contribute to the discussion about pseudocleft constructions by
presenting an extended argument for a distinction within the set of SPCs between two significantly
different subtypes, Type A and Type B. Quintessential examples of Type A SPCs involve full-IP
'counterweights', as illustrated in (5):2

a.

b.

We will argue that a subset of SPCs with apparently 'smaller-than-IP' counterweights should be

analysed as elliptical counterparts of full-IP SPCs of the type in (5) 
- in particular, those featuring

connectivity effects with Negative Polarity Items (NPIs) in SPCs, which we argue should be kept
distinct from the other connectivity exemplified in (1)-(4), above.

a.

b.

Our prime cue to the distinction betrveen NPI connectivity and other such effects comes from
the fact that, while the connectedness effecs shown in (1)-(3) are preserved when the word order of
the pseu(oelefts is turned around, as in (7a-c), the NPI connectivity case in (4) breaks down under
'inversion', as (7d) shows. It is this ban on 'inversion' which SPCs of the type in (4) shae with the
tull-IP SPCs in (5), as seen in (8).3

a.

b.
c.

d.

a.

b.

2' cf. Clifton (1969:38), Ross (1972:89), Higgins (1979:41), Kayne (1998:26). Higgins (1979:86) points
out that for him sentences of this type are ungrirmmatical, sounding 'irremediably anacoluthic'; he suggests that
'these sentences have arisen, historically, by analogy to question-answer pairs'. In his fn. I I he compiles a wealth
of interesting empirical evidence to underpin the link between SPCs of the type in (5) and Question-Answer
pairs. We will capitalise on this connection in this paper.3 We are using the term 'inversion' in a pre-theoreticat sense here, not making any claim with regard to
the way in which it comes about (i.e., via Predicate Inversion in the technical sense of the term, or some other
means). We will use 'invert' and 'reverse' interchangeably.
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Irreversibility thus diagnoses Type A SPCs: on the basis of the fact that full-IP SPCs like (5) do not
reverse, we will classify all SPCs with 'smaller-than-IP' counterweights that fail to reverse as Type A
SPCs. All those SPCs which do exhibit reversibility, on the other hand, are Type B SPCs. Along with
their irreversibility, Type B pseudoclefts never exhibit NPI connectivity.

There is a third component to the clustering of properties which tease apart Type A and Type
B SPCs, which we will also use as a diagnostic tool in our exposition - the distribution of SPCs in
the small-clausal complement of verbs l*e catl and describe oso. While these small clause
complements allow for SPCs with a wh<W word order in principle, as shown in (9), they resist SPCs
which are unequivocally of Type d whether elliptical or 'undeleted', as shown in (10):

(e) a.

b.

a.

b.

I'd call [what John is {frustrateÄla fool}J
I'd describe [what John is as {frustrateüa fool}]
*I'd call [what John didn't buy t@ any wine]J
*I'd describe [what John didn't buy as [@ any wine]l

John described me as frustrated/boring/clever
John described this as his favorite/being sillylwhat he always wantedlGeronimo
* John described XP as in the bathlfor my birthdaylwith no sense
* John described XP as (that) he had lefl/ (for him) to have left
* John described XP as bought some wine/run a mile

(10)

Whenever a pseudocleft with a nominal or adjectival counterweight fails to be embedded under verbs
ltke call and describe as, we can be surc that we are dealing with a Type A SpC. lt is in this way that
we will call upon the distribution of SPCs under calUdescribe as in the bulk of the paper: as a
diagnostic for Type A status. In section 6 we will come back to the question of what the proper
treatment of the examples in (9) should look like - with hindsight, after we have discussed the
restrictions on the distribution of Type A SPCs.6

Throughout, what we see is that the following descriptive generalisation holds:

(11) NPIs are found in the counterweight of SPCs only where full-P SPCs are licensed

Viewed this way, then, the NPI licensing effects seen in SPCs like the ones in (4) do not involve
'connectivity' in the strict sense of the tenn at all. Rather, the NPI is directly c-commanded by its
licensor throughout the syntactic derivation, from Merge via Spell-Out through to LF. In section 2 we

o The small clauses in (9) count as SPCs by the selection test (see Higgins 1979: ).It is not John's
profession or role that is described as frustated, but John himself; likewise, John's profession is not described as

being a fool (in the 'court jester' sense) in the most natural reading of (9).
.5 The verls call and describe as impose categorial restrictions on the small clause they govern: in the frames call
XP YPldescribe XP as yP, YP may be adjectival or nominal (including gerundives, free relative, proper names),
but not prepositional, verbal (participial) or clausal (finite or non-finite IP/CP):

John ca[ed me fiustrated/boring/clever
John calted this his favorite/being sitly/what he always wanted/Geronirno
* John called XP in the bath/for my birthday/with no sense
* John called XP (that) he had left/(for him) to have left
* John called XP bought some winelrun a mile

(i)

(ii)

a.

b.

c.

d.

e.

a.

b.

c.

d.

e.

Thus, there are probably independent reasons why SPCs with PP, VP, IP or CP counterweights fail under these
verbs. But SPCs with AP and DP counterweights do occur in this context, cf. (9). The striking failure of (10) thus
supports our claim that counterweights containing NPIs are actually IPs, not DPs.o The reason for this cautionary note with regard to the examples in (9) lies in the fact that embe{ding
wh<XP SPCs under ECM (and raising) verbs is often claimed to yield ungrammatical results in all cases (cf.
Higgins 1979). We will have more to say about this issue in section 6; electing not to burden the text discussion
with questions concerning the analytical status of (9) at this point, we will put the question on reserve until the
distributional restrictions on SPCs have been properly catalogued and accounted for.
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will show that this is a decisive advantage of the ellipsis approach to NPI 'connectivity' in SPCs when
compared to slmtactic reconstruction accounts ä la Heycock & Kroch (1996) and Bo§koviö (1997).

There is evidence of various kinds (involving reversibility, NPI connectivity and distribution
in srnall clause complements to verbs hke call), then, to support a two-way split in the set of SPCs:

(A) Type A SPCs systematically involve full-IP counterweights
the fact that their counterweights may look smaller than IP is the result of ellipsis
(specifically, Forward Deletion; cf. Wilder 1997)

NPI 'connectivity' involves regular c-command in the full-IP syntactic representation
of the counterweight (cf. (2b) with (lb))
Type B SPCs systematically feature'smaller-than-IP' counterweights
there is no ellipsis in Type B SPCs

hence Type B SPCs do not feature NPI connectivity

(B)

The representation of Type A SPCs is our primary focus in this paper. We will liken their analysis to
that of Question-Answer pairs (QAPs), which likewise show (optional) ellipsis and NPI connectivity,
as seen in the parallel between (6) and (12):

(r2) what did John buy? tne+er*Sht some winel
whatdidn'tJohnbuy? t@any winel

The link with QAPs leads us to argue that the wft-clause in Type A SPCs should be analysed as an

interrogative CP, not as a free relative.
The paper is organised as follows. In section 2 we will consider in detail the NPI connectivity

effects exhibited by SPCs and QAPs, analysing them in terms of straightforward S-structure c-
command obtaining in a counterweight/answer IP which is subject to optional ellipsis. Section 3 then
addresses the restrictions on the ellipsis process operative in Type A SPCs and QAPs, against the
background of Wilder's (1997) study of ellipsis in coordinate structures. A compendium of further
evidence for the connection between QAPs and Type A SPCs is presented in section 4. Section 5

outlines the structural representation of Type A SPCs that we would like to propose. And finally,
section 6 considers Type B SPCs and the connectedness effects that they exhibit, suggesting possible
ways of coming to tenns with these.

NPI connectivity in specificational pseudoclefts and Question-Answer pairs

2. ] NP/s ar1^d S-structure licensing

Negative Polarity Items are elements which must be licensed by a c-commanding negation (or
affective operator; we will focus on the Neg-licensed cases); specifically, an inspection of the
empirical facts shows that the licensing negation must c{ommand the NPI at S-structure in most
cases. This is brought out by a comparison of the examples in (13):

a.

b.

c.

a.

b.

c.

a.

b.

2

It
('

( l3) a.

b.

c.

everybody didn't come
many students didn't come
*any student didn't come

fevery<not I not<every)

fmany<not I not<mnyf

While, as (13ab) show, it is possible for the sentential negation to scope over a quantified subject at
LF, (the not<every/many readings being grammatical), the lack of an S-structure c-command
relationship must ostensibly be held responsible for the ungrammaticality of (l3c), featuring an NPI in
a subject position potentially c-commanded by the negation at LF. That the ungrammaticality of (13c)
is not due to some ban on NPIs in subject positions is shown by the contrast between (13c) and the
examples in (14), which all are like (l3c) in featuring the NPI in subject position but differ from it in
that the negation c-commands the NPI at S-structure.
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( 14)

( l5)

(r2b)

( 16)

(17)

a.

b.

c.

d.
g,

never did any students come
didn't any students come?
he doesn't think that any students came
there wasn't any students in the lecture hall
?there didn't happen an accident of any kind

*any students, I didn't see [contrast I didn't see any stu^dentsJ
*see any students, I didn't

what didn't John buy? - t@ an)'winel

[a doctor who knew anything about acupuncture] wasn't available
*[a doctor who knew anything about acupuncture] wasn't sitting on the floor
[that anyone would leave the company] wßn't mentioned in the meeting
*[that anyone will leave the company] wasn't mentioned in the meeting

The fact that NPIs must appear in the scope of a negation at S-structure is further underscored
by the ungramrnaticatity of the following sentences, which shows that A'-movement of an NPI or a
constituent containing an NPI away from the licensing negation, into a position not c-commanded by
the negation at S-structure, is not allowed, even though LF-reconstruction should be able to rcstore a
c-command relationship berween the NPI and its prospective licensor.T

a.

b.

The sensitivity of NPI licensing to S-structure c-command in cases like the above allows us to
distinguish between the various approaches to SPCs presented in the literature. In particular, syntactic
reconstruction approaches to SPCs ä la Heycock & Kroch (1996) and Bo§koviö (1997) seem to estab-
lish the requisite c-command relationship between the NPI and its licensor at too late a point in the
derivation: only at LF does the negation c-conunand the any-phrase. The ellipsis approach, by
contrast, has the negation c<ommanding the NPI throughout the derivation, in the IP counterweight:

(6b) what John didn't buy was tne-aün+Uuy any winel

The same problem is posed by QAPs, which likewise allow for an NPI in the answer to apparently be
licensed by a negation in the question. The ellipsis approach once again reduces the licensing problem
to a simple case of S-structure c-command in an elliptical IP:

This is a decisive advantage of the ellipsis approach to (Type A) SPCs and QAPs with respect to
(English) NPIs, which, as (15) showed, resist standard 'reconstruction'/LF licensing, requiring to be
c-commanded by their licensor at S-structure in the bulk of cases.

2.2 NPIs in preverbal subjects, an"d post-S-structure licensing

As Uribe-Echevarria (1994) shows, however, there are certain conditions under which an NPI may
occur within a preverbal subject, not c{ommanded by a licensing negation at S-structure. Relevant
examples are given in (16) and (17):

a.

b.

a.

o:

The conditions under which NPIs in preverbal subjects can be licensed are complex (see Uribe-
Echevarria's work for detailed discussion). We need not be concerned with these here. What matters
for our purposes in this paper is that precisely under the circumstances in which NPIs in preverbal
subjects are licensed in (16) and (17), we also find them in both SPCs and QAPs:

' As a matter of fact, (l5b) continues to be ungrammatical when turned into a biclausal construction with
a negation in the upstairs clause and topicalisation downstairs, as seen in (i):
(i) *he doesn't think that [see any students], he will
This suggests that a 'topic island' effect constrains NPI licensin-e as well - something which follows (from
subjacency) on an LF-movement approach to NPI licensing; see lr{oritz & Valois (1992) for relevant discussion.
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( l8)

(le)

(20)

a.

b.
a.

b.
a.

b.

what wasn't available was [a doctor who knew anything about acupuncture]
*what wasn't sitting on the floor was [a doctor who knew anything bout acupuncnrre]
what wasn't mentioned in the meeting was [that anyone would leave the company]
*what wasn't mentioned in the meeting was [that anyone will leave the company]
?what wasn't mentioned in the meeting? - [that anyone would leave the company]
*what wasn't mentioned in the meeting? - [that anyone will leave the company]

*[a doctor who knew anything about acupuncnrre] was what wasn't available
*[that anyone would leave the company] was what wasn't mentioned in the meeting
*I'd call what wasn't available [a doctor who knew anything about acupuncture]
*I'd call what wasn't mentioned in the meeting [that anyone would leave]

?what didn't happen was [an accident of any kind]
?what didn't happen? - [an accident of any kind]

*[an accident of any kind] didn't happen
?there didn't happen an accident of any kind

?what didn't happen was [there didn't happen an accident of any kind]
?what didn't happen? - [there didn't happen an accident of any kind]

*what didn't annoy Mary was an accident of any kind
*who didn't laugh was any of Bill's students
*there didn't annoy Mary an accident of any kind
*there didn't laugh any of Bill's students

That we are dealing with Type A SPCs in (18) and (19) is evident from the fact that the grammatical
examples resist inversion as well as embedding under verbs like cal/:

(21)

(22)

(23)

(24)
(10e)

(2s)

(26)

(27)

a.

b.
a.

b.

The contrast between the grammatical examples in (18a) and (19a) and their ungrammatical
counterparts in (21)-(22) is sharp. Of the starred examples, the cases in (21) are perhaps the most
striking ones, in the light of the grammaticality of the examples in (16a) and (17a), which have the
same linear order as the ill-formed pseudoclefts in (21). The facts in (16)-(22) thus strongly confrm
our claim that NPI connectivity effects are a property of Type A SPCs only.
2.3 NPIs in posuerbal subjects of expletive constructions

2.3.1 there expletive constructions

Other NPI related facts do, too. Consider, first of all, the SPC in (23a) and the QAP in (23b):

a.

b.

These examples are acceptable (though perhaps slightly marginal) - surprisingly, it seems, given the
ungrammaticality of (24). But in English indefinite subjects of (certain) intransitive sentences can
occur postverbally, in there constructions. And as alreadl, shown in (10e), rcpeated below, NPI

. licensing inthe there counterpart of (24) succeeds.

?
t' What this means for (23) is that they can be derived as elliptical variants of the full-IP examples in

(25), which have the same level of acceptability as (23), as expected.

4.

b.'

Irl support of the claim that the SPC in (23a) is derived from a tull-IP Type A SPC ä la (25a),
featuring expletive there, we point out NPI connectivity effects of the type in (23a) are found only in
contexts which accept there expletives. To see this, contrast the example in (23a) with cases like (26),
which are crashingly bad, on a par with the ungrammaticality of the there sentences in (27).

a.

b.
a.

b.
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It is precisely in those contexts in which English allows postverbal subjects containing an NPI in there
sentences that we find grammatical SPCs with NPI connectivity of the type n (23a).

Note furthermore that, just like (25a) is irreversible and unembeddable under verbs like cgll
(as shown in (29)), so is (23a), as (28) illustrates:

(2e)

(28)

(30)

a.

b.

a.

b.

*[an accident of any kind] didn't happen
*I'd call what didn't happen [an accident of any kind]
*[there didn't happen an accident of any kind] was what didn't happen
*I'd call what didn't happen [there didn't happen an accident ofany kind]

what happened next was [that he fell]
what happened next was [he fell]

what happened next was [that he fell]
[that he fell] was what happened next
?what happened next was [it happened next [that he fell]l
t'[it happened next [that he fell]l was what happened next
what didn't happen next was [that anybody fell]
*[that anybody fell] was what didn't happen next
*I'd call what didn't happen next [that anybody fell]
*I'd describe what didn't happen next urs [that anybody fell]

1= (30a))

So what we find, once again, is full parallelism (i) between SPCs and Question-Answer pairs, and (ii)
between Type A SPCs with full-P counterweights and SPCs featuring NPI connectivity.

2.3.2 it expletive constructions

A final case showing that SPCs with NPI connectivity parallel Type A SPCs with fulI-IP counter-
weights is introduced by the examples in (30):

a.

b.

These two examples seem superficially very similar. Yet there is quite a bit of evidence that they are

in fact entirely different in structure and derivation. We will approach the matter from the perspective

of the properties of the SPC in (30a), which - of the two cases in (30) - is the one which furnishes
the argument for a link between NPI connectivity and Type A structures.

Consider the following facts about SPCs of the type in (30a):

(3 1)

(32)

(33)

(?4)

a.

b.
a.

b.
a.

b.

a.

b.

J,

Whüe (31a) is perfectly reversible, (32a), the full Type A version of (31), is not; and on a par with

, (32a) but in contradistinction to (31a), the example in (33a), which features an NPI in the counter-
weight, to be licensed by the negation in the wä-clause, is irreversible as well. Moreover, the NPI case

in (33a) also resists embedding under the verbs call and describe as, as seen in (34). This once again
vindicates the link we have drawn betrveen NPI licensing in the 'counterweight' of SPCs and a Type
A structural analysis. And as before, these Type A SPCs behave like QAPs in all relevant respects:

(35) a.

b.

c.

what happened next? - ?[that he fell]
what happened next? - ?[it happened next [that he fell]l
what didn't happen next? - ?[that anybody fell]

(cf. (30a))
(cf. (32a))
(cf. (33a))

The facts in (31)-(35) can hence be analysed straightforwardly by saying that (30a) allows for two
potential derivations, one built on the Type A structure in (36a), which is subject to optional ellipsis
and which procures the NPI 'connectivity' effects, and the other based on the Type B representation
in (36b), featuring a CP counterweight and no ellipsis (on Type B, see section 6 for more discussion):

(36) a.

b.

what happened next was t [that he fell]l (Type A)
what happened next was [cp that he fell] (Type B)
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As before, the Type B case allows for inversion while the Type A case does not. The example in -
(3lb) hence unequivocally derives from (36b). The examples in,(32)-(34), by.contrast" can only be
built on (36a), the ill-formedness of the unacceptable cases following from the general constraints on
the distribution of Type A SPCs.

While this takes care of (30a), things remain to be said about the example in (30b), though.
For notice that, in contrast to (30a), the example in (30b) cannot be reversed (cf. (37b)); in concert
with this, it does not allow an NPI in the counterweight at all (cf. (38b)),8 nor can it be embedded
under the verbs call anddcscribe as (cf. (39)):

(37)

(38)

(3e)

a.

b.
a.

b.

a.

b.

what happened next wuls [he fell]
*[he fellJ was what happened next
*what didn't happen next was [anybody fell]
*[anybody fell] was what didn't happen next
*I'd call what happened next [he fell]
*I'd describe what happened next as [he fell]

[*(that) he fell] was the next thing that happened

[*(that) he fellJ was quite a happening

[sc [suuj6g1 counterweight] [n ai"",, wh-clause]]

(= (30b))

lType B SPCsI

The ungramrnaticality of (37b) and (39) will be straightforward if we can ensure that (30b)/
(37a) can only be a Type A SPC; put differently, the fact that (37b) and (39) are ill-formed will follow
if an analysis of (30b) as in (40), the counterpart of (36b) with a bare IP counterweight, can be
excluded on principled grounds:

(40) what happened next was [p he fell] (* qru Type B SPC)

The question that (30b) hence poses is why a Type B scenario for this SPC, ä la (40), is apparently
unavailable. For (37b) an answer to this question in fact seerns relatively easy to give: in general, IPs
(such as he fell in (37)) cannot be root subjects, as shown by the ungrammaticality of the examples in
(41):

(4 1) a.

b.

And though the ill-formedness of (39) on a Type B derivation seerns less straightforward at first
blush, we can make sense of it along essentially the same lines as (37b) on an analysis of Type B

. SPCs ä l,a Heggie (1988), Heycock (1991), according to which these involve a small clause
predication structure, the w/r-clause functioning as the predicate and the IP as its subject:

(+2)

?

Since a Type B approach to (30b) would thus involve postulating a finite IP subject to a small clause,
the general resistance of (finite) IPs to being placed in subject positions will rule out a Type B base
for SPCs of the sort found in (30b).

While this plausibly answers the question of why the examples in (37b) and (39) are ill-
formed (their ungrammaticality matching that of atl Type A SPCs in these contexts), it still leaves
(38a) unsolved. We will come back to this construction in sections 3.4 and 3.5, below (see also fn. 6,
above, for some pertinent observations). But there is one particular aspert of the ill-formedness of
(38a) that invites discussion right here: the question of why it apparently cannot be derived as in

t In point of fact, the problem with (38a) seems to be independent of NPl-licensing per se, for (ia) crashes
as well, on a par with the QAP in (ib), while (iia,b) are (marginally) acceptable:
(i) a. *?what didn't happen next was lhe fel[

b. *?what didn't happen next? * [he fell]
(ii) z. ?what didn't happen (at least) was { [it didn't rain]/Uohn didn't leavel ]

b. ?what didn't happen (at least)? - ( tit didn't rainl/Uohn didn't leavel )
From the perspective of the parallel account of Type A SPCs and QAPs, what the facts suggest is that a negated
w/r-interrogative is unable to take an indirect lP-answer that is not iself negated. Whether the deviance of (i) is a
matter of grammatical ill-formedness or infelicitousness of some sort is a matter which we will leave open.
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(43b), which parallels (43a), the structure that underlies the gramrnatical NPI case in (33a) (what
didn't happen nert was tltat arrybodylelf). This question proppts a discussion of the restrictions on
ellipsis, which will furnish an answer to the question of why the ellipsis structure in (43b) is ill-
formed. This will be the topic of the next section.

(43) a.

b.

what didn't happen next was tisa;gn++appen*e*t [that anybody fell]l (cf. (36a))
*what didn't happen next was t@ anybody fellll

3 Ellipsis

This paper analyses a subset of SPCs - the ones we have labelled Type A SPCs - in terms of full-IP
counterweights which optionally undergo ellipsis. At the end of the previous section we have come
across a case where ellipsis in the full-IP counterweight of a Type A SPC fails (cf. (a3b)). One of the
things we will do in this section is to clear up the cause of the ill-formedness of (43b). We will start
out by laying out the general constraints on ellipsis identified in Wilder (1997).

3.1 On the rufiure of ellipsis

In the discussion so far, with reference to a representation of the type in (43) we have informally
referred to material missing at PF as 'deleted' material. There are various views on how deletion
should be handled (as discussed in Wilder 1997). For our purposes, it is imperative that we take the
view that deleted material is present and 'syntactically active' throughout the derivation (crucially
including S-structure; cf. the remarks about NPI licensing in section 2.1) and in LF. We thus reject the

view that missing material is absent in S-structure (hence in PF), and gets 'syntacticalll'
reconstructed' or 'copied in' in the LF-component.

Two perspectives on ellipsis then remain: either (i) the missing phonological material gets

deleted in the PF+omponent; or - on the view that phonological forms of lexical entries are only
inserted after spell-out ('late insertion'; cf. the Disributed Morphology framework of Halle &
Marantz 1993) - (ii) the missing phonological material corresponds to terminals of the syntactic
representation where form-insertion simply fails to apply. We will not choose between these two,
either choice being compatible with what follows; we will generally use 'ellipsis' and 'deletion'

. interchangeably, without intending a particular bias towards the approach in (i).
Deletion in elliptical answers is argued in Wilder (1997) to be a case of the same operation

responsible for 'Forward Deletion'/'Forward Conjunction Reduction' in coordination. We call this
operation FWD.

3.2 General constraints on ellipsis (FWD)

FWD is 'syntactically governed'. The units of deletion are syntactic units (though more than one unit
may be affected in a given structure); parallelism ('context identity') conditions governing the
antecedentdeletion relation refer to syntactic terms such as grammatical function; and the 'content
identity' condition must be stated in terms of identity at LF (or perhaps, some notion of identity of
meaning'). This contrasts with Backward Deletion (BwD), which is operative in so-called Right
Node Raising constructions. BWD is 'string-governed', with units determined prosodically, and
identity determined phonologically.

The main properties of FWD that are relevant here are listed in (44) (see Wilder 1997 for
discussion of these in relation to coordination):

properties of Forward Deletion (FWD)
directionalit),
The antecedent constituent precedes the deletion site
syntactic parallelism

a.

b.

29

(M)



c.

The antecedent constituent and the ellipsis site fulfill the same
grammatical function in their respective clauses
äbstract identitv '

The antecedent and the deleted constituent are identical at LF

what didn't John do? -tA buy any booksl
what John didn't do was IA buy any books]
John didn't buy any books

what did nobody do? - lA buy any bookl
what nobody did was lO buy any bookl
**nobody did buy any book
*nobody DID buy any book
*nobody bought any book
nobody PAST [buy any book]

\Mith regard to directionality, FWD seerns to be completely strict - the antecedent may not
follow the deletion site @WD underlies the converse requirernent, equally strictly; while other
ellipsis types, e.g. VP-ellipsis, seem to permit their antecedent to precede or follow the deletion.site).
No answer - elliptical or not - can precede is question in a well-formed discourse; so the facts
concerning QAP etlipsis are consistent with (a4a). So too are the facts concerning Type A SPCs.
Pseudoclefts with the order W<wh (i.e., reverse Type B SPCs) cannot involve F'V/D; as a result,
licensing an NPI in the )(P of a reverse Type B SPC is predicted to be impossible - in conformity
with the facts, as we have seen in the above.

The syntactic parallelism requirement (44b) can be thought of as a 'context identity'
condition. It is in one sense strict - e.g. a subject cannot license deletion of an object (cf. *John

lool<ed at Mary and then she kissed O, contrasting with John looked at Mary and then O kissed her)

- but in another sense it appears somewhat 'loose', in that it permits the deleted item to be in a
different surface position than its antecedent. Likewise, the content identity condition (44c) is both
'strict' and 'loose' - 's6ief in that the LF+ontent of the deleted constituent must be strictly
identical to that of the the antecedent constitrlent; but to sorne extent 'loose', in that FWD does not
require identity of phonological content.

Taken together, (44b,c) permit an abstract but accurate account of the ellipsis-antecedent
relation in QAPs and in SPCs. First consider the examples in (45):

(45) a.

b.
c.

Here A corresponds to John didn't in the wlz-clause; in the answer/counterweight, John didn't is
elided under perfect identity with the antecedent. Notice that in (45a) the negated dummy auxiliary is
in a syntactic position different from the one that it is in in the full version of the answer, (45c). This
is in perfect agreement with the conditions on ellipsis summed up in (44) - though (44b) demands
functional parallelism, there is no constraint which says that the antecedent and the elided element

. have to ocrupy identical syntactic positions.
Things get more tric§ in the non-negated counterpart of (45), given in (46): It is this

paradigm which allows us to illustrate the importance of (44c) for QAPs and SPCs.

(46) a.

b.

c.

d.

e.

f.

Assuming that - 
just as in (45), where this is ensured by the presence of an NPI in the answer/

counterweight - the answer/counterweight in the examples in (46a,b) is a finite declarative IP, the
question arises of what the content of the ellipsis ske A is. O must contain two deleted constituents, a
subject and an auxiliary specified for tense. The subject causes no problem - it is a DP (John (in
(45), or possibly its pronominal counterpart; we do not decide this here). The case of the auxiliary is
less trivial. It cannot be did given the ill-formedness of (46c). It could be emphatic did, as in (46c), if
it matched a parallel emphasis in the wlr+lause; but the wlr-clause does not have the meaning of a
sentence with emphatic do (nor, for that matter, would we expect that a focused auxiliary could be
deleted). The ordinary form of the clause expressing the desired neutral declarative meaning is (46e),
but in this case, tense is realised on the main verb - clearly in conflict with what we see in the
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elliptical answer/counterweight in (46ab). The only option left is to assume thatO contains the PAST
morpheme, as in the abstract representation in (46f), before it merges with the verb. So dummy did in
the wft-clause is coupled with PAST in the answer. This is perfectly consistent with (44c). A deleted
constituent need not be a literal phonological copy of the antecedent, as long as the LF identity
condition is met. And of course, since the dummy do has no senrantic contribution to make,
semantic/LFidentity (4ac) is respected in (46).e

h both (45a) and (46a), the past-tense dummy auxiliary do n the question, undergoing
Subject-Aux inversion, licenses deletion of the auxiliary in the IP of the answer even though, as

pointed out, antecedent and elliptee sit in different syntactic positions. The conditions on ellipsis
listed in (44) allow this (most crucially, (a4b) is not violated). That it is indeed important not to
demand parallelism with respect to syntactic positions when it conrcs to the licensing of ellipsis is
shown also by 'asymnrctric' coordinations of the type in @7) (first discussed in Wilder 1997; see

Höhle l99l and Heycock and Kroch 1994 for different views on related examples), this time with
reference to subjects rather than auxiliaries. In (47), the postverbal subject in the first conjunct
licenses FWD of the subject of the second conjunct. The ungrammaticality of (a8) is evidence that the
deleted subject is not postverbal in its clause. Hence, a postverbal subject can antecede a preverbal
subject - consistent with (44b) :ro

(47)

(48)

(4e)

a.

b.
a.

b.

[there ran out the bushes a huge fearsome bear] and [attacked us]

[out of the bushes ran a huge fearsome bear] and [attacked us]
*there attacked us a huge fearsome bear
*attacked us a huge fearsome bear

[out of the bushes ran a huge feQrsome bear ] and

t attacked usl <FTTD

t'

3.3 Maxirnnl ellipsis

e We stress that the token of do that we are referring to in (46a) is the dummy auxiliary undergoing
Subject-Aux inversion, not the main verb do following John. The distribution of the latter raises questions of an

entirely different nanre, which we cannot begin to broach here. Eventivity seems to be the most significant factor
in licensing the use of do in the w&-clause of a QAP or SPC - thus note the contrast between *what John did
was know French and what John did was speak French, the latter grammatical only on an eventive reading of
speak French (i.e. being involved in actual conversation in French), not on the alternative interpretation of this

.phrase nrhich essentially parallels that of know French. There seems to be a reasonably strong correlation
between the possibility for a VP serve as the answer/counterweight to a what X do clause, and the possibility for
that VP to be used in the progressive to refer to present events; the 'progressive' test fails only in precisely those
entironments in which eventive verbs do not occur in the progressive (e.g. infinitives): what I'll try to do is be

, home by 6 pm. Beqides eventiviry, agentivity of the subject also seems to play an important role. Exactly how the
distribution of main verb do in QAPs and SPCs can be captured is a question we cannot answer at this time.

ln connection with this, also note that do can introduce an argument of its own in the form of a PP in the
wft-clause, the object of P corresponding to the (typically affected) object of the verb in the answerl
counterweight (cf. what lohn did to the book was burn it; see Higgins 1979:201 for other cases). The question
that these cases pose is how the correspondence between the object of the PP in the do clause and the object of
the main verb in the answer/counterweight is given shape. We can think of two suggestions to come to terms with
this diffrcult question: either (i) one assumes that in constructions like these wh.at+do+to NP forms one complex
wlr-phrase, matched (or replaced, as in Bo§koviö 1997) by the VP in the answer/counterweight; or (ii) one
assumes that the PP is actually present, abstractly, in the answer/counterweight as will. The latter approach
would encompass a general perspective on the representation of'affected' or 'experiencer' arguments 

- a
sentence like John burnt the äool< would then have an underlying representation in which the object appears
twice, once as the object of. burn and once as the object of a covert preposition (cf. (*)John burnt the book to
itselfl.We have neither the means nor the space to pursue suggestions along either of these lines; suffice it to say
that, whatever the proper treatrnent of what John did to the book was bunt ir may be, it will not distinguish
between the various overall approaches to SPCs reviewed in section l. We refer ahead to fn.25, below, for a
possible alternative approach to the problem posed by do+to cases.l0 The assumption of a syntactically represented indefinite in the second conjunct of (49) raises questions
about how to guarantee the correct interpretation. A possible alternative is that the deleted subject such examples
is a 'pronominal correlate' of its antecedent.
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Pseudoclefts whose counterweight is a (surface) VP may not contain a finite verb, as seen in (50a).
Similarly, a finite VP may not form an elliptical respons€ in a QAP (cf. (50b)), though the
corresponding IP-pseudocleft/IP-answer are both perfect (5 I ): 

I I

(s0) a.

b.
a.

b.

*what John did was bought a book
what did John do? - 

*?bought a book
what John did was [he bought a book]
what did John do? - he bought a book

*[what John did _] was [^* PAST [rp=xp buy a book]l
[what John did 

-] 
was [eM [vp=xp buy a book]l

what did John buy? a. [John boughr [xp a book]l
b. [he bought [xp a book]l
c *[buy [xp a book]l
d. [:g a book]

what John bought was [rp=a John bought [xp a book]l
what John bought was [p=o he bought [xp a book]l
*what John bought was [buy [xp a book] l
what John bought was [xr a book]

What this indicates is that ellipsis of the subject alone is not possible in such examples,
despite the fact that it is in principle recoverable. This can be made sense of if it is assunp-d that the
apPearance of the finite inflection on the main verb signals that Infl has not undergone ellipsis (cf.
(52), where 'A' marks the counterweight, and 'XP' is the focused constituent in A).

(s2)

(s 1)

(53) a.

a.

b.
('bought a book')
('buy a book')

The same pattern is found in German (53)

*was Hans Jetzt tut ist [kauft ein Buch]
what Hans now does is buys a book
was Hans jetzt nrt ist [er kauft ein Buch]
what Hans now does is he buys a book
?was Hans jetzt fut ist [ein Buch (zu) kaufen]
what Hans now does is a book to buy

maximal ellipsis
if A undergoes ellipsis, ellipsis must be maximal (down to XP)
[where 'XP' = the focused constituent in A; and 'A' = answer/counterweight]]

b.

c.

The case illustrated in (50)-(53) falls under a wider generalisation.lf any constituent of the
answer is targeted by FWD under identity with antecedents in the question, then every such
constituent must be deleted.

?

(s4)

(ss)

The effects of (54) are also apparent in the contrast between (52b) and (55)-(56). (52b) indicates that
deletion of the qnswer up to VP (i.e. deletion of the subject and of Aux) is possible. However, this
deletion pattern is not licit where the same clause answers the question in (55)-(56). This is due to
(54); since the verb can be deleted in (55)-(56), either it must be deleted along with the subject and
Aux, or else no deletion applies:

:

a.

b.
c.

d.

(s6)

ok in (52b)

ok in (52b)

" Th" fact that the answer in (50b) is perhaps less deviant than the counterweight in (50a) may be
attributable to the (marginal) possibility of a 'diary drop' analysis of the answer in (50b); cf. Haegeman (1990)
and Wilder (1997).
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The ill-formedness of (55c), (56c) and (50) is reminiscent of obligatory ellipsis effects found
in gapping constructions (cf. Williams 1997t. Neither $e subject in (57a) nor the indirect object in
(57b) may be overtly realised if it meets the LF-identity requirement for FWD:

(57)

(5e)
(60)

(61)

a.

at

b.

b'

he; bought a book and her W a record
*h"j bought a book and heibe*eght a rccord
she gave hiq a book and #nAe himr record
*she gave hiq a book and #+v hiot a record

?what he didn't say he bought was any wine.

[whathedidn.tsayhebought]was[o@tel*++*eaxn+[xpanYwine]]]

It is plausibly the case that the ill-formedness of(57b) and (57d) on the one hand, and of (55c), (56c)
and (50) on the other, is due to a single principle, a generalized version of (54) governing FWD.

3.4 Deletion up to but not into XP

I-et us now return to the puzzle we were left with at the end of section 2 - the question of why (43b),
repeated below as (58), is apparently an illegitimate representation.

(58) *[what rdidn't happen next ] was l; it#+hppa+a* anybody felll

The reason for the impossibility of (58) is to be sought in the factors determining maximal extent of
FWD. The remnant of ellipsis in (58) must include the complementiser.

Notice that it is not possible to maintain, in any general sense, that FWD of subconstituents of
a finite complement CP is impossible. In (59), FWD deletes constituents of the main clause (including
the negation) and of the complement clause, and the result is grammatical: ,

Rather, the maximal extent of FWD in the answer/counterweight is determined by the focus-
background structure of that answer/counterweight, which in turn is determined by form of the wlr-
clause; in particular, of the moved wh-phrase. XP, the remnant of FWD in an answer/counterweight,
is a focus phrase. In a given answer/counterweight, XP is determined with respect to the (surface)
form of the corresponding wlz-clause. XP must correspond to the overtly moved wä-phrase, including
pied-piped rnaterial (even if pied-piped material is 'reconstmcted' at LF).

I.iow notice, crucially, that FWD cannot remove subparts of a focus phrase. This faöt is
illustrated by the contrast in (61). Though the adjective fast may suffice 'semantically' to answer the
question in (6la), it does not constitute a well-formed elliptical response to that question (though it

, does to the questign with how in (61c)). The surface form of the moved w/r-phrase determines that the
object DP forms the focus constituent in the answer (62b). The deletion in (62a) is illicit.

(62)

a.

b.
c.
a.

b.

what kind (of car) does he drive?
what kind (of car) does he drive?
how does he drive?
*[o ldri,res [xp a [fast] €€r lJ
[e ld,;r++w [xp a fast car]]

*fast

a fast cmla fast one
fast

The same point is illustrated by pied-piped possessors, as in (63). The form of the overtly raised wlr-
phrase determines that the object of the verb is the focus phrase of the response. The ellipsis
necessary to generate (63b) represents an illicit deletion of a subpart of the focus XP:r2

tz The ellipsis of NP in the more natural response (i) is licensed by a different operation, independent of
F'WD; note the grammati cality of my father' s is a very nice car, which cannot possibly be got via FWD (since the
putative antecedent of the ellipsis site does not precede the ellipsis site here).
(i) [op=xr my father's lxp @]l
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(63) a.

b.
c,

[whose carJ did Mary borrow r?*[n=o 
fop=xp [my father]hrear]I

[pe [op=xp my father's (car)]l

Returning to the case of SPCs hke wlut lwppened next was (tlnt) he fell, we can observe that
the focus phrase in the counterweight to the wft+lause is determined - by the form of the wft-clause

- to be the subject of the verb happened. Hence, an elliptical response in which the subject of
luppened is realised by a clause must leave that clause qua focus phrase intact. Hence, there is no
ellipsis derivation for 'IP-pseudoclefts' of the typ, *what didn't lnppen next was anyone fell as in
(58), or, for that matter, for wlut happened next was hefell as in (65):t3
(65) *lwhat_happened next] was lt itkppwClwtlat he fellll

Even for examples of the type (66) there are reasons to believe that there can be no ellipsis
derivation, as in (67), though the missing complementiser is independently licensed, as seen in (68):

what he says is he'll leave
(*)what he says is [n=o he says [cp=xp A he'll leave]]
he says [cp A he'll leave]

In particular, the fact, illustrated in (69), that polarity items are not licensed by negation in the wft-CP
if the complementiser is not present - reproducing the pattern just discussed for w/r-CPs with happen

- shows that a derivation ä la (67) is unavailable here, too.'n The reason why, in spite of the fact that

13 
Quirk er aL (1985:1062n.) mention an interesting example of an SPC featuring a for-to infinitival,

reproduced here as (ia), noting that the infinitival complementiser can optionally be left out; similarly, (ib) (an
example of our own, a case whose corresponding simple sentence featurespr obligatorily).
(i) a. what he didnt like was (for) me to be alone at night

b. what he likes best is?(for) her to call often (cf. he likes best *(for) her to call often)
Facts like these may suggest that - unlike rftar - for can be a target for ellipsis. In this connection, nore that, in
parallel to examples like John talked to Mary on Monday and Bill on Tuesday (cf. Pesetsky 1995), we find
coordinations in which/or is left out in rhe second conjunct (cf. (ii)).
(ii) John liked very much for her to call often and him to keep silent

While (i) illustrates a case in which a/or which is obligatory in the corresponding sentence can option-
ally be left out in the SPC, the converse also seems to exisü a case in which apr shows up obligatorily in an SPC
which cannot show up in the corresponding simple sentence:
(iii) a. what I cannot believe is *(for) him to be top of the class

' b. I cannot believe (lfor) him to be top ofthe class

, ft. fact that (iiia) is ungrasunatical without /or follows straightforwardly from a Type A analysis, as a
parallelism effect (cf. section 4.2): the complement of believe in the pi-clause is nominal (what) while the one in
the counterweight is clausal (the ECM infinitival); cf. Bo§koviÖ (1997) for a different account, based on an
analysis of SPCs which we believe is false (see the discussion in sections 4 and 5). The fact that (iiia) is
acceptable with for raises questions which can only be properly addressed once the broader questions that the
for-to ir:,f,.tnittval construction raises in general (e.g. concerning the proper analysis of ECM in these construc-
tions, from the checking perspective of Choms§ 1995); we will put the specific questions raised by (i)-(iii) on
reserve for the moment, pending the answers to the more general questions.t4 Anione in (69aj does not have an NPl-reading; 

" 
fr"" choice reading is possible, but this is licensed by

the modal in its own clause, hence irrrelevant.
Notice also that a pronoun in the postcopular constituent cannot be bound to a QNP in the wä-CP in

these cases, unless lhe complementiser is present:
(i) a. what everyone; says is { 

*he;/John } will leave
b. what everyone; sals is that he; will leave
c. what no studenq claims is { *he/ohn} can solve this problem
d. what no studen! claims is that he; can solve this problem

Thus, the examples lacking the complementiser also fail to display a core connecredness effect, QM-bound
variable readings. This fact is significang since bound variable anaphora is otherwise quite 'liberal' as far as. connectedness effects go. It is also surprising, since in an obvious semantic sense, the content of the postcopular
IP in (ia,c) is interpreted in the scope of the verb of saying in the w/r-Cp.

(66)
(67)
(68)

J,
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the veös in the wlr+lause in (66)-(69) license a A<,omplementiser, the a-examples cannot get an
ellipsis derivation becomes clear when we realise that in gapping (70) and pseudogapping (71)
constructions the O-complementiser normally licensed by verbs like think and say is not licensed
when the verb itself is deleted (cf. Wilder 1997):

(6e) a.

b.

*what John never says is anyone is allowed to leave
what John never says is that anyone is allowed to leave
John said (that) Mary would win and Bill said t(that) Sue would win
John said (that) Mary would win, while Bill did say *(tha$ Sue would win

what happened next was [he fell] (Type A - 
'indirect answer')

what did John buy?
John bought [a book]
he bought [a book]
I believe that John bought [a book]
I don't know (what John bought).

[Bill]p'bought [a book] (... but I don't know what John bought)

(70)
(7 l)

So we have found a rationale for the ungrammaticality of (43by(58). What now remains to be
said with respect to (30b), wäat happened next is he fell, is how it canbe legitimately derived.

3.5 Direcf vs indirect answers

What we were forced into concluding is that (30b) is effectively a Type A SPC - but not one
involving ellipsis but instead one featuringan indirect answer as the counterweight:

(72)

r

This is the only analysis of (30b) that is left to us. After all, a construal of (72) as a Type B SPC with
an IP counterweight is unavailable for reasons discussed in section 2.3.2 (Type B SPCs neverhaveP
counterweights, since IPs are impossible as subjects); and we just found an explanation for why a

Type A cum ellipsis-into-CP analysis is illicit as well. Far from manoeuvring us into tight straights,
the conclusion that (72) qua Type A SPC is the only possible approach to (30b) prompts a discussion

- called for anyway - of the parallelism between QAPs and SPCs in the domain of direct vs indirect
answers.

The ellipsis approach treats specificational pseudoclefts (of Type A) as 'self-answering
questions'. The relation between the focus XP and the wh-CP is claimed to be the same as that
between a (constituent) question and its answer. To maintain this view, it is necessary to show that
there are pseudoclefts corresponding to the various types of QAPs. Where the two differ, an ac@unt
is needed of how and why.

It turns out that the relation between wh-CP and XP is more tightly constrained in
.pseudoc[efts than in QAPs. We suggest that this difference should be linked to an intuitively plausible
distinction among possible question-answer relations. Wäquestions can receive 'direct answers' or a
varies of answers of a more or less 'indirect' type; pseudoclefts, on the other hand, usually rcalise
only 'direct' question-answer relations, with a couple of exceptions to the general rule - among

. which, of course, the example in (30b), now analysed as (72).
Consider (73). Wh-questions do not require elliptical answers; the answer can comprise a

whole clause. To count as a dirert answer, however, a response may differ in content from the
question only with respect to material corresponding to the wh-phrase of the question:

(73)
a.

b.
c.
d.
e.

This conjunction ofproperties is also observed in constructions involving sentence parentheticals (SPs)

- the content of the main clause is interpreted in the scope of the verb of the SP, yet bound variable anaphora
between the two clauses is not possible:
(ii) a. *Mary will, everyone; thinks, visit him;

b. *Mary does, nobody; doubts, like himl
The pronouns in (ii) cannot be construed as bound by the QNP subject of the SP verb.
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(73ub) correspond to direct answers to the question. (73cd,e) count as indirect answers. (73c)
directly answers a slightly different question: 'what do you believe that John bought?' (73d) can be
thought of as directly answering the associated yes-no question 'do you know what John bought?',
whose positive answer is a felicity condition on the illocutionary act of asking the question in (73).
(73e) is only felicitous with a special intonation on the constituent marked F, which signals a change
in the discourse topic; see Büring (1995) for a discussion of such 'contrastive topics'.

Well-formed pseudoclefts can be constructed only for (73a,b). Thus there is a tighter relation
between the wlr4P and the IP in pseudoclefs than governs QAPs. In particular, the 'response' in a
pseudocleft requires (semantic) identity of all constituents in A with paratlel consrituents in the
question - except for XP, its focus constituent (corresponding to the wä-phrase of the 'question'):

(7 4) a.

b.

c.

d.
e.

[what John bought _ J was I John bought [a book]I
[what John bought _ ] was I he bought [a book]l
*[what John bought 

- 
J was I I believe that John bought [a book] J

*[what John bought _ J was [ [Bill] bought [a book]l ...
*[what John bought _ J was I I don't know _]

what he says is he'll leave
?what didn't happen (at least) was {[it didn't rain]/[John didn't leave]]
?what didn't happen (at least)? - { [it didn't rainUpohn didn't leave] ]

The examples (74a,b) can be thought of as 'undeleted' pseudoclefts; i.e. self-answering questions
whose answer is nonelliptical. They instantiate pseudoclefts where the postcopular constituent is an IP
(in (74), IP is identical to A, but not identical to XP; rather, IP contains XP). As we pointed out at the
start, the existence of IP-pseudoclefts provides one strong argument favouring the approach to Type A
pseudoclefts as possibly elliptical self-answering questions.

Even though the SPCs in (74c-e) - corresponding to the perfect QAPs in (73c-e) - are
ungrammatical for lack of 'directness', it would be wrong to say that pseudoclefts never instantiate
indirect question-answer relations. We have seen that (30b), anatysed as in (72), features an 'indirect
answer' Type A SPC; and in fn. 6, and (66) and the accompanying discussion in fn. 12, above, we
came across other examples of indirect answers' Type A SPC. The one from fn. 6 (once again
involving the verb happen) is reproduced below, along with its QAP companion, in (75):

(66)

{7s) a.

t

So what we can conclude is that, under certain conditions, Type A SPCs can mimic QAPs very
closely in even allowing for indirect 'answers' (i.e. counterweights not corresponding directly to any
constituent of the wä-clause). Of course the discussion here begs a big question - the question of
under what circumstances a pseudocleft permits an 'indirect answer' as its counterweight. This is a
tric§ one, which we will have to skirt at this time, for want of any particular insights to offer.

3.6 Conclusion

In this section we have reviewed the restrictions on ellipsis in QAPs and Type A SPCs, en passant
noting that, to a limited extent, SPCs allow for 'indirect answer' counterweights. Such cases are
instantiated by the example that prompted the discussion of conditions on ellipsis - 

(30b), what
happened next was hefell - for which no Type B or Type A cum ellipsis analyses are available on
principled grounds. The fact that Type A SPCs accept (IP) counterweights which do not directly
correspond to anything in the wä-clause (though they 'answer'. the subject of the wft-clause, they
cannot actually fit in there) enhances the parallelism between these SPCs and QAPs, a connection
which we will explore in further detail in the next section.

4 Specificational pseudoclefts an d wh-questions

I

L-
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4.I The wh-constitncnt is an interrogative CP, not a free relative

In the foregoing we have seen that there are strong connections between Type A SPCs and Question-
Answer pairs. This suggests that the wft-constituent of a Type A SPC is a wä-interrogative, not a free
relative. In this section we will compound arguments to further underpin this claim.rs

4.1. J No wh+ever in specifrcatiorutl pseudoclefts

One immediate indication that a wä-interrogative analysis is to be prcferred to a free relative approach
comes from the fact that the wä-constituent of English specificational pseudoclefts resists the addition
of -€r,er, which is a convenient diagnostic to distinguish berween wft-interrogatives and free relatives:
undisputed cases of free relatives aocept -everbut wlr-interrogatives do not (cf. Iatridou & Varlokosta
1995):

(76)
(77)
(78)

[what(ever) he isJ is immaterial
I wonder [what(*ever) he is]

[what(*ever) he is] is proud

*[to Mary, what he gave] caused a scandal
?[to Mary,what will he give]?
?[to Mary, what he won't give] is any wine

tFR]
[whl
lsPCl

For English at least, the facts in (76)-(78) cast doubt on an analysis of the wlr-clause of a
specificational pseudocleft as a free relative.r6

4.1.2 Topicalisation across the wh-phrase

Further such doubt is prompted by the fact (not previously observed in the literature, to our knowl-
edge) that English specificational pseudoclefts pattern with w/r-interrogatives and differ from free
relatives in allowing topicalisation across the w/r-phrase. Consider the facts in (79)-(81):

(7e)
(80)
(8 1)

t

The acceptability of the wä-interrogative in (80) (observed by Emonds 1976, Pesets§ 1989 and
others) is matched by that of the SPC in (81), which differs markedly from the free relative in (79).

15 
See Hankamer (1974) and Bo§koviö (1997) for additional evidence against a fiee relative anälysis of the

wlr-clause of English specificational pseudoclefu; also note that in the literature on SPCs in American Sign
L,anguage a standard claim is that these have the syntax of Question-Answer pairs (but cf. Wilbur l99x for a

different view).16 Iatridou & Varlokosta (1995) explain the deriance of (78) by appealing to an analysis of all SPCs (not
just our Type B) ä la Heggie (1988), Heycock (1991), according to which the wä-clause is a predicate of the
counterweight. The ban on -evcr in SPCs then folloq's on the assumption that -ever turns the wä-clause into a

quantificational.phrase; as a consequence, the wä-clause can no longer act as a predicate (on the assumption that

QPs do not qualify as predicates) once -ever is added to the wlr-phrase in SpecCP.
Dayal (1997) claims that FR -ever is possible in SPCs in case the main-clause copula is negated, as in:

(i) . ?whatever she bought was not Bariers
It seems to us, however, that we are not dealing with a specificational pseudocleft in (i). An immediate indication
that (i) is not an SPC is the very fact that it features a matrix negation - something which, as Higgins (1979)
observed, a genuine SPC can never do in English (cf- *what John is isn't proud of himselfl. Moreover, two
properties of (i) which would be altogether mysterious if it was an SPC (of Type B) are the fact that that it is
irreversible (cf. (ii)) and entirely fails io be embeddable under ECM-verbs taking ra-infinitival complenients
(compare (iii) with the appreciably better ?I consider v;hat John is to be important to himselfl. We suggest that
what underlies (i) is the construction in (iv), wherc v'hatever she bought functions as an adjunct topic. From this
analysis the irreversibility and unembeddability of (i) follows sraightforwardly: movement across topics is
impossible, and topicalisation in ECM-infinitivals is ercluded.
(ii) *Barriers was not whatever she bought
(iii) *I consider whatever she bought not to be Barriers
(iv) whatever she bought, it was not Barriers
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Notice also that (81) seems to be a hybrid wlr+lause, mixing properties of root and embedded
questions. Though the wlr-clause lacks the Subject-Aux inversion effect typical of root questions, it
does exhibit the word-order of root wllquestions featuring topicalisation whln it comes to the relative
placement of topic and wlz-phrase, differing in this regdrd from embedded wft-interrogatives with
topicalisation, in which the topic linearly follows the wlr-phrase, as shown in (g2):

(82) a. ?I wonder [what to Mary, he will give]
b. *I wonder [to Mary, what he will give]

The lack of Subject-Aux inversion in (Sl) indicates that the wft+lause is not a root sentence; but the
fact that the topic attaches outside the wft-phrase suggests - on the assumption that the attachment
site of topics in wäquestions reveals sornething crucial about the clause's thematic function
(argument or predicate); see Choms§ (1986, 1995) - that the w&-clause is not an argument or
predicate of the matrix clause either. We will come back to the implications of this in section 5.

4.1.3 Pied-piping

The previous arguments for our claim that the wft+lause of an SPC behaves like an interrogative
clause, not as a free relative, came from English. kr this subsection we will present an interesting
argument to the same effect based on the distribution of pied-piping in German and Dutch (cf. also
Higgins L979:41on what look like similar facrs from Spanish).

I-et us set the stage for the discussion of Dutch and German to follow by considering pied-
piping in English. As (83) shows, English SPCs robustly resist pied-piping. In this regard, the English
SPC at first blush seems to pattern with free relatives (cf. (84)), not with wlr-interrogatives (cf. (85)):

(83) a. *with whom he went to school was with Mary
b. who he went to school with was Mary

(84) a. *with whom he went to school was stupid/has just entered the room
b. who we went to school with was stupid/fias just entered the room

(85) a. ?with whom did he go to school?
b. who did he go to school with?

\.
Upon closer inspection, though, the facts in (83)-(85) do not overturn the wä-interrogative.analysis of
the wlr-constituent of specificational pseudoclefts. For as Kayne O99a:25) points out, while accgpt-
able in more formal registers, wä-interrogatives with pied-piping of the type shown in (85a) -"'not
possible in colloquial English. The exarnples used to support his claim are reproduced here as (86):

(86) a. *we want to know about what you are thinking
b. *tell me at whom you were looking

Coupled with the fact that specificational pseudoclefts are a typical feature of the colloquial language
rather than of the more formal registers, this defuses a potential argument against a wlr-interrogative
approach tö the wlu-constituent of SPCs.

So the English pied-piping facts are at least compatible with the analysis of SPCs that we are
advocating here. But we can do much better than this, by considering the distribution of PP pied-
piping in Dutch and German. In these languages, unlike in English, PP pied-piping is not restricted to
formal registers in questions; it is, however, completely impossible in free relatives (barring possible
matching contexts, which are irrelevant). This is shown in (87) and (88):

J'

(87) a.

b.

a.

met wie heeft Maria gesproken?
mit wem hat Maria gesprochen?
with whom has Maria spoken
*met wie Maria gesproken had kwam zojuist de kamer binnen
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b. *mit lvem Maria gesprochen hatte kam gerade ins Zimmer hinein
with whom Maria spoken had cirme just (into) the room inside

IGerman]

Interestingly, now, specificational pseudoclefts featuring PP pied-piping are grammatical in both
Dutch and German, as shown in (89):

(8e) a.

b.

met wie Maria gesproken had was met Peter

mit wem Maria gesprochen hatte war mit Peter
with whom Maria spoken had was with Peter

[Dutch]
[Gerrnalr]

So again we see that the wlr-constituent of SPCs behaves like a wlr-clause, not like a free relative.

4.1.4 Multiplicity

A spectacular set of facts underscoring the same point involves multiple w}t SPCs. Consider the
examples in (90) (from Ross 1997) and (91) (from Meinunger 1997):

(e0)
(e 1)

(92) a.

(e3)

a.

b.

c.

[who ordered what] was [Tom (ordered) a beer and Jim a watermelon flip]
[wer hier wem geholfen hat] war [die Hilde dem Heinz] [German]
who here whom helped has was the Hilde the Heinz
*wer hier wem geholfen hat scheint die Hilde dem Heinz zu sein
who here whom helped has seems the Hilde the Heinz to be
*die Hilde dem Heinz war wer hier wem geholfen hat
the Hilde the Heinz was who here whom helped has

was hat er schon immer kaufen wollen?
what has he pRr always buy want
'what has he always wanted to buy?'
einen Audi
a-ACC Audi [make of car]
*ein Audi
a (NoM) Audi
was ist er?
what is he
'what is he?'
ein Arzt
a (NoM) doctor
*einen Arut
a-ACC doctor

These SPCs, which - as the deviance of the examples in (91b,c) shows - are unequivocally of Type
A, further the cause of the wft-interrogative approach to the w/r-clause of SPCs. After all, the
alternative free relative approach here has to contend with the fact that neither in English nor in
German do we otherwise come across cases of multiple relativisation, while multiple wä-questions are
perfectly common in these languages.

4.1.5 Case connectedness

.Germanfirnishes a fifth argument for an analysis of the w&-constituent of SPCs as wh-interrogatives,
coming from the domain of case. In German an object w&question such as (92a) is answered as in
(92b), with an accusative-marked DP, not as in (92c); a predicate w/rquestion such as (93a), by
contrast, can only receive a nominative-marked answer.

b.

c.

a.

b.

c.
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The interest of this for the discussion of SPCs lies in the fact that a pseudocleft like (94) can feature
an accusative-marked counterweight alongside a nominative one, while (95) can only get nominative
marking on the counterweight:"

(e4)
(es)

(97) a.

Moreover, while the nominative variant of (9a) allows for inversion, embedding under the raising
vetb scheinen, or the addition of modal auxiliaries to the matrix clause, the accusative one does not,
as seen in (96):
(96) a. was er schon immer kaufen wollte scheint ein Audi/*einen Audi zu sein

what he pRT always buy wanted seerns a(NoM)/*a-Acc Audi to be
b. was er schon imnrer kaufen wollte hätte ein Audi/*einen Audi sein können

what he PRT always buy wanted would-have a(Notvt)/*a-ecc Audi be can
c. eir/*einen Audi ist was er schon immer kaufen wollte

a(Notrl/*a-ecc Audi is what he pRT always buy wanted

By contrast, it is precisely the accusative contender that wins out in SPCs involving NPI connectivity,
as shown in (97) (intuitions on (97) are less robust than they are on (96)):

was er schon immer kaufen wollte, ist ein/einen Audi
w:Ls er ist, ist ein Arzü*einen Arut

?was er niemals kaufen würde ist [auch nur irgendeinen japanischen Wagen]
what he never buy would is also only any-aCc Japanese car
*was er niemals kaufen würde ist [auch nur irgendein japanischer Wagen]
what he never buy would is also only any(Nou) Japanese car

b

t

This said, the account of'case connectedness' falls readily into place: the accusative variants
of the pseudocleft examples presented above are a.re all Type A SPCs, hence they are grammatical on
the wlrd(P order only, and they resist embedding under raising verbs or addition of modal auxiliaries
(like all Type A SPCs); by contrast, it is exactly these accusative varianrs that, by virtue of their Type
A status, cater for the licensing of NPIs in the counterweight. The 'undeleted' source for the accus-
ative variant of (94) thus reads as in (98), which is in effect grammatical in German (cf. Weinert 1995
for attested examples):

.(98) was er schon immer kaufen wollte ist er wollte einen Audi kaufen

For the QAP in (92) n essentially similar story presents itself, the example in (90b) involving an
elliptical full-P answer, and the alternative ß (92c) being ungrammatical because, apparently,
questions always.receive a clausal answer (in German at least). And of course no accusative case will
ever be made available for the answer in (93c) or the counterweight in (93) since, unlike in the case of
(92) and (94), there is simply no verb in the elliptical IP here which can assign this case to the DPs
involved.

So there is a perfect match between (the Type A versions of) the SPCs in (9a) and (95) and
the QAPs in (92) *a (gl). And moreover, there is i contrast here between SPCs and relative clause

t7 latridou & Varlokosta (1995) argue that the two variants of (92) differ in interpretation 
- 

the
nominative variant is a predicational pseudocleft while the accusative one is an SPC. It can be shown, however,
that (94) with a nominative counterweight can be specificational (see the BT-A and QP/bound-vbl. connectiviry
effects in (i) and (ii); cf. also Sharvit 1997 on superficially similar cases from Hebrew), but thar, whenever it is, it
can only be of Type B (see below, main text); the accusative varianr of (92) is a Type A SPC.
(i) was er schon immer lesen wollte ist ein Artikel über sicfr

what he rRr always read wanted is a(nou) article about nsFL
(ii) was niemand lesen will ist sein erster Artikel

what nobody read wants is his(Nou) first article
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constructions. For as (99) shows, relative constructions do not exhibit 'case connectedness' of the sort
found in (92)and (94).18

das, was er schon immer kaufen wollte, ist ein/*einen Audi
that which he pRr always buy wanted is a(NoM)/*a-Acc Audi

The Case connectedness effects reviewed in this section confirm not just the correlation between
QAPs and Type A SPCs but also the ellipsis approach to the latter - both central tenets of the
approach to SPCs taken in this paper.re

4. 1.6 Panicipial conilectedness

There is another type of connectivity effect in SPCs and QAPs - one rarely discussed in the
literature (or at least not in terms of 'connectivity') - emanating from an interesting observation
made with respect to §PCs in Quirk et al. (1985:1388; we have adapted their examples slightly, to

rE Things highly similar to those reported for German in this subsection are true for Russian pseudoclefu
(which are structured in the following way: rryä-clause - tak eto ('then this-is') - counterweight). If the wä-
constituent does not originate in a subject position, nominative or instrumental (which is also found in ordinary
copular sentences) is impossible. The counterweight must show the sarne case as the wlr-constituent:
(i) cto on qpil tak eto vodku / *vodkoj / *vodka (Izvorski l99Z)

what he has-drunk 'tak eto' vodka-aCC / vodka-xsr / vodka-notvt
'what he drank was (the) vodka'

'Undeletion' is possible:
(ii) cto on vypil tak eto on vypil vodku
And although Russian is very liberal when it comes to word order. reversing the wft-clause and the counter-
weight is impossible in these pseudoclefu:
(iii) *vodku taketo cto on vypille Apparent breakdown of Case connectedness is found in the following examples of SPCs and QAPs, due
to Sharvit (1997) (italicisation marks intended variable binding). In (i)-(vi), we are concerned with the reading in
which the pronominal is understood as being bound by the italicised QNP in the whCP.
(i) who does every professor think r should get tenure? - himselfl*himl*he
(ii) who every professar thinls r should get tenure is himselfl*himl*he
These cases pose two problems: besides the Case form of the ansu'er/counterweight (accusative rather than the
expected nominative), the fact that it can only be an anaphor, not a pronoun (not, at least, if it is to be bound by
every professar), also seems surprising, in the light of the fact that in the 'corresponding' simple sentence in (iii)
only he is possible:
(iii) every professor thinks äe should get tenure
There is evidence, however, to indicate that the form that surfaces in (i)-(ii) is in fact the emphatic reflexive, as in

, (iv); as is well known, the emphatic reflexive of English surfaces in the accusative Case form only (*he heself),
hence the facts in (i)-(ii) are less dramatic than they seem at fust blush.
(iv) every professor thinks that he äimsellshould ger renure
The evidence that we are dealing with emphatic reflexives in (i)-(ii) is twofold. First, in German (v), the reflexive
anaphor slcä is impossible; the only option in this context is the nominative pronoun er accompanied by. the
emphatic reflexive particle seläsr. Secondly, Sharvit herself notes an example provided to her by A. Kroch that
indicates that reflexive and pronominal elements used in elliptical responses are governed by the Binding Theory
in a manner consistent with the ellipsis theory (but irreconcilable uith her own, semantic approach) - see (via),
where the dlviance of the reflexive can be attributed to the fact that emphatic reflexives are subject to the
Specified Subject Condition, as confirmed by (vib).
(v) a. wer derkt jeder Professor r soll eine unbefristete Stelle bekommen?

who thinks every professor should a tenured position get
b. *sichl*ihnl??erler selbst

refllhe(acc)/he(nom)/he(nom)+emph.refl
(vi) a. ?who every professor likes [Mary's picture of t] is himl*himself

b. every professor likes [Mary's picture of himl*hinselfl*him himselfl
As for the impossibility of the nominalive pronoun in the English examples in (i)-(ii), it suffices to note that it can
never be used in isolation; cf. Cardinaletti & Starke (1994), and the contrast in (vii):
(vii) a. who came? - John (did)

b. whocame?-t"*'1did)

(ee)
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make the point clearer). They point out that both (100a) and (100b) are grarnmatical as
counterweights of the wä-clause in (100). To this observation we add that (100c) is ungrammatical,
and that while the 'perfect match' full-P counterweight in (100e) is impeccable, the imperfective full-
IP counterweight in (100d) is marginal at best. These observations can be duplicated for QAPs, as

shown in (101). Of course, this is what our approach to (Type A) SPCs and QAPs leads us to expect.

( 100)

( 102)

(104)

( 105)

(106)

(107) a.

what he has done is

[taken sonrc pictures]

[take some picturesJ
*[took some picnrres]
?[he took some pictures]

[he has taken some pictures]

what he did was
*[taken some picnrres]

[take some pictures]
*[took some pictures]

[he took some pictures]
??[he has taken some picrures]

(10r) what has he done?

[taken some pictures] .

?[take some pictures]
*[took some pictures]
(?Xhe took some picturesl

[he has taken some pictures]

what did he do?
*[taken some pictures]

[take some pictures]
* [took some pictures]

[he took some pictures]
?[he has taken some pictures]

a.

b.
c.

d.

e.

a.

b.
c.
d.

e.

And note that, for both SPCs and QAPs alike, no past participle can be found in the counterweight or
answer when the wft-clause is imperfective, as shown in (102) and (103):

a.

b.

c.

d.

e.

a.

b
c.

d.

e.

(103)

[taken some pictures] is what he has done

[take some pictures] is what he has done
what he has not done is [taken any pictures]
what he has not done is [take any pictures]

John said that he would take some pictures, and [taken some pictures], he has

John said that he would take some pictures, and [take some pictures], he has

John said that he would take some pictures, and [taken some pictures], he has done

4:

The ungrammaticality of the c-examples in the above was discussed in section 3 in connection with
maximal ellipsis; but the other examples, when taken together, raise a novel point, which we will
briefly comment upon in the context of the ellipsis approach to SPCs and QAPs.

Taken at face value, it would seem that, of the a- and b-examples in (100) and (101), the
former are straightforward cases of Type A SPCs/QAPs, with the participle in the counterweight/
answer licensed under ellipsis, while the b+ases, exhibiting no participial connectivity, instantiate
Type B. But what flies in the face of such a classification of the facts is that the a- and b-examples in
(100) each allow inversion and NPI licensing - particularly the fact that, as (104) and (105) show,
inversion and NPI licensing seem just as acceptable in the a+xamples of (104) and (105) as they are
(n the corresponding b-examples indicates, from the perspective we have developed on the analysis of
SPCs, that neither the a-case nor the b-case instantiates Type A.

a.

b.
a.

b.

So a squish between ellipsis and non-ellipsis (Type A and Type B) is not what we are dealing
with. Instead, to get the optional participial connectivity effect under control, what we will capitalise
on is the alternation between (106a) and (106b) (the latter noted in Emonds 1976):

a.

b.

The pair in (106) shows that, when detached from the auxiliary of the perfect, the main verb phrase
can show up in either of two morphological forms - a participial or a plain infinitival form. This of
course reminds us of the alternation between (100/101a) and (100/101b), a link which is enhanced
further by the fact that, at least in British English, the auxiliary of the perfect in (106) can be followed
by done, which also surfaces in the w/r-clause of the SPCs in (100) and the QAPs in (l0l):
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b. John said that he would take some pictures, and [take some pictures], he has done

A movement approach to VP topicalisation would confront us with what looks like an insur-
mountable problem: how to account for the non<rccwrence of participial morphology on the clause-
initial YP in the b+xamples in (106) and (107)? These examples thus suggest that VP topicalisation
involves base-generation, the initial VP never actually being in the complement of the participle at
any point in the derivation, and linked instead to a prtYP which in (106) is null and in (107) gets

morphologically realised x done. The connection between the VP-topic and the pro-YP proxy is
apparently allowed to be lax - while the pro-VP must be participial, the VP-topic does not have to
agree with it in features.r

This said, the examples of SPCs and QAPs with participial connectedness are
straightforwardly compatible with a non-ellipsis appmach to these examples; it is actually the b-
examples which are of greater interest, since it is these which, when coupled with the VP
topicalisation cases, present an argument against the syntactic reconstmction approaches to SPCs
mentioned in the introduction (Heycock & Kroch 1996, Bo§koviö 1997\ - for these approaches the
lack of participial morphology on the counterweight in the example in (100b) seems very difficult to
accommodate.

4.1.7 On the breadth of the genera.lisation

Of the arguments against a free relative analysis of the wh-constituent of specificational pseudoclefts,

and in favour of a link between SPCs and QAPs, that we reviewed in the preceding subsections, four
involve irreversible and unembeddable SPCs (cf. (109){110), below, and also (91), and (96), above)

- hence the topicalisation, multiplicity, pied-piping and case connectedness arguments strictly
speaking apply to our Type A SPCs only.

( 108)

(r0e)

(1r0)

(111)

[take(n) some pictures], he has lpro-Wldone]

*this wine is [to Mary, what he wilUwon't give]
*I'd call [to Mary, what he wilUwon't give] this/any wine
*met Peter was met wie hij gesproken had
*mit Peter war mit wem er gesprochen hatte

with Peter was with whom he spoken had

kakvo-tokaza, bese ce Maria e ulrlna
what-DEF said was that Maria is smart
'what he said was that Maria is smart'

a.

b.

a.

b.

?

Though our conclusion that the w/r-clause of SPCs is not a free relative thus holds firrnly in the case

of'Type A constructions, one might wonder whether a free relative approach to Type B SPCs could
still be viable. As a matter of fact, for languages like Bulgarian, Greek and Hebrew, a case has been
made in the literature that the wlr-constituent of their SPCs really is a free relative.

Evidence to this effect comes, among other things, from the morphological make-up of the
w/r-forms opening the wä-constituent of SPCs in these languages. In Bulgarian and Greek, the wh-
pronoun heading a free relative obligatorily has a definite determiner affixed to it (e.g. Bulgarian /<oj-

to and Greek o-pjos'who+DEF'), while the wlr-pronoun of questions does not; it is the former, affixed
form of the wlr-pronoun that shows up in Bulgarian and Greek SPCs:

[Dutch]
IGerman]

[Bulgarian; Izvorski ( 1997))

Notice that SPCs of the sort in (11 1) can be of Type B. ln fact, it seems that in the languages
for which evidence has been presented to the effect that the wä<lause of the SPC is a free relative,

20 Notice that the done found in the examples in (107) is an instance of main-verb do; as such it introduces
guestions of a type similar to the ones we posed in fn. 7, above. It will be useful, in future research, to consider
these questions in tandem. \Ue have not conducted a detailed investigation at this time.
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Type B is the only §pe of SPC. As Anastasia Giannakidou (p.c.) has pointed out to us, Greek SPCs
exhibit a cluster of properties which conspires to the conclusion that Type A SPCs are absent from
this language: Greek SPCs (i) do not license any NPIs in the 'counterweight'; (ii) do not allow
'undeleted', full-P counterweights (only na<lauses being possible, these being larger than IP, possi-
bly as large as CP); and (iii) feature w&-clauses which unambiguously qualify as free relatives, Far
from defeating our conclusion that in a well-defined class of cases the wft+lause of SPCs exhibis the
behaviour of a wh-interrogative rather than that of a free relative, this particular clustering of proper-
ties peculiar to Greek SPCs (and presumably shared with their counterparts in Bulgarian and Hebrew)
confirms once again the distinction that should be made between SPCs of Type A and Type B.

In particular, while the links with the wlr-clauses of Question-Answer pairs that we have
drawn attention to hold for unequivocal Type A SPCs, an analysis of the wä+lause as a free relative
seens plausible for the case of Type B SPCs, not just in the light of the Bulgarian, Greek and Hebrew
facts but also in view of the analysis of Type B SPCs that we were led to at the end of section 2 of this
paper, repeated below.

(42) [sc [suu;.", counterweightJ [p,"aio" dr-clause]l lType B SPCs]

In this small clause structure, the wft-constituent functions as the predicate of the counterweight. Now,
while free relatives make perfect predicates, wftquestions §pically do not. There is reason to believe,
therefore, that Type A and Type B SPCs differ with respect to the way they analyse the wlr-clause: as

awh-intenogative in the former case, and as a free relative in the latter.2r 22

2t A potentially serious objection to our ctaim that the wä-clause of Type A SPCs is a wft-interrogative, not
a relative clause construction of sorts, comes from the fact that many SPCs vath what can be paraphrased with
constructions featuring headed relatives. And what is particularly interesting is that these headed relative
constructions can even preserve the NPI connectivity effects of their wlr-counterparts. To see this, consider the
examples in (i), which are both fine in elliptical as well as 'undeleted' form:
(i) a. what John didn't do was [he-didr+ buy any linguistics book]

b. the (one/only) thing John didn't do was thedid#t buy any linguistics bookl
One thing is clear: headed relatives do not serve as questions; they are unanswerable. Nonetheless, they do show
up in 'echoes' introducing an answer to a question like (iia), zts seen in (iib):
(ii) a. .A: what is the (one/only) thing John didn't do?

b. B: the (one/only) thing John didn't do? - buy any linguistics book
.What thiS suggess is that, even though these relatives do not look like questions, they can be underlyingly

represented as (non-root) wi-interrogatives ä la wltat the (one/onls") thing that John di.dn't do is.T\ere is some
evidence to suggest that relatives like these can indeed be embedded in an elliptical wä4uestion of this sort: the
emergence of spurious is in examples like (iii) (discussed in January 1992 on Linguist Lisq constructions like
these are found in regions throughout the United States, but to British English speakers they sound very
awkward; we have found them attested in spontaneous speech in Dutch as well):
(iii) a. the reason is is we have no handle on this construction

b. all it is saying is is that you are being paid out ofthe grant [attested sentence]
c. the (one/only) thing John does to linguistics books is is burn them

Of the two tokens of is in (iii) one is apparently spurious; but this is merely apparent if we look upon the first of
the two is-es as the lexicalisation of the copular head of the elliptical wä-interrogative which reasonlalUthing is
the predicate. (Note that, except in echoes like (iib), headed relatives do not suffice as root wftnuestions; thus,
eliding the bopula rs seems possible only when it does not find itself in Comp.)

Apart from the NPI effects, constructions of the type in (ib) also share with Type A SPCs their peculiar
restrictions on auxiliaries in the root clause:
(iv) a. the (one/only) thing John may have claimed was that she had given you the book

b. *the (ohe/only) thing John claimed may have been that she had given you the book
(v) a. what John may have claimed was that she had given you the book

b. *what John claimed may have been that she had given you the book
In both these regards, relatives with contenful heads (i.e. heads other than dummy's llke thing aad al[) exhibit
parallel behaviour as well (cf. Higgins 1973:343 on the auxiliary cases):
(vi) the only claim that John didn't make was that she had given you any books
(vii) a. the only claim that John may have made was that she had given you the book

b. *the only claim that John made may have been that she had given you the book

J.
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4.2 The link with Question-Answer pairs: Parallelism effects

Our arguments to the effect that the wft-constituent of a Type A SPC has the syntax of a question
establish a connection between SPCs and QAPs, as we pointed out earlier on. Not only can this link
be profitably exploited in the discussion of ellipsis and the conditions thereon, as we showed in
section 3, it also allows us to make sense of some of the most mysterious quirks of SPCs, all involving
some sort of paRaug.tsM EFFECT between the wä-clause and the counterweight/answer. kr this
section we will compound a variety of facts underscoring the role of parallelism.

4.2. I Multiple wh-constructions

Several popular approaches to SPCs 'recreate' a simple sentence LF structure out of the surface SPC,
via a variety of operations that we need not be concerned with in this context (see e.g. Heycock &
Kroch 1996 and BoSkoviö 1997, and references cited there). For all accounts of SPCs that assumd that
their LF is that of a simple clause, a question that arises is why multiple embedded questions such as
(ll2), which are well formed as simple, non-cleft clauses, do not have a specificational pseudocleft
counterpart (the deviance of (l l3) is absolute, i.e. it cannot be attributed to a wh-island
violation incurred by movement of what as in ??what did John wonder who read? and 

??what

John wondered who read was the Bible):

The deviance of (113), while mysterious from the perspective of 'simple clause LF' approaches to
SPCs, is readily expected on the approach to SCPs taken here: it is of a kind with the ungrammatical-
ity of the full-IP SPC in (l 14) and the infelicitousness of the QAPs in (1 15):

(tt2)
(113)

(114)

(11s)

John wondered who read a book by which linguist
*what John wondered who read was [a book by which linguist]

*what John wondered who read was

[he wondered who read a book by which linguist]
what did John wonder who read? - 

*a book by which linguist
what did John wonder who read? - 

*he wondered who read a book by which linguist
a.

b.

Our suggestion that headed relatives can occur in elliptical (non-root) wi-interrogatives and serve as the wh-
clause of SPCs in this fashion readily carries over to the examples in (vi)-(vii). Constructions such as the ones in
(ib), (iv) and (vi)-(vii) are seriously problematic for an approach to SPCs ä la BoSkoviö (1997), according to
which the counterweight is moved into the wä-clause at LF to replace the 'surface anaphor' what in examples like
(va) 

- since in (ib), (iv) and (vi)-(vii) there seem to be no 'surface anaphors' involved, it is unclear what the
counterweight could possibly replace at LF in these examples.

Sharvit (1997) rejects a parallel Eeaünent of 'run-of-the-mill' SPCs and cases like (ib), on accounr of rhe
observation that the 'pseudo-pseudoclef in (viiib) is ungrammatical:
(viii) a. . what John didn't buy was any linguistics book

b. *the (one/only) thing that John didn't buy was any linguistics book
The fact that (ib) is grammatical suggests, however, that failure to license an NPI in the counterweight is not a
systematic 'property of the 'pseudo-pseudocleft'. What appears to be wrong with the example in (viiib), in
comparison with (ib), is that tlre (one/only) thing in the former two examples functions as an argument of the verb
heading the relative clause, while in (ib) thing conesponds to a predicate (the VP buy any linguistics book) in the
counterweight. We can try to rationalise this restriction on the distribution of the (one/only) thing type 'pseudo-
pseudoclefts' as a parallelism effect: on the (admittedly ad lroc) assumption that the (one/only') thing in 'pseudo-
pseudoclefts' can only be a predicate inside the relative clause, and that there must be matching across the copula
with respect to predicativity (cf. section 4.2.8, below), the ungrammaticality of (viiib) may follow.22 The observation (see section 4.1.1) that English SPCs never allow the addition of -ever, which is a

hallmark of free relatives, does not contradict the claim that the wä-clause of Type B SPCs is a free relative even
in English, if it is assumed (as in Iatridou & Varlokosta 1995) that the addition of -ever makes it impossible for
the free relative to function as a predicate - all and only those FRs that can be predicates can figure in Type B
SPCs, given the analysis in (42).
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The obvious reason why the examples in (114) do not work is that one cannot answer a w&-question
with a dl-answer of this type. And since our approach to SPCs likens them to QAPs, it does not iome
as a surprise that the examples in (113) and (l 14) are parallel to those in (115).

The previous examples involved ungrammatical SPCs which, when 'reduced' to simple
clauses at LF via some sort of (post)syntactic operation (ä la Heycock & Kroch 1996 or Bo§koviö
1997), would correspond to grammatical multiple wh-constructions - making a case against syntactic
reconstruction approaches of these types. It is worth reminding the reader, at the end of this
subsection, that the deviance of the examples discussed here cannot possibly be blamed on some
general problem with multiple wh's in SPCs. For recall that, as we noted in section 4.1.4, one does in
fact come across multiple wh-SPCs.

4.2.2 Special NPIs (l): not ... until

A strong current in our approach to SPCs is the fact that Type A SPCs exhibit NPI connectivity.
Section 2 presented a variety of cases in which an NPI in the counterweight is licensed by what seems
to be a constituent of the wä-clause, something which turns out to be illusory on the account we have
developed, in which the NPI is in effect licensed entirely within the counterweight, by a negation that
is part of the elided material. But it turns out that not just any NPI in the counterweight can be so
licensed. One conspicuous exception is formed by not ... until, as seen in (116a) (cf. Clifton 1969,
Higgins 1979:45, Sternefeld 199'7). While we do not profess to have an account of this surprising
breakdown of NPI connectivity, we would like to draw attention to the fact that (116a) behaves just
like the QAP in (116b) in this regard:

(116)

(117)

(118)

(119) a. '
b.

a,

b.

*what John didn't do was leave until 6pm
what didn't John do? - 

*leave until 6pm

*what John didn't do was [he didn't leave until 6pm]
what didn't John do? - 

*he didn't leave until 6pm

*what John didn't have was a red cent
what didn't John have? - 

*a red cent

(cf. John didn't leave until 6pm)

(cf. John didn't have a red cent)

That we are really dealing with a property of QAPs, not with a restriction on NPI licensing of sorts, is
shown by the fact that the examples in (116) do not improve at all when the elliptical counterweight/
answer is replaced with its full-IP counterpart, as in (117):

a.

b.

^4.2.3 S,pecial NPIs (ll): negatively polar idiom chunks

Similar observations can be made with regard to the licensing of negatively polar idiom chunks in
SPCs and QAPs.Consider the following examples:

?

a.

b.

Once again, the 'covertness' of the NPI licensor in these elliptical examples does not seem to matter,
for 'undeltiting' the counterweight/answer, as in (119), does not lead to a significant improvement:23

*what John didn't have was [he didn't have a red cent]
what didn't John have? - 

*he didn't have a red cent

4.2.4 ldiom chunks in general

Idiom chunks lead to crashes even when there is no NPI licensing involved. That is, both SPCs and

QAPs with idioms split between w/r-clause and counterweight/answer are no good:

73 The examples in (1 l9), to the extent that they are acceptable at all, have the effect of a (linguistic) joke

- the effect typically procured by a zeugma. At best, then, ( I 19) might work as an indirect ansrrer construction;
see the discussion at the end of section 3 on the limited availability of indirect answer' counterweights in SPCs.

46



(120) a.

b.
what John took was a picture
what did John take? - apicture

what John took was [he took a picture]
what did John take? - he took a picture

every article that appeared bothered a friend of mine
what bothered a friend of mine was [every article that appeared
betheret+a+r+o.nr+ef mine]

John döes not believe that she will graduate

= John does not hold the belief that she will graduate

= John holds the belief that she rvill not graduate
what John does not believe is that she will graduate

= John does not hold the belief that she will graduate
* John holds the belief that she rvill not graduate

[not idiomatic]
[not idiomatic]

[not idiomatic]
[not idiomatic]

While grammatical, the examples in (120) both lack an idiomatic interpretationfor take a picrure (i.e.
'photograph'). And even here, the full-IP alternatives fail to procure an idiomatic reading as well:

(121) a.

b.

It seems as though the wlr-clause is a 'wrong-footer': the verb in the rdr-clause is not interpreäble
idiomatically; a parallelism constraint on the content of the wlz-clause and the counterweight/answer
s@nrs responsible for the unavailability of an idiomatic reading throughout.2a

4.2.5 Multiple quantifiers and (lack ofl scope ambiguities

Parallelisnr" or rather, the lack thereof, also gives us the key to an account of the fact (noted in
Williams 1994:62) that, even though the simple sentence in (122) is scopally ambiguous, the
corresponding (elliptical and 'undeleted') SPC in (123) does not allow the quantifier in the
counterweight to scope over the QP in the wlz-clause.

1( 22)
23)

?

(1

(12s)

Here again, QAPs are similar to SPCs, as the lack of scope ambiguity for the example in (I24) shows:

(r24) what bothered a friend of yours? - [ every afiicle that appeared
M+end-efminel

The cause of the unavailability of the wide-scope readings for the universal quantifiers in (123) and

,(124) is straightforward: since in the wlr-clause there can be no scopal ambiguity, parallelism ensures
that there cannot be any in the counterweighUanswer either.

4.2.6 Negative Raising

Similar such parallelism constraints rear their heads in a closely related domain as well: Negative
Raising. Consider the following ill-formed SPCs (cf. Higgins 1979; also discussed in Bo§koviö 1997):

('

(126)

While (125) is ambiguous betwern a reading in which negation scopes over the matrix clause and one
in which it confines its scope to the embedded clause (the latter being a case of Neg Raising), in the
SPC in (126) only the matrix reading for the negation is available. Notice that the SPC in (126) shares

u Here as in (ll9) the SPCs and QAPs might work as zeugmas - i.e., cases in which there isform
identity of question and answer but no content (or LD identity. The LF-identity constraint can be flouted (not just
in QAPs and SPCs but in coordinations as well), with the result of the typical effects of zeugma.

a.

b.

a.

b.
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this interpretive property with both the full-IP Type A SPC in (127) and the eAp in (l2g), thereby
once again confirming the link between SKs and eAps.

(127) what John does not believe is pohn does not believe that she will graduatel
a. = John does not hold the belief that she will graduate
b. + John holds the belief that she will not graduate

(128) what does John not believe? - that she will graduate
a. = John does nor hold the belief that she will graduate
b. * John holds the belief that she will not graduate

We can understand the unavailability of the Neg Raising reading in (126)-(128) as a reflex of a
parallelism requirement on the wlz-clause and the counteru,eight - since in the wlr-clause of (126)-
(128) the negation has no choice but to take matrix scope, it must take matrix scope in the
counterweighuanswer as well.

4.2.7 Argument structure

Parallelism also gives us a handle on the ungrammaticality of SPCs of the type in (L29), discussed in
Bo§koviÖ (1997):

(t2e) *what John gave was Mary a book
*what John gave was a book to Mary

Bo§kovi6 proposes to analyse the ungrammaticaliqv of these examples with an appeal to a breakdown
of connectivity for the head trace present in the bracketed parts of the examples - on a Larsonian
approach to the structure of triadic constructions (Larson 1988), these bracketed constituents would
be VPs with a V-trace as their head. We believe that an anall,sis of (129) along such lines is not worth
pursuing, in view of the fact that even the full-IP counterparts of (129), given in (130), as well as the
QAPs corresponding to (129), shown in (131), are ungrammatical.

i, ror

(131)

The problem with all these examples seems to be lack of parallelism between the wlr-clause and.the
counterweight/answer: the counterweight/answer'harls back to' a rryä-clause with triadic give, but the
wll,lause f.eatures dyadic give (the beneficiary being unrealised). Notice that the counterweight in
(129b) and the answer in (131b) are actually fine in multiple w/r SPCs/QAPs (see 4.1.4 on thesey:
wlnt John Save to whom was a book to Mary and what did John give to whom? - a book tu Mgry.
This furthei supports our perspective, and gives an additional indication that Boskoviö is not on the
right track when it comes to explaining the ungrammaticalitl, of (129).

4.2.8 Predicativity

There is evidence that the wä-clause and the counterweight/answer in SPCs and QAPs must match
with respect to the nature of predicates as well. To see this, consider the following examples. In (132)
we present a copular predication which is ambiguous in principle between a stageleveUexistential
interpretation (paraphrased in (132a)) and an individual-leveVgeneric reading (given in (132b)):

(132) a fireman is available

a.

b.

t

a.

b.
a.

b.

*what John gave was Uohn gave Mary a bookl
*what John gave was [John gave a book to Mary]
what did John give? 

- 
*M ary a book

what did John give? 
- 

*a book to Mary
a'
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= there is a fireman available

= n fireman has the intrinsic (IL) property of being available

Interestingly, now, the SPC counterpart of (132), presented in (133), is unambiguous - only the b-
reading survives:

a.

b.

what a fireman is is available
* there is a fireman available

= n fireman has the intrinsic (IL) property of being available

(134)

4.2.9 Panicle placement

Now that we have touched upon the behaviour of predicates in SPCs and QAPs, it is but a small step
to considering the placement of one particular type of secondary predicate, the verbal particle (cf. Den
Dikken 1995a and references cited there for detailed discussion of its status as a predicate), in relation
to the verb and the object.

As the examples in (135) and (136) show, there is a strong tendency for a particle to be placed
on the same side of the object in the wä-clause and the counterweight; whenever particle placement in
the two major constituents of an SPC varies, a degradation results.s

( 133)

(13s)

1

(137)

(138)

a.

b.

That this is not a peculiar property of SPCs only is shown by the fact that QAPs behave the same way.
The question in (134) can only be answered by mentioning some intrinsic (IL) property which the
replier considers a fireman to possess. We believe that this is due to the fact that the question itself
features an IL predication: wlut, the question word, is a nominal predicate (contra Jacobson 1995,
Sharvit 1997 and others, who claim that the what of SPCs is a cross-categorial element); nominal
predicates are IL prc/icates (cf. Kratzer 1989). The answer must parallel the question with rcspect to
the IUSL distinction; if it does not, the result is infelicitous. And what is true for QAPs is true for
SPCs as well.

what is a fireman?

who looked the words up was [John looked the words up]
??who looked the words up was [John looked up the words]
??who looked up the words was [John looked the words up]
?where he looked the words up was [he looked the words up in Webster's] -
*where he looked the words up was [he looked up the words in Webster's]
*where he looked up the words was [he looked the words up in Webster's]

?

(136)

As before, the facts of Type A SPCs find a parallel in the domain of QAPs:

who looked the words up? - [John looked the words up]
??who looked the words up? - Uohn looked up thewordsl
??who looked up thewords? - Uohn looked the words upl
where did he look the words up? - [he looked the words up in Webster's]
??where did he look the words up? - [he looked up the words in Webster's]
??where did he look up thewords? - [he looked the words up in Webster's]

a.

b.

c'.

a.

b.
c.

a.

b.
c.
a.

b.
c.

t'

By now the reader will be able to guess what is at issue here - the facts in (135)-(138) show that.the
wft-clause and the counterweight/answer have to be parallel. this time with respect to the question of

2s (136a) is not perfect to begin with; speakers of English are usually not very comfortable with SPCs
whose wlr-clause features a wä-word other than what or who, for rersons which are immaterial (i.e., it does not
differentiate in any direct way between the various approaches to SPCs taken in the literature; in particular, it
does not favour an analysis of the wä-constituent of SPCs as a free relative, since free relatives with where, how
and why are fine: where he lives is a nice place, how/wht, he did it is a mystery to me).
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whether Verb-Particle Reanalysis (abstract incorporation; cf. Den Dikken 1995a) takes place or not:
applying reanalysis in the wft-clause (and thereby deriving an 'inner particle' construction with V-Prt-
Object order) is legitimate iff it is also applied in the counterweight/answer.

This said, now consider the following data taken from Kayne (1998:26):

(13e)

(140)

a.

b.

a.

b.

what he looked up was [he looked up a linguistics term]
??what he looked up wils [he looked a linguistics term upJ
what is he looking up? - [he's looking up a linguistics term]
?what is he looking up? - [he's looking a linguistics term up]

it is unfortunate that he should be proud of himself
it is apparentlclear that he { is/*should be } proud of himself

it is unfortunate that [what he should be] is proud of himself
*it is unfornrnate that [what he is] should be proud of himself

Once again we find a link between the Type A SPCs in (139) and the QAPs in (140), which confirms
the analytical connection we have drawn betwern the two. The fact that the particle cannot comfort-
ably surface in the outer position in these examples suggests, on the analogy of what we found for
(135)-(138), that Verb-Particle Reanalysis takes place in the wlr-clause in these examples - and must
take place here. This can be thought of as a reflex of the overt-syntactic extraction of the object in
these sentences. On the assumption that extraction of the object in a V-Prt construction is contin§ent
on reanalysis of verb and particle, the facts in (139) and (140) are entirely on a par with those found in
the c-examples in (135)-(138).

Verb-particle reanalysis thus presents yet another case in which wä+lause and counterweight/
answer in SPCs and QAPs have to respect parallelism.'u One last case of parallelism that we want to
address in this section - even though it prcsens no further evidence for the link between SPCs and

QAPs - concerns the distribution of so-called emotive should.

4.2. 1 0 Emotive should connectivity

Higgins (1979), and Heycock & Kroch (1996) and Bo§koviö (1997) in his wake, notice that the
distribution of emotive should - a form of should licensed by certain 'emotive' predicates in the
upstairs clause - shows what looks at first like a surprising pattem in SPCs. To set the stage for the
SPC examples, consider first the simple case of emotive should in (l4la):

(141)

(142)

a.

b.

(Iere the prgsence of should in the embedded clause is licensed by the adjective unfortwnte in the
matrix. In the absence of a licensor of the unfortunate type, no should can be included in the
embedded clause, as (141b) shows.

' Now notice the contrast between the following two sentences:

t
l' a.

b.

That (142b) is ungrammatical is not too much of a surprise - after all, as is well known, SPCs in
general do not allow for the addition of modals to the root: whlle what John is is proud. of himself is
grammatical, *what John is can be proud of himself is not. (We will turn to this property of SPCs in
section 5 of the paper.) But what is interesting is that Qa2g ds acceptable. Hence unfonunate is
apparently capable of licensing emotive should in a clause which it does not govern. That this really is

26 The idea that (139b) and (140b) are awkward because V-Prt reanalysis obligatorily applies in the wft-
question (while it has failed to take place in thä counterweight/answer) because of the fact that the object is
extracted is not entirely unproblematic. Den Dikken (1995a) argues that V-Prt reanalysis is incompatible with
modification of the particle by elements like ight; and he also shows that V-Prt reanalysis fails, on principled
grounds, in complex particle constructions like they made John out a liar. Yet extraction of the object in a
complex verb-particle construction succeeds (who did they make out a liar?) and premodification of the particle
in simple V-Prt constructions is not blocked when the object is exracted (what did they look right up?). An
alternative rationalisation of the drive for inner particle placement in ( I 39) and ( 140), in terms of focus, is offered
in Kayne (1998:26).
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an extraordinary property of SPCs is shown by the fact that emotive should cannot be licensed in a
finite cP functioning as the subject of a clause embedded under unfortunate;

(143) it is unfortunate that [that he {is/*should be} proud of himselfl caused a scandal

Even though subject sentences seem to behave like the wft-clause of SPCs in some other respects (see
fn.32, below), they do not follow the pattern of (143) at all.

For the 'syntactic reconstmctionists' (Heycock & Kroch, Bo§koviö), the grammaticality of
(L42a) of course constitutes no surprise. For them the embedded clause behaves like the simple clause
in (141a) at LF; (141a) and Qa?.a) are futly parallel. But our approach fares no worse in this domain;
for on our analysis, too, there is the possibility of analysing the counterweight of the embedded SpC
in (14?a) as a full IP. Since, as will be evident in section 5, this IP is the root of the SPC, the adjective
unfortunate can license emotive should in the counterweight IP. Parallelism between the modal
content of the counterweight and that of the w&+lause then ensures that, whenever wtfonrnate does
indeed select emotive slnuld in the elliptical counterweight IP, slwuld will also surface in the wft{p.

Contrary to the Heycock & Kroch (1996) and Bo§koviö (1997) approaches to the represent-
ation of SPCs, our analysis of the facs in (142) makes the prediction that the licensing of emotive
should should fail when the linear order of wlz-clause and counterweight is reversed - after all, SpCs
with XP<w& order cannot be Type A SPCs; and since our account of the facts in (142) relies on a
Type A analysis of the SPC in (142a), reversal of the major constituents of the embedded clause in
this example should lead to ungrammaticality. This prediction is borne out:

(I44) it is unfornrnate that proud of himself is [what he {is/*should be}]

The fact that (144), while grammatical with rs in the wä-clause, crashes with emotive shbuld
vindicates our analysis of the connectivity effects involving emotive should in terms of Type A SPCs
and parallelism between the wlr-clause and the (elliptical) counterweight.

4.3 l-ack af parallelism in syntax: Expletives

While the foregoing discussion has carried the point home that the lack of parallelism between a wft-
clause (or thing-type headed relative) and the counterweight/answer can be held responsible for the
ungrammaticality of a variety of putative SPCs and QAPs, it turns out, on the other hand, that the
lrive for p4rallelism sometimes gets relaxed in particular ways.

For instance, consider again the example in (23) from section 2, repeated here as (f45):

(145) ?what didn't happen was [an accident of any kind] 1= (23), above)

We pointed out in section 2 that the fact that this SPC is acceptable, while surprising at first blush in
the light of the ungrammaticality of *an accident of any kind didn't luppen, can be explained by
assuming that (130) is the elliptical counterpart of the fuU-IP SPC in (146):

(146) ?what didn't happen was [there{idn+happen an accident of any kind] (= (25a)

This analysis gives us a handle on (145), but it does of course introduce a case of non-paratlelism
between the wlr-clause and the counterweight of the SPC. But this does not turn out to be an SpC-
specific quirk. For notice that the behaviour of QAPs is entirely on a par with that of SPCs, something
which once again emphasises the connection between SPCs and QAPs.

(147) what didn't happen? - ?there didn't happen an accidenr of any kind

Mismatches in 'expletivity' are found with both expletives of English - not just with rlrere
but with ir as well. We have already come across an example of this type: the example in (33a) from
section 2, whose structure, on the Type A analysis, looks as in (43a), repeated here as (148):
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(148) what didn't happen next was tit+iaa++apeen+e*t [that anybody fell]l 1= (43a))

Once again, QAPs exhibit a similar behaviour:

(149) ?what didn't happen next? - it didn't happen next that anybody fell

The theory of matching or parallelism for QAPs (and, by extension, SPCs (of Type A) as well) should
be permissive enough to allow an expletive construction to serve as the answJr/counterweight to a
non+xpletive constnrction in the wlz-clause.

So what we have seen is that in the vast majority of cases we have reviewed, there is a strict
parallelism constraint on the wlr-clause and the counterweighUanswer in SPCs and Question-Answer
pairs. But in the case of expletive constructions, the drive for parallelism seerns to be relaxed.2T

Irt us approach the problem from the perspective of the elliptical example in (148), and ask
whether it is legitimate at all to delete an expletive ir independently of its associate - something
which, if the approach to (33a) that we developed in section 2 is to go through, must in fact be
legitimate. The e_xamples in (150), instantiating FWD in coordination constructions, show that this is
indeed the case:ä

( r50) it is certain [that John is the culprit], and
it+ imperative [that he be caught]
it is assumed by some [that John is the culprit], and
itis-asclrnnedby others [that Bill is]
to me, it is clear [that John is the culprit], and
to you, it-i#€nr [that he is not]
by whom is it assumed [that John is the culprit], and
by whomM [that he is nor]?

Hence, from the point of view of the deletion site itself (il being deleted alone, without its associate),
the analysis of SPCs like (33a) as in (43a)=(148) is unproblematic. The same is rrue for similar
examples, like the one in (151a), analysed as in (l5lb):

27 Another interesting case of lack of parallelism in SPCs, of a rather different sort, is the following.
Higgins (1.979:85) notes that the following is a grammatical SpC of English:
(i) what John does that we disapprove of is shave himself with a copper strip
What is interesting about this example is that it correlates with a simple clause counterpart in which what is a
restäctive relative in (i) comes out as a non-restrictive relative:
(ii) John shaves himself with a copper stip, which we disapprove of
For approaches to SPCS along the lines of Ueyiock e Xroctr (1996) and goSkoviC (lgg7), the pair in (i)-(ii)
presents a diffrcult challenge: how to turn a restrictive relative into a non-restrictive one? From the perspective of
our analysis of SPCs, on the other hand, the problem posed by (i) is similar, in a way, to the one we carne across
in the last paragraph of fn. 7 of section 3.2, addressing cases like what John di-d to the book was burn re In both,
what we see'is that the wh-interrogative contains more information than the counterweight. We predicated the
discussion in fn. 7 on the premise that all material present in the wä-clause gets represented in the counterweight.
Suppose, though, that information contained in the wft-clause can be left uncopied. Then no problems are
incurred by the do+to cases, the to-PP being represented in the wll-clause but not in the count"r-*iight; and (i),
above, will be unproblematic as well. Thus, a relaxation of the semantic identity of wft-clause and counterweight
will allow us to steer clear of any problems with regard to (i) and the do+to cases of fn. 7.28 Notice that, when we transfonn the second conjunct of (150a) into a SPC, as in (i), we discover yet
another connectivity effect: subjunctive connectivity.
(0 what is imperative is tiris;arperative [that he äe caught]l
Subjunctive connectivity behaves just like NPI connectivity in that it distinguishes berween (30a) and (30b) 

-that is, while (i) is fine, (iia) is not (instead, (iib) must be used whenever no complementiser is realised);
similarly, while (33a) is grammatical, (38a) is out.
(ii) a. *whar is imperative is [he äe caught]

b. what is imperative is [he rnnst äe caught]
For discussion of the distinction between (30a) and (30b) with respect to connectivity effects, see section 2.3.2.

\)

a.

b.

c.

d.

?
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(151) a.

b.

what is not possible is [that any students were thereJ
whatisnotpossibleist[thatanystudentswerethere]]

Examples of this type parallel those in (l50bd) with respect to the target of ellipsis; they pose no
special problems in this domain, therefore.

Things are different, as already pointed out above, when it cornes to the parallelism constraint
to which ellipsis is subject (see section 3). While in the coordination examples in (150) the elliptical
expletive in the second conjunct has a parallel, identical antecedent in the first conjunct, there does
not seem to be an antecedent for the elided expletives in the structures in (148) and (151b). The
question is, then, how the deleted expletive is licensed with respect to recoverabillry conditions. The
stnrcturally parallel antecedent for ir in the w&-clause is wftar (or its trace). But deleted ir cannot
literally be identical with what, or its variable - it is not interpreted as a question word or as a
variable. So to claim that ir takes wlwt as its antecedent would require tampering in an undesirable
way with the notion of content identity.

Also, if it is parallel with the wlr-phrase in (148) and (151b), then it should belong to the focus
of the answer. But the pronoun ir alone (where it clearly is an argument expression) can never form a
focus; its strong pronoun counterpart that must be chosen, ellipsis or no ellipsis (cf. (152)). The
pronoun that, on the other hand, cannot associate with an extraposed CP.

(1s2) *what is not possible is ir (is not possible)
what is not possible is thnt (is not possible)

The solution for the parallelism problem will ultimately depend on the analysis of ir in
constructions with CP-associates. Is ir in (1a8) and (15lb) genuinely expletive (the theta-role going to
the CP; this is the mainstream position, see Chomsky 1995), or does ir count as an argument or
predicate (entering some kind of cataphoric or predication relationship with the CP; cf. Bennis 1986
on i, as an :rgument, and Moro 1997 on it as a predicate of the associate CP)? If the former, we might
reasonably assume that ir is not visible at LF in any case, thus satisfying conditions on FWD vacuous-
ly.If the latter, something extra needs to be said in connection with (148y(15lb) and the parallelism
constraints on ellipsis.

From our present perspective, then, the optimal (or at least, the least cumbersome) approach

is to treat il in (148) and (151b) as a genuine expletive, invisible at LF, hence not in need of an

antecedent. The case of there (cf. (la6)) will then be parallel, again on the assumption (taken in most
of the literahrre on there sentences; but see Hoekstra & Mulder 1990, Moro 1997 , Den Dikken 1995c
for a different view) that there is an expletive. There is no antecedent for there in (146) any more than

, there is for ir in (148y(151b).
Concretely, then, we assume (by way of the easiest - but not necessarily the only - way out

of the problem posed by (146), (148) and (151b» that ir and there are semantically vacuous place-
holders, invisible from the LF representations of the constructions in which they occur. As such, they
will assist the licensing of NPIs in examples tike (145) and (151a), since at the point in the derivation
at which the NPIs in these sentences are licensed (S-structure), the expletives are still present (i.e., no
expletive replacernent has yet taken place); but they do not cause any trouble with respect to
parallelisnr,'since by the time questions of content identity come into play (LF), the expletives are no
longer there.

One might ash since the expletives in (146), (148) and (15lb) never receive a phonetic matrix
at PF and do not survive at LF either, why they are present at all. Part of the answer is, of course, that,
if they were not present, the NPIs would fail to be licensed (since we would not be dealing with post-
verbal subjects in that case, but with preverbal ones instead). The other part of the answer is that these
expletives must be present in SpecIP in the pre-Spell-Out representation of the elliptical clauses in
(146), (148) and (151b) as a reflex of a purely formal requirement imposed by the I-head of the
clauses that they appear in - the Extended Projection Principle (i.e., there is a strong D-feature on I
which must be checked, and in the absence of movement of the logical subject to SpecIP expletives
fill this position to meet the EPP).

a.

b.

l'

t
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To accommodate the non-realisation of the expletives in these elliptical cases, some
mechanism must be assumed which suspends the requirement of PF-realisation, which is otherwise
inviolable. The problem that then conrs up is how to prevent such a nrechanism from (wrongly)
applying in non-elliptical IPs - for otherwise, given that it is not constrained by any requirement for
an LF-antecedent" the npchanism allowing expletives to disappear in PF could in principle apply any-
where.

We have corne across no case in which an overt finite krfl has a covert subject (expletive or
not) in the elliptical IPs under discussion (QAPs and SPCs alike). It may suffice to assunre, then, that
PF-realisation of an expletive is forced only if its Infl is PF-overt. Then, FTy'D of finite Infl means thar
the PF-realisation of its EPP-checker is not necessary. No recoverability issue arises, as we have
shown; so deletion of the expletive can then be viewed as being forced by the principle of maximal
ellipsis discussed in section 3.3.

5 The analysis of Type A specificational pseudoclefts

After this extensive review of the most important properties of specificational pseudoclefts of Type A,
the (optionally) elliptical type, let us proceed to presenting an analysis of these SPCs which allows us
to make sense of these and other characteristics of these constructions.

5.1 Topic.Commcnt

As our starting point we take the observation (cf. Hankamer 1974, Drubig 1996) that SPCs are 'topic-
comment' constructions, the wlr-clause being the topic and the counterweight the comment. We would
like to structurally represent this observation by proposing the following analysis of Type A SPCs:

( 1s3) (i)

(ii)

[ropr fwh-clause] [rop" is/was/were ] tIP = counterweight]]

TopP

. fwhat Mary didn't buyl Top'

T

is/was @anywine

The top structure of a Type A SPC is a TopP whose specifier position is filled by a base-inserted
topic, the rdlz-clause; the head of TopP is filled by a form of the copul4 and the complement of Top is
the counterweight, a full IP (to which ellipsis optionally applies).

In the following sections we corlment on the various ingredients of this structure of Type A
SPCs, and discuss the predictions that this structure makes.

5.2 The topic

The w/r-clause of a Type A SPC is an interrogative CP base-inserted into the specifier of the TopP. In
this position, the wft-clause is neither a root question nor an embedded one. This gives the wft-clause
of Type A SPCs a unique mixture of properties. Since the wh-clause is not a root question, it displays
no Aux-to{omp. But since it is not an argument of any predicate or a predicate of any argument

J,
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either, it does not behave strictly like non-root wlrquestions with respect to topic placement. As we
pointed out in section 4.1.2, topics can be placed in a position to the right of the wlu-phrase in root
questions but not in embedded questions, in English:

?

And we also noted, in support of our wlr-interrogative approach to the wä+lause of Type A SPCs, that
these pseudoclefts allow topics to hop across the w&-phrase, as shown in (156).

(156) ?to Mary, what he will never give is any books

With regard to the placement of the topic in (156), the w&-clause of the SPC seems to behave like a
root question. But interestingly, it seems that - in contrast to all other dr-constructions of English -the wlr-clause of an SPC allows the topic to dock on either side of the wä-phrase in SpecCP; that is,
(157) is acceptable to the sanrc degree that (156) is:
(157) ?what to Mary, he will never give is any books

The wft-clause of SPCs can exhibit this hybrid behaviour thanks to is unique position in the tree:
being base-generated in topic position, it is not theta-related to any constituent of the sentence, so

adjunction to the maximal CP dominating the wft-clause is legitimate (cf. Choms§ 1986, 1995 on the
restrictions on adjunction in connection with theta-theory; and see Motapanyane 1994 for evidence
from Romanian showing that adjunction to CP"iS possible when CP is not an argument but barred
when it is argumental); and since it is not a root question, featuring no Subject-Aux inversion,
adjunction of the topic inside the wft-clause is also an option (on the assumption that the
ungrammaticality of *what did to Mary, he give? is due to the interference of the topic with Aux-to-
Comp raising; cf. Kayne 1984:Chapter 9 on French inversion).

5.3 The comment

The IP counterweight in the complement of Top is the comment of the structure. It is a root IP; the
TopP dominating it is an extension of its projection. And since the IP counterweight is a root clause, it
can be coordinated with another root IP, in sentences like (158):

if SSl what Bill is is [rp Bill is overbearing] and [p Sue is timid]

Just as in regular cases of IP coordination, the second conjunct is subject to optional gapping
affecting the copula rs following §ue. The result of gapping applied to the second IP of (158) is the
example in (159) (where '-' marks the position of the gapped copula), which is likewise
gramrnatical:

(ls4)
( 15s)

(lse)

(160)

?to Mary, what should he give?
?I don't know [what to Mary, he should glve]

what Bill is is [rp Bill is overbearingJ and [rp Sue timid]

what Bill is is [rp BiH-iti overbearing] and [rp Sue timid]

Finally, the IP in the first conjunct can undergo optional ellipsis, as in all cases of Type A SPCs. The
result of ellipsis applied to the first IP in (159) is (160):

Heycock & Kroch (L9963$ present examples of this type, rvhich, though awkward, they judge to be
grammatical. We concur with their judgement, and note that this type of construction is readily
ccommodated by the approach to SPCs taken in this paper.2e

:5 Heycock & Kroch (1996) accommodate examples of this type in a not dissimilar way: they reduce the
SPC in the first conjunct to a simple IP at LF and perform linear processing on the resultant structure; by the time
the gapping clause (the second conjunct) is processed (i.e. after the first conjunct has been processed), we are
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5.4 The Top-head

The examples in (158)-(160) are derived from a structure involving coordination of two IPs - the IP
in the complement of Top is coordinated with another IP, and regular gapping and ellipsis operati,ons
can be performed on the result. Of course, we may also have coordination target the higher TopP node
in the structure of the SPC what Bill is is (Bill is) overbearing, and construct a coordination of two
SPCs of Type A. As expected, the ouput is grammatical:

(161)

(163)

Ellipsis straightforwardly applies to the IP counterweights of each of the two SPCs, reducing (161) to
(162), which is, again, fully grammatical:

(162) [ropr [what Bill is] is lrr Bit}is overbearingJ] and

[ropn [what Sue is] is [u,§rre-is timid]l
(i.e. what Bill is is overbearing, an"d whnt Sue is is timifi

But interestingly, (162) cannot be further reduced via gapping of the is between the wft-clause and the
counterweight in the second conjunct; that is, (163) is ungrammatical, as noted in Higgins (1979:305)
and Williams (1983:249) (cf. also Heycock & Kroch 1996:32):

[ropr [what Bill is] is [g, Bill is overbearingJJ and

[ropr [what Sue isJ is [u, Sue is timidJJ

[ropr [what Bill is] is [n, B+l}is overbearing]l and
*[ropr [what Sue is] 

- 
[rP§ueistimid]l

(i.e . *what Bill is is overbearing, and what Sue is, timid)

This shows us something impo(ant about the nature of the copula in SPCs: while run-of-the-
mill copulas are perfectly gappable (even in inverse copular sentences llke the best candidate is John
and the runner-up, Bil[), the copula in SPCs mustbe realised. This suggests that the copula in SPCs is
not a run-of-the-mill copula: the is mediating between the wä-clause and the counterweight in an SPC
such as what Bill is is overbearing has a function different from that of other instances of be; it is not
a support vehicle for tense/agreement morphology, nor is lt a signal of Predicate Inversion (cf. Den
pikken 1995b), but it marks the presence of the TopP structure typical of SPCs.

The form of äe intervening between the wä-clause and the counterweight of a Type A SPC,
then, is the overt realisation of the head Top in the structure of these constructions. ln a non-
coordinate SPC, Top must always be overtly realised - i.s., *what Bill is lBill is overbearingl is

? ungranunatical. We can make sense of the obligatoriness of the lexical spell-out of Top once we
realise that TopP is always the highest functional projection in its clause; hence its head can never be
'properly governed' by any higher head, so that leaving the Top-head empty contravenes the ECP (or
some modern incarnation thereof; cf. Stowell 1981 on the ECP as a restriction on non-trace empty
functional heads).

Sinbe in a simple, non-coordinate SPC the Top-head can never be left unrealised, it now
follows straightforwardly that in a case of coordination of two TopPs, each of the Top-heads must be
spelled out'overtly. The root of the matter, then, is that Top must be overt; as a consequence, gapping
the Top-head is in the second conjunct of (163) leads to ungrammaticality. The significance of this
discussion of gapping in SPCs with respect to the analysis of SPCs presented in this paper is thät it
vindicates the TopP approach to the structure of Type A SPCs by showing that the mediating copula
is a spell-out of the head Top, rather than a run-of-the-mill copula.

Before closing this section, Iet us consider other options. Heycock & Kroch (1996) have a
different account of (163), building on their LF reduction approach to SPCs: since by the time the
gapping clause is processed, the antecedent is no longer parallel to it (since iota-reduction has

dealing with a straightforward case of coordination of two copular IPs with adjectival predicates: Bill is
overbearing and Sue is timid.
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'reshaped' the first conjunct into a simple IP), no gapping can apply to the relevant token of is in
(163), for want of parallelism. There is evidence that distinguishes between Heycock & Kroch's
approach to gapping in SPCs and ours, arguing in favour of the latter. I-et us briefly review it here.

So far we confined our attention to SPCs featuring a wlr<XP order. We know from the above
that these can be of Type A. Reverse SPCs, with XP<wlr order, by contrast, can never be of Type A,
for reasons which we will turn to presently. This said, consider the behaviour of reverse SPCs in the
domain of gapping, shown in (16a){166). As the contrast berween (165) and (163), and between
(166) and (160) shows, reverse SPCs behave as the exact opposites of their wlrd(P counterparts: the
copula rnediating berween the XP and the wlr-clause, while absolutely indelible in (163), is gappable
in (165); but gapping fails in (166) while it succeeded in (160).

(164)
( r65)
( 166)

(167)

overbearing is what Bill is, and timid is what Sue is
(?)overbearing is what Bill is, and timid, what Sue is
*overbearing is what Bill is, and { timid, Sue/Sue, timid }

(cf.(163))
(cf. ( 160))

From Heycock & Kroch's (1996) perspective on SPCs, the behaviour of the reverse cases in
(165) and (166) with respect to gapping seems diffrcult to account for. They have iota-reduction
'transform' all SPCs, regardless of their surface word order, into simple clauses at LF; and as before,
the feasibility of gapping in the second conjunct will depend on a parallelism restriction, the structure
of the second conjunct being compared to that of the first, which by that time has been reduced to a
simple IP in all cases of coordination of SPCs.

Concretely, then, by the time gapping in the second conjunct is processed in the examples in
(165) and (166), what the processor is presented with on the Heycock & Kroch approach to SPCs are
the following strings:

a.

b.

Bill is overbearing, and [second conjunct]
... [timid _ what Sue is] (cf . *Bill is overbearing, and timid, what Sue is)
... [timid 

- 
Sue/Sue 

- 
timid] (cf . *Bill is overbearing, and timid, Sue)

In neither of these cases is gapping expected to be permissible - correctly so in the case of (167b)

{cf. the urrgrammaticality of (166», but contrary to fact in the case of (I67a), given the well-
formedness of (165).

While unexpected from Heycock & Kroch's (1996) perspective on SPCs, our analysis readily
predicts the facts in (165) and (166). The thing to bear in mind is that these SPCs, surfacing as they do
in a reverse,XP<wh order, can only be analysed as Type B pseudoclefts. Type B SPCs, as we pointed
out in section 2.3.2,have a 'simple' small clausal structure, not aTopP structure. In fact, the TopP
structure of Type A SPCs could never serve as the input to a derivation of the reverse, W<wh order,
for the simple reason that movement of the counterweight across the wlr-clause in SpecTopP is out of
the question - if such movement did take place, it would incur a violation of Relativised Minimality
(Rizzi 1990) since the SpecTopP position would be crossed; and besides, there does not seem to be a
landing-site available for XP-movement in any case. So the examples in (164)-(166) must be cases of
Type B SPCs.

Type B SPCs differ in two crucial respects from their Type A pendants: (i) the counterweight
of Type B SPCs is never an IP (for reasons discussed in section 2.3.2: P is unacceptable as the
subject of the small clause of which the w&-clause is the predicate); and (ii) the status of the copula
mediating between the XP and the wft-clause in Type B SPCs is nor that of spell-out of a Top-head,
but rather that of a run-of-the-mill copula.

It is this latter difference between Type A and Type B SPCs that gives us the key to the
account of (165). Since the copula sandwiched between timid and what Sue is in the second conjunct
is a regular copula (cf. (ii)), and since we know that regular copulas are gappable, the grammaticality
of (165) is as expected. The deviance of (166) is also straightforwardly accounted for. This particular
output could only be got on the basis of the input in (164), overbearing is what Bill is, and timid is
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what Sue rs, by (a) gapping of the copula following timid (which is legitimate, as we just found out;
cf. (165)) plus (b) ellipsis in the wlz+lause, reducing what Sue rs to plain §uz. But the latter wilf fail
for obvious reasons, the conditions on ellipsis laid out in section 3 (in particular the need of an
antecedent which makes the ellipsis site recoverable) being flouted. The analysis of SPCs laid out in
this paper - in particular the distinction that it draws between Type A and Type B SPCs, reverse
cases qualifying as unequivocal Type B speirnens - thus captures all the gapping facts of SPCs
reviewed in this section without further ado.

5.5 Restrictions on the root of specificational pseudoclefts

I-et us take stock. We have proposed a structurc for Type A SPCs involving a TopP, the specifier of
which is occupied by the wä-clause (a base-inserted topic); the head Top is obligatorily filled by a
form of the copula (which on this approach conrcs out as a kind of topic marker similar to Japanese
-wa); Top takes as its complement the full-IP counterweight, which is subject to optional ellipsis. We
have seen so far that this approach to Type A SPCs accounts in a straightforward fashion for the
following batch of properties of these constructions:

( 168) propefties of Type A SPCs explained sofar
NPI connectivity (strictly correlated with the disribution of 'undeleted' full-IP SPCs)
topic placement in the wft-clause
multiplicity
pied-piping effects
case connectedness
participial connectedness
restrictions on ellipsis (parallel to Forward Deletion)
parallelism effects
irreversibility
restrictions on gapping

ln our account of (168j) we crucially appealed to the clainl emanating directly from our TopP
approach to the structure of Type A SPCs, that the copula linking the wh-clause and the counterweight
IP is an indelible lexicalisation of the Top-head. In what follows, we will start out by considering

§ome otheq, consequences of this clainr" after which we will address a number of further properties of
the root of Type A SPCs, which will be seen to fall oüt naturally from the account proposed.

5.5. 1 Tense/Modality/AspectlModification/lnversion restrictions

One of the most 'celebrated' properties of SPCs is the fact that their root is subject to very tight
restrictions on tense, modality, aspect, adverbial modification (including sentential negation) and
Subject-Aux inversion, not shared by any other constmction of English (or at least, not to the same
extent).s

30 The discussion in this section is based largely on Higgins' (1979) example material; also cf. Bo§koviC
(1997) for a'recent treatment of the TMA restrictions on SPCs.

Note that English l-ocative Inversibn (cf. (i)) has been claimed in the literanre (cf. Aissen 1975;
Coopmans 1989) to be subject to a subset of the contrains which govern SPCs - for instance, Aissen observes
that negative (ib) is ungrammatical, and Coopmans claims that Locative Inversion in English does not allow
äuxiliaries (cf. (ic)). But as Breckenridge (1975) has pointed out, (id) is grammatical, which suggests that the ban
on negation and auxiliaries does not hold categorically oflncative Inversion constructions.
(i) a. on this wall hung a picture of US Grant

b. *on this wall never hung a picture of US Grant
c. *on this wall can hang a picture of US Grant
d. on this wall has never hung a picture of US Grant

In any case, whatever the precise extent of the restrictions on l.ocative Inversion, they will always be just a subset
of the constrains ruling SPCs with wlr<XP orders.

a.

b.
c.

d.
e.

f.
oE.
h.

i.
j

t
a'
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The TMA, modification and inversion restrictions that Type A SPCs evince can be captured
by the following generalisations:

(16e) the copula agrees in tense with the wll-clause
there can be no modal auxiliaries present in the root of a rry&<XP SPC
there can be no aspectual auxiliaries present in the root of a wftd(P SPC
therc can be no adverbial modifier/negation present in the root of a wlrd(P SPC
there can be no Subject-Aux inversion performed to the root of a wfrd(P SPC

Illustrative examples of each of these five generalisations are given in the example pairs below, where
(169a) is exemplified by (170), and so forth:

a.

b.
c.

d.
g.

(170)

(17 1)

(r72)

(r73)

(t7 4)

a.

b.

a.

b.
a.

b.
a.

b.
a.

b.

what John is { isl*wa.s} angry with himself
what John was {wasl*is} anry with himself
what John could be is angry with himself
*what John is could be angry with himself
what John has been is angry with himself
*what John is äas been angry with himself
what John isn't is angry with himself
*what John is {isn'tlis probably} angry with himself
?I wonder whether what John is is angry with himself
*is what John is angry with himself?

What we will do in this subsection is show how these restrictions are explained by the TopP approach
to Type A SPCs taken in this paper.

5.5.1.1 Tense harmony as a reflex of Spec-Head agreement in TopP

The fact that the copula linking the w&-clause and the counterweight IP of a Type A SPC has to agree
in tense marking with the tense of the wft-clause can be viewed, on the present analysis, as a reflex of
the Spec-Head agreement relationship obtaining between the w&-clause in SpecTopP and the copula
in Top. The copula in Top is unique in comparison with the various other tokens of the copula in.that
its projection is not embedded in a TP; hence the copula linking the two major constituents of a
ppecificatiopal pseudocleft cannot receive an independent value for tense. It is entirely dependent,
when it conrcs to tense, on the value for tense borne by the T-head of the wärlause in SpecTopP. Via
the general feature-sharing process of Spec-Head agreement, the copula in Top receives whatever
value for tense is present in the wä-clause.3' This takes care of the generalisation in (169a), illustrated
by the examples in (170).

5.5.1.2 There is only one head (Top) betweenwh-clause and counterweight

The generalisations in (169b) and (169c), exemplified by (171)-(172), also fall our readily from our
analysis 'quite simply from the fact that there is one and only one head position between the wh-
clause and the counterweight IP in the TopP structure of Type A SPCs: the Top-head. General
principles of X-bar structure (reducible to more fundamental principles ä la Kayne 1994 or Choms§
1995) thus ensure that only bare is or was may intervene between the two major constituents of SPCs
of Type A.

5.5. 1.3 Restrictions on adverb placement

The fact that there can be no sentential negation or any other adveöial modifier attached to the root of
a Type A SPC follows from general restrictions in adverbial placement, we would like to claim. First,

3r Note that, even though T is not the head of the wlr-clause in SpecTopP (which bears the category label
CP), the tense features of T are visible on CP as a result of LF movement of T to C.
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consider the ban on negation. On the assumption (argued for in work by Pollock 1989, Zanuttini 199 I ,
Laka 1990, Haegeman 1994 and many others) that negation heads a functional projection of its own,
and that this NegP frnds itself below the highest inflectional projection of the clause (AgrS or T; we
have conflated these to Infl since nothing turns on the split-IP hypothesis here), the fact that there can
be no negation berween the copula in Top and the counterweight IP follows straightforwardly: no
NegP can be built on top of the IP in the complernent of Top.

The ban on adverbial rnodification of the root of §PCs other than negation is a little less
straighdorward, both empirically and analytically. While the ungrammaticality of (173b) with
probably following the copula is a well-known and undisputed fact about English SPCs (cf. Higgins
1979), Bo§koviÖ (1997:268, fir. 35) observes that its counterpart featuring the adverb to the left of the
copula (??wlut Jolm is probably is angry with himselfl is 'slightly better'. I-et us see how we can
make sense of this.32

The ungramrnaticality of *what Jolm is is probably angry with himself cannot be explained
with a simple-minded appeal to a general ban on adverbial adjunction to IP, for we know that adverbs
liJx:e probably do readily precede IP in other contexts. Since we are treating the IP counterweight of a
Type A SPC as a regular root clause, the ungrammaticality of the above example thus seems to raise a

serious problem. We can make it follow, however, if we can ensure that adveöial adjunction to the IP
in the complement of äe-filled Top is not allowed (or, alternatively, if each adverb comes with its own
functional projection, as in Kayne 1994, Alexiadou 1997, and Cinque, in press, that generating an
AdvP on top of the IP in the complement of äe-filled Top is impossible). Whatever the precise
explanation of such a restriction (we have no particular insights to offer at this time), notice that such
a constraint, generalised in such a way that it forbids adverbial modification of an IP in the
complement of a functional head filled by a finite auxiliary, seems operative outside SPCs as well -it is responsible for the ill-formedness of sentences like (175):

(17s) **hy is probably John angry with himself?

The structure of (175) is highly similar to that of *what John is is probably angry with himself, in
both, there iS an adverbially modified IP immediately dominated by a functional projection (CP in
(175) and TopP in the SPC case) whose head is filled by a finite auxiliary. In both cases, ungram-
maticality is the result.

The fact that??what John is probably is angry with himself seerns to be slightly better than its
counterpart with probably to the right of Top suggests that adverbial adjunction to Top' is marginally
possible, presumably on the analogy of Jolm probably is angry with himself, which involves adverbial
adjunction to T'. Though adverbial adjunction to an X' constituent is possible in principle (in the
phrase structure model of Choms§ 1995), adjoining an adverb to the projection of Top is an unlikely
move from a semantic point of view: there is nothing in Top'which the adverb could directly modify.

, This explains the parginality of the example.

5.5. 1.4 No CP above TopP in root clauses

While the discussion of adveöial placenrent in Type A SPCs has involved a certain amount of hand-
waving, we can end the discussion of the generalisations in (169) on a much brighter note. The ban on
Subject-Aux inversion in Type A SPCs, codified in (169e) and illustrated in (174), follows given that,
as is well ktrown on independent grounds, no CP can be built on top of TopP in matrix clauses. That
is, the ungrammaticality of (174b) is on a par with that of (176a,b), the latter of which we have had
occasion to discuss at various points in the foregoing discussion:

32 In addition to the text proposal, we can think of two alternative ways of capturing the improvement of
the example provided by Bo§kovid over the example in (173b): (i) the adverb in the former is inside the wlr-
clause, or (ii) the adverb is a parenthetical. The former would make the Bo§kovid example parallel to ?*l wonder
what tohn is probably 4 the latter assimiliates it with John probably is angry with himself. Neither seems to
make exactly the right prediction regarding the status of the SPC case, the former making it worse than it actually
is and the latter making it too good. We will set these two options aside at this time.
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( 176) a.

b.

*will to Mary, John give the book?
*what will to Mary, John give?

Since there can be no CP built on top of a root TopP, there is no head position above Top to which the
copula in an SPC l*ewhat John is is angry with hituelfcould possibly raise, to cross the wlr-clause.

In embedded clauses, as we also know independently, from the grammaticality of (l7T),
topicalisation can take place within (wä-interrogative) CPs:

(177) ?I wonder whether to Mary, John will grve the book
?I wonder what to Mary, John will give

The grammaticality of the SPC in (174a), ?l wonder whcther wlut John is is angry with himself, thus
rnatches that of the examples in (177), as expected.33

Note that what was said above also immediately ensures that Type A SPCs are irreversible: an
IP<wh order could be created on the basis of the TopP input structure, with the nrlz-clause in
SpecTopP, only via raising of the counterweight and the head Top to the specifier and head positions
of sorne functional pdection on top of TopP. But we have just argued no such functional projection
can exist. The irreversibility of Type A SPCs - one of our diagnostics for Type A status - thus
follows.r

5.5. 1.5 Where Type B is different

33 Bo§koviö (1997) gives an accountof the generalisations in (169) whose centraltenet is that SPCs with
wid(P order lack an IP; that is, the copula mediating between the wä-clause and the counterweight projects a
bare VP of which the wä-clause and the counterweight are constituents, and no IP can be projected on top of this
VP (the reason being that, if an IP lvos so projected, the wh-clause would have to raise to SpecIP for EPP
reasons; but such raising fails given that, in general, the wh-clause of an SPC is immune to raising). While
Bo§koviö's hypothesis covers the facts of root clauses, we wonder how it would accommodate embedded SPCs
with w/r<XP order: if such SPCs radically lack an IP, how can they be embedded under a finite complementiser
like that (which is generally taken to categorially select an IP complement)? Note that Bo§koviö is a
representative of the 'syntactic reconstructionists'; i.e., at LF he transforms the SPC into a simple clause by
raising the counterweight into the wi-clause, obliterating what. At LF, then, there will be an IP in the

.complement of the finite complementiser in sentences like I think that what John is is angry with himself, but
selectional restrictions are standardly held to wield their powers at the outset of the derivation, nof by the very
end of it.

' With regard to Bo§koviÖ's initial representation of SPCs with wä<XP order, nore also that he explicitly

r assumes that the wlt-clause and the XP entertain no relationship whatsoever; they just happen to be constituents
of a bare VP p§ected by äe. What Bo§koviC does not address is how (and why) Merge would ever bring
together two constituents that are claimed to have no relationship to each other in a lexical projection headed by a
semantically empty copula. Put differently, though everything in Bo5kovid's analysis of SPCs works reasonably
wellfrom the point at which the VP of äe has been put together, the crucial question for Bo§koviö to answer is
how that initial point in the derivation ever comes into being. Note that our approach faces no such questions:
while we agree with Bo§kovid in claiming that the wlr-clause and the counterweight IP in Type A SPCs entertain
no thematic relationship, the subconstituents of TopP are not unrelated 

- one can think of the connection
between ttrd base+opic wä-clause and the counterweight as being similar to the relation between an aslor topic
and the clause following it (cf. as for cars, John likes lexpensive ones/Buicks and Chevrolers)); see Meinunger
(1997) for further discussion.v All that was said in this subsection with respect to Type A SPCs seems to carry over to construclions
featuring subject sentences:
(i) a. that John is angry with himself is unfortunate

b. *is that John is angry with himself unfortunate?
c. ??I wonder whether that John is angry with himself is unforrunare

This is not surprising, if Koster (1978) is right that subject sentences do not exist; in actual fact, what looks like a
clause in subject position is a clause in topic position (SpecTopP), linked to a silent filler of SpecIP. (The
example in (ic) seems somewhat worse than the corresponding pseudocleft in the main text, for reasons that are
unclear to us.)

a.

b.
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Now that we have an account of the generalisations in (169) from the perspective of a Type A
approach to the SPCs in question, let us point out that unequivocal cases of Type B SPCs do not
exibit most of these restrictions (cf. Bo§koviö 1997):

(r78)

(r7e)

(r80)

( 181)

(182)

(183)

a.

b.

a.

b.
a.

b.
a.

b.
a.

b.

angry with himself { isl*was} what John is
angry with himself { wasl?is} what John was
angry with himself is what John could be
angry with himself could be what John is
angry with himself is what John has been
*angry with himself has been what John is
angry with himself is what John isn'r
angry with himself { isn'tlis probabl:*l what John is
I wonder whether what angry with himself is what John is
is angry with himself what John is?

angry with himself seems to be what John ytas

Where Type B is the same as Type A is in the domain of tense and aspectuality restrictions (cf. (178)
to (170) and (180) to (172)).35 These are different from the various other restrictions on SPCs in that
they involve a relationship of fearure agreement between the wlr-clause and the copula of the main
clause - a relationship which is established both in Type A SPCs (via Spec-Head agreement in
TopP) and in Type B SPCs (via complement selection: the copula takes the small clause of which the
w&+lause is the predicate as its complement, and imposes selectional restrictions on this small clause
predicate). Thus, in (178) the wä-clause has to agree in tense to the copula of the root. And (180b)
crashes because the perfective root fails to match the imperfective wh-clause which it selects; inter-
estingly, as soon as we perfectivise the wh-clause as well, we find an improvement (though it is tough
to find a context in which (180b) would actually be meaningfully used).

( 180b') ?angry with himself has been what John has been

The selectional restrictions between the root clause and the tense and aspectual features of the
w/r-clause are imposed by L-related heads of the clause immediately dominating the wft-clause
(which, recall, is the predicate of the small clause in the complement of be). Non-L-related heads do
not entertain a relationship of selection with the predicate of the small clause; hence no agreement
with respect to modality or negation (Mod and Neg both arguably being non-L-related or A'-heads) is

.imposed.in the examples in (179) and (181). And even though we have extended the range of possible
selectors of small clause predicates beyond the immediate governor (V) up to the maximal L-related
extended projection of V, we do still keep selectional restrictions very local - in particular, we ex-
pect them to be clause-bound. That this is the right result is shown by the fact that the past tense of

r seem in the example in (183) does not cause the wh-clause to bear past tense morphology (unlike what

" we see in (178b), where there is a local selectional relationship between the matrix tense and the tense
of the small clause predicate under the copula, i.e. that of the w/r-clause).36

So, as desired, all but two of the restrictions to which we have seen Type A SPCs to be
subject eväporate for the Type B cases: Type B SPCs involve a regular small clause structure

35 (l7Sb) with is actually seems better than the reverse, while (178a) remains bad with wasiwe have no
account for the surprising case of (178b), but to our knouledge no extant analysis of SPCs does.

'o The reverse of (183) is ungrammatical regardless of the tense of the matrix and wlr-interrogative clauses
(cf. (i)), for reasons that will be discussed in the next secrion.
(i) a. *what John is seems to be angry with himself

b. *what John is seemed to be angry with himself
c. *what John was seemed to be angry wirh himself

l-.-
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embedded in a normal copular clause; there are no restrictions on modality, adverbial modification or
Subject-Aux inversion, any more than there are in other copular sentences.3T

5.5.2 Why Type A §PCs are unembeddablß under ECM and raising verbs

Our TopP top structure of Type A SPCs provides an imnrediate explanation as well for the fact that
these SPCs cannot be embedded under ECM and raising verbs. Recall from section I that the
following examples of embedding an unequivocal Type A SPC under verbs like call and describe as
are ungramrnatical:

(184) *I'd call what John didn't buy any wine
*I'd describe what John didn't buy as any wine

The same is true for the examples in (185) and (186), involving attempts at embedding Type A SPCs
in the infinitival complements of believe (ECM) ar,d seem (raising), respectively:

(185) *I believe what John didn't buy to be any wine
(186) *what John didn't buy seems to be any wine

Of course accounting for the deviance of (lM)-(186) on the TopP analysis of Type A SPCs is
entirely straightforward. For we know independently, from the ungrammaticality of such sentences as

(187ab), that topicalisation in the complement of ECM verbs is out of the question:

a.

b.

(187)

irasl

( 18e)

(re0)

(1e1)

a.

b.

*I'd call [as for opera singers] Pavarotti the most successful of all time
*I believe [as for opera singers] Pavarotti to be the most successful of all time

what do you think that John doesn't have [any pictures of ,]?
*wltat do you think that [what John doesn't have] is [any picrures of ,]?
[pictures of Berlin] I think that John doesn't have ,
*[picnrres of Berlin] I think that [what John doesn't have] is r
who thinks that John has [which picture of Berlin]?
*who thinks that [what John hasJ is [which picture of Berlin]?
I don't think that John has [any pictures of Berlin]
*I don't think that [what John has] is [any pictures of Berlin]

And we also know that topics, base-generated as they are in {'-positions, do not undergo A-
movement (which would involve improper movement). That is why there is no grammatical
derivation for (186).

5.5.3 Extraction restrictiorts

One final property of SPCs left to be explained concerns the opacity effects that they incur. These are
illustrated in ( I 88)-(191):

?

a:

b.
a.

b.

a.

b.
a.

b.

The deviance of the b-examples in the above sentence pairs leads us back to one of our central
claims: thdidea that SPCs are similar to QAPs, involving self-answering questions. What all.the
ungrammatical examples in (188)-(191) involve is a counterweight with an unbound variable in it - a
trace of overt movernent (in the first two cases) or LF extraction (in the latter two; we are adopting an
LF-movement analysis of v'h-in-situ and MIs; cf. It{oritz & Valois l992,Den Dikken, to appear, and
others for an LF-movement approach to NPI licensing). And answering a question with a constituent

37 Bo§koviC (1997) also assumes a regular IP stmcture for reverse (i.e. unequivocally Type B) SPCs; he
hence makes largely the same predictions that we do, but note that since he does not assume there to be an1'

structural relationship between the wä-clause and the counterweight in SPCs (regardless of their surface order),
he fails to expläin the persistence oftense and aspect restrictions in reverse Type B SPCs.
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containing an unbound variable is no good - such constituents are not propositions, hence do not
qualify as licit answers or counterweighß.38

Notice that Bo§koviö's (1997) analysis of SPCs also manages to account for the deviance of
(188b) and (189b). For him these are ungramrnatical as a result of the fact that their LFderivation
involves a violation of the constraint which prevents Move from applying to a trace or a constituent
containing a trace (cf. Choms§ 1995). After all, Bo§koviö §argues that at LF,wlnt in the wft-clause

of SPCs is replaced with the countenreight, via an LF instantiation of Move. Now, in (188b) and
(189b) had Move already apptied to the counterweight prior to Spell-Out - removing either a subpart

of or the entirc countenileight and raising it to the front of the root clause. The traces left by these

overt applications of Move subsequently make it impossible for Move to target the counterweight
again, at LR to replace wftar. Since what has to be replaced by the counterweight, but since such

replacement fails in the b-examples in (188) and (189), their ungrammaticality follows.
Elegant though this account may seem, it is fatally incomplete since it covers only the overt-

moverrcnt cases in (188) and (189), and does not extend to the LF-movement examples in (190b) and
(191b). In the latter two, no violation of any theoretical principle is expected to arise on Bo§kovid's
assumptions - after all, by LF the stnrchre of an SPC is 'transformed' into a simple IP, basically
parallel to the a-sentences in (190) and (191); and in a simple IP licensing awh-in-siru or NPI should
of course be entirely unproblematic, which (contrary to what Bo5koviö leads us to expect) it is not.

5.5.4 Summary: The propenies of Type A specificationnl pseu.doclefts

With these results in mind, we can now go back to the list of properties of Type A SPCs that we had

managed to get under control before we embarked on the discussion of the restrictions on the root of
SPCs. That list was given in (168), repeated here:

properties of Type A §PCs explained up to section 5.5
NPI connectivity (strictly correlated with the distribution of 'undeleted' full-IP SPCs)

topic placement in the wft-clause
multiplicity
pied-piping effects
case connectedness
participial connectedness

restrictions on ellipsis (parallel to Forward Deletion)
parallelism effects
irreversibility
restrictions on gapping

. To this list we can now add the properties discussed in the preceding subsections

(168)

a

(168)

a.

b.
c.

d.

e.

f.
ob'
h.

i

1.

j.

t'

k.
l.
m.

properties of Type A §PCs explained in section 5.5
restrictions on the tense of the root clause
the ban on modality in the root clause

the ban on aspectual auxiliaries in the root clause

38 Theie is another potential account of the facts in (188)-(l9l) 
- the account of SPCs in terms of

Predicate Inversion prcsented in Heycock (1991), which assimilates the ungrammatical cases to their counterparts

in copular inversion constructions of the type discussed extensively in Moro (1997) and Den Dikken (to appear).

(i) a. I think that the cause of the riot is a picture of the wall
b. *whiöh wall do you think that the cause of the riot is a picture of r?
c. *which picture of the wall do you think that the cause of the riot is t?
d. *I don't think that the cause of the riot is any picture of the wall
e. *who thinks that the cause of the riot is which picture of the wall?

We find these parallels important, but will stick to the TopP approach to SPCs here since it allows us to explain,
besides these extraction restrictions, the constraints in the domain of tense, modality, aspect, modification/negat-
ion, and Subject-Aux inversion as well - constraints which, as the reader may verify, are not mimicked by
copular inversion constructions ofthe type in (ia) (see also fn. 28, above, on Locative Inversion; also cf. fn.37).
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the ban on adverbial modification (including negation) of the root clause
the ban on Subject-Aux inversion in the root clause
the ban on extraction of and from the counterweight, both before and after Spell-Out
the ban on embedding under ECM and raising verbs

To our knowledge, this basically exhausts the inventory of characteristics of the (English) specificat-
ional pseudocleft construction that can be pieced together from the literature on the subject.

5.5.5 A left-over

Irt us return to the examples in (185) and (186). The literature on SPCs assigns examples of these

types a star categorically, regardless of whether we are dealing with cases involving NPI connectivity
(i.e., unequivocal Type A cases such as the ones in (185) and (186)) or with plain SPCs like those in
(192) and (193). In our judgement, the examples in (192) and (193) do improve slightly in comparison
with the examples in (185) and (186); but we concur with the standard view that the former are not
impeccable.

n.
o.
p.

q.

In this respect, the call and describe as cases seem to be genuinely different, as we already noted in
section 1 - while (184ab) are out, their plain, NPI-less cousins in (194) are fine:

(re2)
( 1e3)

(te4)

*I believe what John is to be proud
*what John is seems to be proud

I'd call what John is proud

I'd describe what John is as proud
a.

b.

The persistence of ungrammaticality in (192)-(193) versus the contrast between (184) and (194) now
raises a delicate question. We have an account for the ungrammaticality of the examples in (184)-
(186) on a Type A approach, built on the TopP structure in (153). We can extend this account to (192)

and (193) on the tacit assumption that these also feature a structure of Type A SPCs. But the problem

that arises is that there seems to be no particular reason why these examples should necessarily

involve a Type A structure - since these sentences feature neither an undeleted, full-IP
gounterweight nor an NPI inside the counterweight, they might just as well be given a Type B

analysis, it seems; and since Type B SPCs involve a regular small clause structure embedded under a

run-of-the-mill copula, there would then appear to be no reason why embedding under ECM and

raising verbs should fail in (192) and (193). The question is even subtler than this; for the

r gfammaticality of.(194) seems to suggest that in some contexts a Type B analysis should indeed be

assumed.
All in all, while our story for Type A SPCs is solid and complete, our insistence on a two-way

split in the realm of SPCs now seerns to cause us trouble in the account of (192)-(194). While the

main body of our paper has zoomed in on Type A SPCs, we are now forced to consider the questioh:

. 
. 

what aboutType B SPCs?

Note that the context of (184)-(186) and (192)-(194) is not the only one that leads to this question; in
the discussion throughout section 4 we have come across a number of cases in which what was said

there with respect to unequivocal Type A SPCs carries over to a// SPCs with the order wlr<XP. Let us

address this question in the closing section of the paper (which is still tentative and open-ended at this
point).

What about Type B SPCs?

Are all SPCs with wh<XP order of Type A?

6s
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Life with resPpct to the examples in (184)-(186) and (192)-(193) (and a variery of other cases in
which the behaviour of unequivocal cases of Type A SPCs is exemplary of the entire set of SpCs with
an order in which the wä+lause precedes the counterweight) would be simple if a// SPCs with wlr<Xp
order were instances of our Type A - hence would involve a TopP structure of the type in (153).
What would then be left for Type B are cases in which the counterweight precedes the w&-clause.
Suppose we hypothesise this:

(195) a. all and only those SB with wh<W orderare of Type A
b. all and only those SPCs with W<whorder are of Type B

The only empirical fact that would se,em to stand in the way of (195) is constituted by examples of the
§pe illustrated in (194). We seem to be dealing with specificational pseudoclefts here; they have a
wh<W order; but, contrary to unequivocal cases of Type A SPCs, they do allow embedding under
call and, describe as.

So if we take the route defined by (195) we have to analyse (194) in some other way - in
particular, we then have to deny that the pseudoclefts embedded under call and describe as in these
examples are specificational pseudoclefts. Two options then come to mind:

(le6) a.

b.
an analysis of ( I94) in terms of predicational pseudoclefts (PPCs)
an analysis of ( L94) in some hitherto unidentified third way

l'

What flies in the face of an approach along the lines of (196) is the fact that, even though they
do not exhibit NPI connectivity, constructions of the type in (194) do show all other connectivity
effects typical of SPCs (and atypical of PPCs; cf. (198)). In (197) we illustrate this with reference to
BT-A connectivity (but the other connectedness effects in (1)-(3), above, can be reproduced here as
well):

(197) a. I'd call what John is proud of himself
b. I'd describe what John is as proud of himself

(198) what John does is important to l*himselflhiml tppcl

Ii seems, ihln, that the counterweight in (lg4)t(lgl) cannot be classified as a predicateof the w/r-
clause, at least not in the same way that important to him is a predicat e of what John does in (198),
the'latter being entirely parallel to the relationship between important to him and his work in a

t sentence like lrrs work is important to him.
Hence, if (194) is not to be an SPC, the only thing we are left with is the claim that tenium

datur - (194) instantiates a third type of construction, different from both SPCs and PPCs. Though
we will not pursue this possible hypothesis at any depth here, it does seem to us that it would have
something to recommend it. What (196b) would presumably come down to is the idea that proud (of
himselfl in (194)(197) is a label of sorts - a label assigned to the wft-clause, paraphrasable in terms
of a noun phrase headed by nouns like qrulification or label, as in the example in (199):

(199) I'd give what John is the qualification/label "proud of himself,

Hete, prou"d of himself seems to behave neither like a predicate nor like an argument. Possibly,
sentences of this type instantiate eEtative constructions, whose properties are far from clear (see
Heycock & Kroch 1996 and references there for some discussion of the problems posed by equatives).

(200) possibly, pseudoclefts of the type in (194y(197) are equative pseudoclefts (EPCs)

Whatever the outcome of the discussion, though, the least we can conclude with respect to sentences
like (194) and (197) is that their status as specificational pseudoclefts deserves is less than crystal

(r6
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clear, and that only if one plays the tertiwn non datur gambit do these constructions seriously
undermine the pair of hypotheses in (195) - hypotheses which open up an interesting, restrictive
perspective on the dichotomy between Type A and Type B SPCs.3e

6.2 Corutectivity effects in Type B SPCs

The discussion of (197), feanring BT-A connectivity, also leads us to the broader question of how to
deal with connectivity effects other than the ones which we have accounted for with the aid of our
ellipsis approach to SPCs of Type A - in particular, the effects listed in (1)-(3) in the introduction
(involving the Binding ft*.y, opacity and bound variable anaphora). As we know, these effects, as
opposed to the NPI connectivity case which served as our prime diagnostic throughout the paper,
show up in SPCs in either order: wh<W and XP<wfr alike:

lde dicto or de ref

For the examples in (7a-c) we can be sure that, since undeleted full-IP counterweights are not possible
in clause-initial position in SPCs (cf. (8), repeated below), we are not dealing with Type A SPCs;
hence we cannot reduce the connectivity effects exhibited by these examples to straight c-command in
an elliptical counterweight IP. So some other uty has to be found to accornrnodate the connectivity
effects in SPCs other than those involving NPI licensing (or, for that matter, case connectivity which
we discussed in section 4.1.5).

(7)

(8)

a.

b.
c.
d.

[angry with {hinr"selfl*t i*l*John}] is what he is

[a unicornJ is what John seeks

[a picture of his house] is what rwbody bought
*lany winel was what nobody bought

*[he bought some wine] was what John bought
*[he didn't buy any wine] is what John didn't buy

a.

b.

We may wonder which way to turn to find a suitable approach to SPCs that can give us the
recalcitrant connectivity effects. In the introduction, we listed the three major types of approach to
SPCs that the literature has brought forth: (i) the semantic approach, (ii) the syntactic reconstruction
approach, and (iii) the ellipsis approach. Our analysis is a sophisticated specimen of the third variety;

4nd we {rox that it will not deliver in the case of (7a-c). So we are left with (i), (ii) or some entirely
novel approach. Of the two extant possibilities, the syntactic reconstruction approach seerm out of the
question. After all, we emphasised in the above that the connectivity effects exhibited by SPCs split

. " They do of.course raise the question as to rräy these linearity statements should hold. The fact that Type

..' A SPCs can only feature a wh<W order follows from the TopP analysis in (153); but the converse claim,
inherent in (195), that Type B SPCs have a rigid )(P<wft order does not follow from anything we have said so
far. The structure we have proposed for Type B SPCs (following Heggie 1988, Heycock l99l) - given in (2)
in the main text" repeated below as (i) - is a predication structure in which the wh-clause functions as the
predicate of the counterweight XP.
(i) fsc [suu3=1 countweight] [n"ai-, w]r-clausell
Deriving the XP<wlr order from this base structure is of course entirely straightforward; the inverse, wlr<XP
order could önly be derived from (i) by applying some leftward movement process to the predicate of the small
clause - presumably an instance of Predicate lnversion. This said, we can ensure a rigid XP<wh order for Type
B SPCs on thp hypothesis that Predicate Inversion fails to apply to the predicate of the small clause in (i),
because the predicate is of the wrong qpe, in a sense to be made precise. Notice that not just any predicate can
undergo Predicate Inversion in English - thus, while (iia,b) are fine, (iic) is ungrammatical. The restrictions on
the types of predicate that can be affected by Predicate [nversion are still largely mysterious; but the possibility
certainly presents itself to group the free relative in (i) together with predicates like a doctor in (iic), and to thus
rule out wä<XP. orders for Type B SPCs as a reflex of general restrictions on Predicate Inversion. We leave this
possibility, and the further questions that it raises, as a topic for future investigation.
(ii) a. the best doctor in town is John

b. the doctor is John
c. *a doctor is John
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out into two separate classes - those involving NPI and case connectivity versas all the others. Now,
precisely because the syntactic reconstnxction analyses proposed by Heycock & Kroch (1996) and
Bo§koviö (1997) by their very nature generalise over all possible cases of connectedness (since they
reshape the S-structure pseudo<left into a simple IP at I-F), they have no obvious tools to make the
desired split.

More promising would seem to be a particular development of a senumtic approach to a
subset of connectivity effecs, along the lines of §harvit (1997). Such an approach can, in principle, be
tailored precisely to the needs of the empirical lie of the land - those connectivity effects that persist
in all SPCs regardless of their word order and regardless of the syntactic environment in which the
SPC shows up will conre under the umbrella of semantic connectivity, while those whose distribution
is exactly that of Type A SPCs are of a fundanrentally syntactic nature (as we have shown at length in
these pages). Ultimately, then, the facts of pseudocleffs will teach us precisely which connectedness
effects belong to the syntax and which do not. It will then be up to semantic theory to appropriately
delineate the class of semantic connectivity effects (as distinct from their syntactic cousins). Obvious-
ly, undertaking a p§ect which will yield an appropriately explicit sernantic theory of connectivity is
well beyond the scope of the tasks we had set ourselves at the outset of this paper. We will therefore
leave this issue as a topic for future research.
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1 Introduction: The problem of copular sentences

The apparent ambiguity of the copula in English and other languages has long posed
a problem for linguists and philosophers. In (1a), where the postcopular phrase is
clearly predicative, öe appears to ma,ke no semantic contribution other than bearing
tense information; in (1b), where the postcopular phrase is referential, öe appears to be
a predicate of identity or equation.

(1) a. Kim is happy/a nurse/president of the association

b. The cause ol his illness was this virus here.

As first pointed out in Higgins L973, whatever analysis is given to copular sentences like
(1b) should also be given to pseudoclefts like (2):

(2) What caused his illness was this virus here

A central question that has to be resolved in the analysis of copular sentences, then,
is whether the copula is indeed ambiguous between these two interpretations. Settling
this question is crucial to understanding pseudoclefts. Only when the basic structure of
copular sentences has been established do we have a foundation for the explanation of
the well-known but highly problematic connectivity facts that make this construction
so important to understanding the synta;r/semantics interface.

The outline of our talk is as follows: We will briefly review recent analyses that
resolv6 the ambiguity of the copula by proposing that it has only the first of the two
readings discussed, that is, that it is always an essentially meaningless element bäaring
only tense information. Under these analyses there are no equative sentences: apparent
cases of equation, including pseudoclefts, are treated as inverted predications. We will
present evid'ence that some copular sentences, at least, have to be treated as instances
of equation rather than as inverted predications, and that pseudoclefts belong to the
class of equatives. Having established the existence of equatives, we will then address
the question of whether inverted copular sentences also exist. The strongest evidence
for the existence of inverted sentences appears to be the inverted agreement pattern
noted for Italian in Moro 1990, 1997. We will argue that these sentences are indeed
inverted-but that they are inverted equatives, not inverted predicative sentences. In
fact it will emerge that the canonical/inverted distinction is orthogonal to the distinction
between predicative and equative sentences. Crucially for the analysis of connectivity,
pseudoclefts turn out to behave as equatives rather than inverted predicates with respect
to all the phenomena that we discuss.
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2 Copular sentences as inverted or uninverted predica-
tions

We will begin by reviewing very briefly the work of Williams 1983, 1994, 1990, 1997,
Heggie 1988, Moro 1990, 1997. Although these accounts vary to a greater or lesser
extent, they have in common that they attempt to reduce either some (Heggie 1988,
Williams 1997) or all (Moro 1990, 1997, Williams 1997) copular sentences to the pred-
icative type, thus avoiding the problematic ambiguity of öe. This analysis has also been
extended by Willia,ms to cover pseudoclefts as well as non-cleft copular sentences. Thus,
an example like (3a) is ta,ken to involve the leftward movement of the underlying predi-
cate what I uant a tnan to üe past its subject honest,just as (3b) involves the leftward
movement of the culprit past John.

(3) a. [what I want a man to be]; is [5o honest t;]

b. [the culprit]; ir [.55l John t;]

In addition to the fact that this approach allows for a unified analysis ofthe copula,
it has been argued to have other advantages; we have reviewed these elsewhere (Heycocii
and Kroch 1996) and will not discuss them here. For the moment we rvish to concentrate
on the question ofthe reduction ofapparent equatives to inverted predicative sentences.

3 Reasons not to reduce equation to predication

3.1 Pseudocleft free relatives

The first problem with reducing pseudoclefts to inverted predications is that the free
relatives in pseudoclefts do not consistentll' behave like predicates. Recall that under
the inversion analysis the pseudocleft in (4a) is produced by "inverting'' (lb)-in both
orders the predicate is the free relative what she did:

(4) a. What she did was run the marathon.

b. Run the marathon was what she did.

One might expect that this free relative pred.icate n'ould have shorv atypical behäviors
when it has moved to the initial position, as this is not the default position for predicates.
However, in (b) it is in the canonical predicate position and should, therefore, undergo
the same syntactic operations as other predicates. ln fact, however, it does not. As the
following contrast shows, pseudocleft free relatives do not undergo predicate preposing:

(5) a. She said that she would run the marathon: and run the marathon, she

did.

b. She said that she was honest, and honest she was.

' c. * She said that run the marathon was what she would do: and what she

üd, run the marathon was.

Further, ordinary predicates standardl.v appear in small clauses. Thus, correspond-
ing to the copular sentence in (6a), we find the small clause constructions in (6b,c)

(6) a. John is honest.

b. I consider John honest.

c. With John so honest, rve have nothing to fear

?
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Higgins and subsequently Willia,ms note that pseudoclefts do not appear in small clauses:

(i) a. * I consider what John is honest.

b. * With what John is honest, we have nothing to fear

Williams' explanation for this pattern is that small clauses have no landing site for
the inverted free relative predicate. Converselg we would expect a pseudocleft which
has not undergone inversion (the so-called *reverse' pseudocleft, as in Honest is what
John is, to have a small clause counterpart. However, the examples in (8) and (9) are
ungrammatical:'

(8) a. Honest is what John is.

b. * I consider honest what John is.

c. * With honest what John is, we have nothing to fear.

(9) a. Read poetry is what he does best.

b. * I consider read poetry what he does best.

c. * With read poetry what he does best, he'll be a great success.

Interestingly', the examples in (10) ana (t.t) are significantly better:

(10) a. This book is what you should read next.

b. I consider this book what you should read next.

c. With this book what everyone is reading, we'll have to discuss it.

(11) a. That it was raining was what he should have said.

b. ? I considered that it was raining what he should have said.

c. ? With that it was raining what he believed, I expected him to take an
umbrella.

On an inversion account, the contrast is unexpected: all of the small clauses should
be perfect. What seems to be going on is that the examples where the small clause
subject is a noun phrase or a that-clause have a secondary interpretation as predicative
.structures. Like other definite noun phrases, free relatives can function as predicates.
When they do, however, they must have ordinary noun phrase subjects (hence the
ungrammaticality of (8b,c) and (9b,c)), and the resultant sentence is not a pseudocleft.
The distinction between this case and the pseudocleft case is not available to an analysis
that treats pseudoclefts as predicative sentences.

Finally, Williams notes the contrast in (12):

(12) a. Proud of himself seems to be what John is.

. b. * What John is seems to be proud of himseH.

He claims that the (a) sentence is just an instance of subject-to-subject raising, and that
the ungrammaticality of the (b) sentence follows directly under the inversion analysis
if such raising is limited to subjects: specifically, if it cannot apply to predicates. The
facts regarding raising, however, are more complex and make it impossible to maintain
his simple dichotomy.

Firstly, there is ample evidence that unequivocal predicates will raise from a fronted
:osition, as illustrated in (13):
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(13) Especially dishonest seems to have been the Rockefeller family.

Given this example, we no longer expect (12b) to be ungrammatical.
Secondly, an inversion analysis of copula,r sentences in general treats an example like

(1Aa) as inverted-that is, derived by predicate fronting. However, these examples also
freely allow raising, as shown in (l4b):

(14) a. The best player is Kim.

b. The best player seems to be Kim.

In light ofthese facts, it appears that the failure ofraising in canonical order pseudoclefts
is not part of a general ban on raising predicates, whether or not the inversion analysis
is correct. Under any presently available analysis of pseudoclefts it remains a mystery.

3.2 Type ambiguity

By analyzing pseudoclefts and non-cleft "specificational" sentences like (3a,b) as involv-
ing leftward movement of an underlying predicate to the Spec(IP) position, the authors
we have mentioned appear to simplify the grammar. There is only one, unambiguous
öe, and small clauses are invariably Subject-Predicate; the only variation that exists is
that either the subject or predicate can raise.

As happens so frequently in linguistics, however, this simplification is bought at the
expense of complication elsewhere, as shown by the examples in (15):

(15) a. Honest is what I want a man to be.

b. John is what I want a man to be (i.e. he's honest).

Since these sentences are both grammatical, an approach that denies the existence of
equatives is forced to allorv the free relative what I want a man to äe to be ambiguous as

to logical type, so that it can not only be oftype (e,t) as required by (15b), where the
subject translates as a constant, but also oftype ((e,t),t), as required by (15a), where
the subject translates as a predicate. If on the other hand we allow for the existence
of both predicative and equative copular sentences, the t,r'pe of the free relative can
be (e,i) in bottr (15a) and (15b). The difference between them is simply that jn the
first the trvo properties are equated, while in the second the property is applied to the
subject. This result is attractive since (e,t) must be the type of the position out of
which what is extracted.

3.3 Tautologies

This problem arises in an even sharper form in the case of tautologies, like those in (16):

(16) a. When it comes down to it, honest is honest.

. b. In the end, iong is long.

c. You can dress it up if you like, but in the end being dishonest is just being
dishonest.

The syntactic problem here is the same: the adjectives honest,long, dishonest, etc. will
have to be ambiguous as to type: as well as being of their normal type ((e,l)) in these
sentences one of them must be of the higher type ((e,t),t). By hypothesis, this might
be the first or the second one in the sentence, depending on whether it is interpreted as

inverse or canonical.

l'
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These sentences however make it clear that there is also a semantic problem. In
(16a), for exa.mple, honesty is not being ascribed to the property of being honest in.
the way that honesty is ascribed to John in the sentence John is honest. Instead,
this sentence is a tautology, in which the honest property is asserted to be identical to
itself. In order to get this interpretation from a predicative analysis of (16a), it will be
necessary to associate with type-raising of the adjective a change in its meaning, from
honest(x) to be identical to honest{x). In other words, if equation is removed from the
syntax, it has to be put back into the semantics.l

Notice that adopting a predicational analysis of tautologies actually obviates the
need for syntactic inversion in se.called inverse copular sentences including pseudoclefts.
Consider the following example:

(17) What John is is honest

On an inversion analysis of this sentence, the free relative has the type ((e,t),il). But
as Williams (1990) acknowledges, the same free relative must sometimes have the type
(e,t), as in the example:

(18) I am what John is

We have shown that under the predicative analysis one of the occurences of honest in
the tautology (16a) must be of type ({",t),t). \4Ie can now assign the type (e,t) to the
free relative in exampte (17) and the type ((e,t),t) to the postcopular adjective. With
this assignment of types, the sentence is no longer inverse. Like the tautologies, it has'
become syntactically predicative and semantically equative.

3.4 The order of the logic of natural language

Williams (1990) has noted that the type raising operation needed to generate sentences
like (15a) cannot be allowed to apply freely. If it did, we could construct a free relative
Iike (le):

(19) what honest is

out Of(15a) in the same way as we can construct the free relative what I want Qt man
to be ort of (20):

(20) I want a man to be honest.

The free relative (19) should then be a predicate over predibates over predicates (f.e..
a third order predicate); and with it we should then be able to construct sentences Like

{21):

(21) . * What John is is what honest is.

However, such sentences are always ungrammatical and uninterpretable.2
Williams himself gives no reason why such third order predicates are not con-

structable, supposing their non-existence to be a primitive property of natural lan-
guage. Since Williams's higher order predicates are constructed syntactically, however,

lWhy speakers are reluctant to equate lexically diferent predicates (in comparison to their relative
williagflesr to equate entities), however, we do not at present understand.

2This example would be possible under an equative analysis of the post-copular free relative's internal
structure through relativization on the second argument. flowever, the {ree relative clause itself is
equative under this analysis and we know that extraction out ofequatives is not possible (see Heycock
and Kroch 1996).

?
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and since syntactic operations äre generally recursive, the absence of recursive type
raising is actually surprising if the operation is available to natural language syntax.
Under an equative analysis, there is no type raising, hence no need to stipulate a limit
to its application.

3.5 Overgeneration of inverted predicates

The inversion aaalysis for sentences like (15a) also leads to serious difrculties in con-
straining the relevant transformational movement. If phrases of type (e, t) may occur .

in subject position (as they must for (15a) to be gra,mmatical), and if predicates can

move past their subjects (as this analysis crucially assumes) there is no simple way to
account for the contrast between (15a) and the ungrammatical (22):

(22) * Honest is John

Given an equative analysis of (15a), however, there is an easy expianation for the
impossibility of (22). Suppose we assume, along with Williams and Moro, that within
a predicative small clause-whether the complement to öe or elsewhere-the order
Subject-Predicate is fixed. Under an equative analysis, we may further assume, contra
Williams aad Moro, that Spec(IP) in copular sentences is restricted to being the landing
site of the subject of the small clause complement of I, just as it is when I takes a VP
complement with an overt subject, presumably for reasons of minimality. Movement of
the predicate to Spec(IP) is never possible. This analysis is attractive in its simplicity
and we have adopted it in previous work (Heycock and Kroch 1996).

By constraining movement to Spec(IP) in copular sentences in this unmarked way,

we directly explain the contrast between (15a) and (22) and. also that between (23a)
and (23b):

(23)

These examples contain the same phrases as (15a,b), except in the other order. Under
the inyersion analysis, there is no explanation for the clear diference in grammaticality
between them.3 They should both be equally acceptable as inverse predications-note in
particular that the grammaticality of (23a) shows that the phrase what I want a man to
be can occur happily in initial position. Under our equative analysis (23a) is fine because

it is an equation of two predicates (just as (15a) was); (23b) is ungrammatica.l because
it can neither be interpreted as a predicative copular sentence (since Joän cannot be

a predicate) nor as an equative (since the first argument r-s a predicate and therefore
cannot be equated with a constant). It faüs then for precisely the same reason as (22).

Ou.r account has the further advantage of explaining a hitherto unnoticed gap in the
inversion pa,radigm that a Moro-style analysis predicts. Long ago, Higgins 1973 noted
that pseudoclefts behave in almost every way like sentences where a headed relative
clause replaces the pseudocleft free relative. Compare (24a,b) to (15a,b) above:

(24) a. Honest is the one thing I want a man to be.

b. John is the one thing I want a man to be (i.e. he's honest).

3(23b) is possibly marginally grammatical on the reading where Joän denotes some kind of property,
but ofcourse this is entirely consistent with our argument, as it involves coercing the postcopular phrase

into a first-order predicative interpretation so that it can be equated with tohat I want a man to be.

a. What I want a man to be is honest.

b. * What I want a man to be is John.

1
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Clearly, in these o(amples the postcopular expression is a definite NP; and under Moro's
analysis it is just such predicates that should invert. But the *inverted" variant of (2 b)
is ungrammatical:

(25) * The one thing I want a man to be is John.

Of course, for us, (25) is excluded for the sa.me reason as (23b) and as (22): Predicates
can't move to Spec(IP) past their subjects.

Finally, we also have a straightforward account for the failure of inversion in cases
like (26) and (27):

(26) a. I consider Kim the best candidate.

b. Kim is considered the best candidate.

c. * The best candidate is considered Kim

(27) a. %Kim seems the best candidate.

b. * The best candidate seems Kim.

On the assumption that the small clause complements to consider and seern are unam-
biguously subject-predicate structures, it is not obvious how to prevent the movement
of the predicate past the subject in the passive cases if predicates are in general able to
move past their subjects. For us, on the other hand, the ungrammaticality of (26c) and
(27) foliows straightforwardly from the ungrammaticality of the examples in (28):

(28) a. + I consider the best candidate Kim.

b. + The best candidate seems Kim.

4 Where we now stand

4.L Equatives are not reducible to inverted predicatives

To summarize our discussion to this point, we have established the follorving facts:

1. Copular sentences are unavoidably ambiguous; the ambiguity must reside-either
in the logical type of the predicate or in the interpretation of the copular relation.

2. The ipversion analysis, which assumes a univocal copular relation, overgenerates
and provides no explanation for why only those copular sentences in which the
predicate is not of the normal predicate type ((e,t)) allow the "inverted" order..

3. An analysis under which the copular reiation is ambiguous between predication
'and equation correctly predicts, without the need for stipulative constraints on

.type 
shifting, the observed pattern of grammaticality and interpretation.

4.2 Ambiguous copular sentences without ambiguous '(be"

It might seem that we are now in the position of having to posit ambiguity for the copula
itself, given that we argued that both predicational and equative copular sentences exist.
However, we believe that the source of the two interpretations should not be traced back
to the copula: rather there is evidence that the copula is always semantically vacuous.
The difference between the two types of copular sentence is due instead to the existence
of two types of small clause, one predicative and. the other equative.

?

77



The existence of a distinction among small clauses of the relerrant sort was argued
for in Heycock 1994 (although the analysis given in that paper differs from the one that
we have now a,rrived at). In that paper it is shown that, alongside the more familiar
predicational small clauses Iike (29a), we can find in the English rnake construction
'inverse' small clauses like (29b,c), which have the typical equative interpretation:

(29) a. I consider John the real murderer.

b. But if what you say is true, that would make the real murderer John!

c. But if what you say is true, that ma,kes your attitude towards Jones my
attitude towards Davies!

As in the case of copular sentences, the first noun phrase in these equative small clauses
must not be interpreted as a predicate, as n'ould be the case with a non-specific indefi-
nite:

(30) a. ?? If the child dies, that would make a murderer John.
b. ?? A murderer was John.

From the examples in (29), we must conclude that equative semantics is independent
of the presence of the copula. Indeed, there is also evidence, first noted in Heycock 1994,
that equative smaJ.l clauses also occur as the complements to raising verbs other than
öe. The verbs nsrnaz'n and become, to cite the two clearest examples, also subcategorize
for equative small clauses, as illustrated in (31) and (32):

(31) a.

b.

(32) a.

b.

The real problem remains what to do next.

The best solution remains instant retreat.

At this point our real problem becomes John.

The critical problem now becomes horv to set the parameters

1

\Ve will not discuss these examples in detail here. But their existence reinforces the
point that the predicative/equative distinction is independent of be.,a and allows us
to maintain that üe is a raising verb in all cases. Of course, some verbs select only
for pretlicative small clauses, while others can select for either typ".t We con_clude,
therefore, that there are both equative and predicative small clauses. The copula (like
the aspectual verbs become and rcmain) can take either type as its complement: hence
the ambiguity of copular sentences. Clear§ a question that now arises is the nature of
the differenci between predicative and equative small clauses. We have not yet fully
resolved this question. Our speculation is that the equative small clauses involve some
functiona,l head, absent from the predicative cases (this conclusion is reached for copular
sentences in Irish in Carnie 1995, and for independent reasons in Heycock 1994). More
research ii needed on this question. What rse do take to be established, however, is the
location of the ambiguity of copular constructions in the ambiguity of the small clause
complelnent to the copula, and not in any lesica"l ambiguity of the copula itself.

{Other arguments, based on data from Hebrew and Irish, against deriving the two readings of
copular sentences from lexical ambiguity of the copula can be found in Doron 1983, Rapoport 1987, and
Rothstein 1995 (for Hebrew), and Carnie 1995 (for Irish).

sWe are not aware of any heads that select only equative small clauses. We have not yet explored
possible reason.s for this implicational asymmetry.

t
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5 Do inverse copular sentences exist?

At this point, we might want to claim that inverted copular sentences simply do not
exist and are ruled out by ordinary locality constraints on movement. But while this
conclusion is correct for many of the cases discussed under the rubric of copular inver-
sion, there aJe cases that force us to a more nuanced position. It turns out that there
are indeed inverted predicative copula^r sentences; but these can be shown not to involve
A-movement to the Spec(IP) position. Furthermore, there is evidence that the most
interesting class ofinverted copular sentence is not the inverted form of a predicational
sentence, as the standard treatment of copular inversion claims, but rather an inverted
equative sentence, surprising though this may seem.

5.1 Predicate fronting in English

Before discussing the most interesting cases, we will first deal with the clea^rest case of
"inversion', the predicate fronting described in Birner 1992 that is found in examples
like (33):

(33) a. The paintings by O'Keefe were wonderful. ??(Even more) impressive were
the murals by Rivera.

b. My last guest was a charmin6 woman. ??(Also) a charming woman is my
next guest.

c. Voting tor the amendment were the senators from Maine.

d. Delinquency is a menace to our society. Also a menace are/*is factory
closings and fascist propaganda.

As these examples show, such predicate fronting requires special discourse context
and typiöally includes an explicit indicator of comparison. The fact that predicates of
all categories can front points to inversion as the correct analysis of this case.

There are other rea,sons, some discussed in Heycock (to appear) and Heycock and
Kroch 1996, that lead to an analysis of ttus construction as movement of the predicate
to a.left-peripheral A-bar position, which we assume to be Spec(CP), rather than to
Spec(IP).

1,. Agreement: ln contrast to the "inverse" copular sentences that we have analyzed
as equatives, in this construction the copula agrees with the postcopular nominal.
even when it is a noun phrase that has been fronted. This can be seen in the
examples (33) above. Note that sentences like (34), which lack the pragmatics of
predicate fronting, also lack the inverse agreement pattern:

(34) The biggest problem it/*are factory closings

This example, however, is a standard case of a Moro-type "inverse copular sen-

tence," which we have analyzed as equative (see Heycock and Kroch 1996).

2. Binding of pronouns: Again in contrast to the Moro-style "inverse" sentences

that we analyze as equatives, these predicate fronting cases allow a pronoun in the
fronted element to be bound by a postcopular quantifier. Thus for example we

find the contrast in (35), where (35a) is an ordinary predicative sentence, (35b) is

an equative (but under the Williams/lr{oro analysis the inverse form of (3Sa)), and
(35c) is an instance of the predicate fronting construction we are now discussing.
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(35) a. Every country in Western Europe was the enemy of its neighbor

b. * The enemy of its; neighbor was [every country in Western Europe];.'

c. (In the late 19th century Japan became a threat to its neighbors.)
Also a threat to its; neighbors n'as [every country/more than one
country in Western Europe];.

The possibility of binding is identical betweea the canonical predicative sentence
in (a) and the predicate'fronting example in (c). This suggests that (c) involves
leftward A-bar movement of the predicate, since it is known that such movement
does not interfere with binding relations.

3. Embedded contexts: As expected if the predicate fronts to Spec(CP), this
construction cannot in general appear in embedded clauses, as shown in (36)*(32)

(36) a. If the Picasso paintings are also interesting, we'll stay on.

b. * If also interesting are the Picasso paintings, we'll stay on.

(37) a. I wonder whether the Picasso paintings are also interesting.

b. + I wonder whether also interesting are the Picasso paintings.

Again as expected, the construction does appea.r in one embedded context-
precisely where we have independent evidence for CP-recursion (Iatridou and
Kroch 1992):

(38) a. I think that the Picasso paintings are also interesting.

b. I think that also interesting are the Picasso paintings.

4. Subject-Aux Inversion: Finallg the fronted predicate cannot invert with the
auxiliary in a yes-no question, again as expected if it occupies Spec(CP):

(39) a. Are factory closings also a menace to society?

b. * Are also a menace to society factory closings?

Note that the patterns in (36)-(39) contrast sharply with the behavior ofequative
sentences, which occur freely in these environments:

(40) a. If the biggest problem is factory closings, then we're ok.

b. I wonder whether the biggest problem is factory closings.

c. Is the biggest problem factory closings?

The contrast between the behavior of the predicate fronting cases and the Moro-style
"inverse copula" cases supports our analysis ofthelatter as equative and as non-inverted.
As far as we know, there are no other cases to consider in English. Hence, we con-

clude that English has both inverted and canonical order predicative sentences but only'
canonical order equative sentences. The agreement facts show that there are no inverted
equatives, that is to say, equative sentences in which the second argument of the equa-

tion function is fronted, as predicates are fronted. \\'e might ask, then, whether this
gap in the paradigm is language particular or follows from properties of UG. To answer
this question, we must look at other languages. A crucial case turns out to be Italian,
where the facts are just different enough from English to be interesting.

Compare the English sentences in (41) sith their Italian counterparts in (42):

a'
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(41) a. I am the Kiog of Frarrce.

b. The King of France is rne.

(42) a. (Io) sono il re della Francia.
(I) arn the kiag of France

I a,m the king of Flance.

' b. Il re della Elancia sono io.
the king of France am I
The king of flance is me.

The canonical order (a) sentences are exactly parallel but the (b) sentences show the
opposite patterns of agreement. We have claimed that the English (41) and sentences
like it are equative; and Moro claims that the Italian (42) and its ilk are inverted
predications, an analysis that is certainly suggested by the agreement pattern and case
ma.rking on the pronoun. At least pa"rtly in the pursuit of theoretical simplicity, Moro
has further claimed that the English example, despite its agreement pattern and the
case marking on the pronoun, is an inverted sentence. This latter claim our evidence
has undermined; what are we then to make of the Italian case in (42b)?

5.1.1 Predicate inversion in Italian

Given the agreement pattern in (42), one obvious move would be to propose that the
Itaüan example in ( 2b) is not in fact parallel to its purported English "counterpart"
(41b), but rather that it does involve predicate inversion: that is, il re della Fmncia
originates as the predicate of a small clause, as proposed by Moro for both the English
and the Italian case. There are however reasons to reject this proposal.

First, the constraints on what kind of element car. occur in the precopular position
in Italian appear to mirror exactly the constraints that we discovered in English: that is,
adjectives and non-specific indefinites cannot occur freely in this position. In the English
case we argued (Section 3.5) that this constraint demonstrated that the predicate of a
small clause cannot in fact move past its subject into the Spec(IP) position; the onl1,
casds'that are grammatical are those that can be interpreted as equatives. . BUt this
argument should then also hold for Italian.

Second, the point just made is strengthened considerabll' by the observation that
Italian does have the type of predicate fronting that we have seen for English (Section
5.1)-and ii behaves in the same wa]' in contrasting with the construction in (42b), in
all respects except agreement:

1. Binding of pronouns: As we saw in the English examples in (35), in clear
'cases of predicate fronting a pronoun in the fronted predicate can be bound by a
postcopular quantified noun phrase, as is typical of A-bar movement. The same

lhenomenon can be observed in Italian, as exemplified in (43):

?

(43) a. OSoi pa€se nell'Europa dell'Est era il nemico del
every country in-the-Europe of-the-East was the enemy of-the
proprio vicino.
own neighbor
Every country; in Eastern Europe was the enemy of its; neighbor.

-T
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b. * [ nemico del proprio vicino era ogni pa€se nell'Europa
the enemy of own neighbor was every country in-the-Europe
dell'Est.
of-the-East

The enemy of itq neighbor was [every country in Eastern Europe];.

c. Alla fine del 19-esimo secolo il Giappone divenne una
at-the end of-the 19th century the Japan became a

minaccia per i propri vicini. Una minaccia per i propri
menace for the own neighbors a menace for the own
vicini era anche ogni pa€se nell'Europa dell'Est.
neighbors was also every country in-the-Europe of-the-East
At the end of the nineteenth centry Japan became a threat to its
neighbors. AIso a threat to its; neighbors was every country; in
Eastern Europe

2. Embedded contexts: Just as in English, the construction in (a2b) shows no
subordinate/main clause asymmetry, while the the predicate-fronting construction
does:

(44)

(45)

(46)

a. Se tu sarai il vincitore, tr€ sarö lieto.
if you are the winner of-it will-be glad.

If you are the winner, I'll be delighted.

Se il vincitore sarai tu, ne sarö }ieto.
if the winner are you of-it will-be g1ad.

If the winner is you, I'[ be delighted.

a. Se gli afreschi di Giotto sono pure imponenti, noi rimaniamo.
if the frescos of Giotto are also impressive we rvill-stay
If the frescos by Giotto are also impressive, we'll stav on.

b. ?? Se pure imponenti sono gli affreschi di Giotto, noi rimaniamo
if also impressive are the frescos of Giotto we rvill-stay -

If also impressive are the frescos by Giotto, we'll stav on.

Penso che gli affreschi di Giotto siano imponenti.
think that the frescos of Giotto are impressive

I think that the frescos by Giotto are impressive.

Penso che pure imponenti sono gli affreschi di Giotto
think that also impressive are the frescos of Giotto
I think that also impressive are the frescos by Giotto.

b.

a\

? Again'exactly as in English, and exactly as expected if the construction in (a5b)
involves A-bar movement to Spec(CP), the asymmetry disappears in contexts
where CP-recursion carr occur:

a.

b

We conclude that predicate fronting does exist in Italian, but that it contrasts with the
construction in (42b),leaving us to search elsewhere for an analysis of the latter.
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5.1.2 Equative inversion

Given that we cannot analyze the Italian example (a2b) as predicate inversion, and
also given that it shares marry properties with the English example in (alb) which we
have analyzed as an uninverted equative, we might attempt to make Moro's move of
assimilating the English and Italian examples, but in the other direction, and claim
that ( 2b) is an uninverted equative, despite the agreement pattern and case marking
on the pronoun. However, while it s'ould certainly be possible to design a system of '
case marking and agreement that would allow this analysis, the move seems implausible.
This intuition is strengthened by the following striking set of data.

In English, we find a clear contrast in the acceptability of the examples in (aZ)-(48).
If the antecedent is an equative sentence, then the subject of the consequent may be
coreferential with the subject of the antecedent and produce a natural continuation, as

in the (a) examples. If, however, the subject of the consequent is coreferential with the
postcopular noun phrase in the antecedent, the resulting sentence is infelicitous, as in
the (b) examples:

(47) a. If I were the king of France, I would be rich.

b. # If I were the king of France, he would be rich.

(48) a. If the king of France s'ere me, he would be poor.

b. $ If the king of France s-ere me, I would be poor.

In Italian, there is also an asymmetrf in interpretation. In canonical order sentences.

the asymmetry is identical to the one found in English:

(49) a. Se (io) fossi il re della Francia. sarei rico.
if (I) were-ls the king of France wouid-be(1s) rich

If I were the king of France, I r,r'ould be rich.

b. f Se (io) fossi il re della Francia, sarebbe rico.
if (I) were-1s the king of France rvould-be(3s) rich
If I were the king of France, he would be rich.

By contrast, in the cases Moro calls inverted. the natural example has the §ubject of
the consequent coreferential with the postcopzlar noun phrase:

(50) a. Se il re della Francia fossi io, sarei rico.
' if the king of France were(1s) I would-be(ls) rich

If I were the king of France, I would be rich.

b. $ Se il re della Francia fossi io, sarebbe rico.

. if the king of France were(1s) I would-be(3s) rich

If I were the king of France, he would be rich.

This pattern suggests that in Italian examples like (50) the postcopular noun phrase is

the grammatical subject, as Moro claimed.
For at least some speakers of Italian, there are Ita.lian examples that parallel the

English ones in both word order and interpretation of the consequent clause:6

6A|t our informants agree that the option of having a canonica] order equative in rvhich the post-

copular, accusative.marked noun phrase is a pronoun is significantlY worse in main clauses than in
subordinate clauses. Some reject this pattern in main clauses outright, others consider it merely de-

graded. We speculate that this type of canonical order equative may be stigmatized in the standard

language.

?
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(51) a. Se il re della Francia fosse me, sarebbe povero.
if the king of France were(3s) me would-be(3s) poor
If the king of France were me, he would be poor.

b. # Se il re della Francia fosse me, sarei povero.
if the king of France were(3s) me would-be(1s) poor
If the king of France were me, I would be poor.

In these exa"rnples, which are non-standard in flavor, agreement follows the English
rather than the standard Italian pattern. The data in (49)-(51), taken as a whole, argue
that agreement in Italian is a reliable indicator of subject status. We must therefore
conclude that in our original example (42b), just as in (50a,b), the postcopular noun
phrase is in fact the subject of the clause, hence that the clause is inverted.

At this point, we have reached the following conclusions about Italian examples like
@2b)z

L. These sentences are not gxamples of predicate inversion.

2. These sentences are not examples of canonical order equatives.

3. The subject of these sentences is the postcopular noun phrase

'We are, therefore, led to the following hypothesis: examples like (a2b) and (50a,b) in
Italian are the case that has been missing so far: thel'' are inverted equatives. The fact
that they are equatives explains why the initial noun phrase is subject to the same kind
of constraints as the initial noun phrase in the (canonical order) Englsh equatives; the
fact that they are inverted explains why the agreement is rvith the postcopular noun
phrase.

5.1.3 The nature of equative inversion.

Having proposed that examples like (42b) are inverted, we are left a'ith the obvious
question of why this construction occurs in Italian but not in Engüsh. And having
conclgded that the word order in these examples is not due to predicate inversion, we
neeä a mechanism for generating the inverted order. Since rvhatever mechanism rve

propose to handle the Italian case must be prevented from applying to English, these
two issues are inextricably related.

Ideally the solution to our problems should follow from an independently attested
difference or difierences between the two languages. Indeed, rvhen rve compare the.
structure of simple clauses in Italian to the structure of corresponding English clauses,
the most striking difference we find is in the position of the subject. In English, the
subject always appears in Spec(IP), hence preverbally. But in Italian the subject is
often lower in the structure, and postverbal (Burzio 1986):

(52). a. John arrives.

b. Arriva Giovanni.
arrives Giovanni
Giovanni arrives.

The obvious conclusion is that the subject in an inverted equative sentence in Italian
occupies the same postverbal position as the subject in sentences tike (52b). Indeed, we
find that in copular sentences both noun phrases mal'occur after the copula, an order
ruled out in English:

i o

('
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(53) Se fossi io il re della Flancia ...
if were(ls) I the king of France

If I were the king of France . ..

At this point we have an e.nswer to the question of why English doesn't allow inverted
equatives: in English the feature content of Infl is such as to force movement of the
subject to Spec(IP), a preverbal position.

What now remains to explain is the leftward movement of the noun phrase il rc
della Frv,ncfa in (42b), and the tailure of such movement in English. Suppose that we
take this movement to be an instance of scra"rnbling. As we have seen, this movement
cannot a,ffect predicates-the only way that predicates move leftward is by the type of
A-bar movement that we have already discussed, which has quite distinct properties. It
is a known fact about scrambling that it essentially only applies to definite noun phrase
argumentsl just the type of expression that is moving in these inverted equatives.

F\rrther, a scramblng analysis can ofer some insight into the following curious gap
in the paradigm. We have analyzed example (42b), repeated here as (54), as involving
scrambling of the second noun phrase in an equative small clause past the (unmoved)
subject:

(54) I1 re della Francia sono io.
the king of France am I .. .

The king of France is me.

We have also indicated that some of our informants also accept the type of canonical
order equative in (55):

(55) 11 re della Francia ö me.
the king of France is me

The king of France is me.

We would then expect to find an inverted version of (55); even those informants who
allow (55), however, reject (56):

(56) . + Me ä il re della Francia.
me is the king of France

The king of France is me.

Note, however, that the independent pronoun rne is a tonic pronoun. It is a general fact
about scrambling that it does not afiect stressed elements, but rather correlates witii
destressing. Given than a tonic pronoun cannot be destressed, this conflict can at least
begin to explain the ungrammaticality of (56) for all speakers.

Unfortunately, the analyses of scrambling that are available do not make entirell'
clear the relation between scrambling and standard cases of A or A-bar movement. So

we cannot rely on established theory to explain wh1' scrambling is possible in Italian
but not in English. Note that if scrambling were possible in English we would expect
to find exampies like (57):

(57) ?? The king of France that man is.

While this word order is marginally possible in English, it arises oui of A-bar movement
of the postcopuiar noun phrase, not via scrambling. as can be shorvn by the ungram-
maticality of (58):

(58) * ... because that man the king of Prance is
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6 Conclusion

In summary: we have argued in this paper that copular sentences can be either pred-
icative or equative, and that the latter cannot be reduced to an inverted version of
the former. We have, however, daimed that this distinction should not be attributed
to any lexica.l ambiguity in the copula itseH, but rather to the existence of two types
of small clause, both of which can occur as complements to the copula (as well as to
some other heads). Inversion, in the sense of movment of the second element in a small
clause past the subject of that small clause, does however occur. In the case of predica-
tive small clauses, the only way that inversion can arise is through A-bar movement of
the predicate to a position higher than Spec(IP)-presumably Spec(CP). This kind of
predicate fronting we have seen in both English and Italian. Inversion out of equative
small clauses also occurs, but this is only possible if the subject of the smali clause is
not forced to move (as is true in Italian) and if the language allows the operation of
scrambling.
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'Pseudosluicing':
Elliptical clefts in Japanese and Bnglish

Jason Merchant
University of California Santa Cruz and Uil-OTsrutrecht Universiteit

This paper examines apparent cases of sluicing in Japanese and concludes
that these do not instantiate sluicing as found in English, but rather a kind of
reduced cleft in which the pivot is a wh-phrase. An attempt to extend this
analysis to English sluicing is shown to encounter severe difficulties.
Finally, the structure of the cleft in English is considered, where it is argued
that the cleft is a CP complement to äe with the pivot adjoined; a number of
correct predictions are shown to follow from this analysis.

I Introduction

The primary question which this paper seeks to answer is the following: When is a
sluice not a sluice? Sluicing is an elliptical construction in which the sentential part of a
constituent question is missing, as illustrated in (1) for English and Japanese.

(l) a. Abby saw someone, but I don't know who.
b. Abby-ga dareka -o mi-ta g4 watashi-wa dare ka wakaranai.

A -nom someone-accsee-pasrbutl -topwhoQknow.not

As is always the case in analyzing elliptical structures, it is a non-trivial task to
determine what the structure of the missing material is. Two proposals will engage our
attention here. The first, following the majority of work on sluicing in English,
considers the missing IP source of the wh-phrase to be identical in all relevant respects
to some antecedent IP in the discourse-in ( 1), the frst conjunct. This IP is supplied
either at the level of interpretation by some interpretative mechanism which copies in the
content, or is deleted in the phonology under an identity relation which is established at
the level of interpretation. In either case, then, the elided material will resemble the
struck-through text in (2):

(2) Idon'tknowwho [@]. sluice

The second proposal considers the source of the ellipsis not to consist
necessarily.of full sentential material, but rather to have the struchare of a cleft whose
pivot is an extracted wh-phrase, as in (3). This type of ellipsis I will call
'pseudosluicing', as it gives rise to structures seemingly indistinguishable from sluicing
as in (2).

(3) Idon'tknow who [i@]. pseudosluice

This paper was presented at the Workshop on the Syntax and Semantics of @seudo)clefts, Zentrum für
Allgemeine Sprachwissenschaft, Berlin, Gennany, in November 1997. Many thanks to the organizers
for the opportunity to present this work and to the audience there for helpful comments. Also thanks
to Anastasia Giannakidou for discussion, to Motoko Katayama, Kazutaka Kurisu, and Satoshi Tomioka
for their judgments and suggestions, and to Mika Kizu and Junko Shimoyama for extremely helpful
discussion of the Japanese data and their respective analyses. Section 5 owes a special debt to
correspondence with Jim McCloskey, who should not however be held responsible for any of the
implementation found there. This work was supported in part by a Fulbright grant to the author.
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Both derivations, in other words, potentially give rise to structures like (l). In
the following sections, I develop a number of diagnostics to distinguish the two, and
argue that what appears to be sluicing in Japanese as in (lb) is in fact pseudosluicing,
following much recent literature on this subject. In English, on the other hand,
structures like (la) are true sluicing constructions corresponding to derivations like (2);
pseudosluicing does not exist in English.

2 Background on sluicing

Sluicing has been the subject of a number of studies, mostly syntactic, since
Ross's original investigation of the domain (Ross 1969, Rosen 1976, Irvin 1982,
Chao 1987, Lobeck 1991, 1995, Chung, Ladusaw, and McCloskey 1995, Ramos-
Santa Cruz 1996, Romero 1997, among others). Here I will not provide a systematic
overview of the various analyses that have been proposed, since for the most part, ttle
exact details of these will be irrclevant for the points to be made here. Instead, I will
limit myself to a brief exemplification of two of the distinctive properties of sluicing that
will play some role in the argunentation in the following sections.

Examples of sluicing are given in (4); the wh-XP, embedded or not, can be of
almost any type that occurs in non-elliptical questions.

(4) a

b
c
d

. Jack bought a flag, but I don't know {where/how/why/when/for
who(m) / on what dayl.

. Abby bought something, though it's unclear what.

. Mark baked a cake for someone-guess for who!
. A: She's shouting out the window.

B: Really? Who to?

1

I will assume the following structure for sluicing, which is parallel to non-
elliptical interrogative structures, differing only in that the IP is elided. This is the
strcuture most researchers have defended or assumed for sluicing (see however
Ginzburg 1992for a differing view).

(s) cP

The syntax of (5) follows the general pattern of the syntax of ellipsis, following
Chao 1987, Lobeck 1991,1995, Saito and Murasugi 1990, among others (see Potsdam
1997 for references and discussion). Under this view, adopted here as well, the ellipsis
site is an empty category in the syntax, licensed by an appropriate (agreeing) head. In
sluicing in particular, the wh-XP in SpecCP agrees with Co, allowing this C" to license
the empty IP. This analysis is designed to account for the general contrast between the
constituent wh (agreeing) complementizer (null in English), which licenses the elliptical
IP, and non-agreeing complementizers (the polar Co and the declarative Co), which do
not license such ellipsis, as illustrated in (6). (But cf. Giannakidou and Merchant (to
appear) for a complication in this picture, which we will ignore here for simplicity.)

lwhl

?

I+Q] IP
I

e
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Under this conception, the resolution of the ellipsis is effected at LF by copying
in an appropriate antecedent (here, an IP). See Chung et al. 1995 for details with
respect to sluicing, and also Reinhart l99l and Hazout 1995 for IP-copy in other
constntctions.

The second feature of sluicing that will be of relevance to us here is its apparent
insensitivity to strong (syntactic) islands, as first noted by Ross himself. Sluicing of
arguments with overt antecedents (usually indefinites) can apparently cross islands, as
(7) through (11) demonstrate.

(6)

(7)

(8)
(e)
(10)

(11)

The Pentagon leaked that it would close the Presidio, bu"t ...
a. no-one knew for sure when.
b. *no-one knew for sure { whether I if / that } .

*I can't remember who Max said he'd leave if 
- 

shows up
*Guess which he'd like to find joumal entries that describe *.!
*But he wouldn't say what he is angry because Hanako bought 

-.*Sandy wouldn't tell us which problem she was trying to work out which
students would be able to solve-.
*I'm not sure which countries that _ would vote against the resolution has been

' 'widely reported.

Max said he'd leave if somebody from his class shows up, but I can't remember
who.
He'd like to find journal entries ttrat describe a certain sea battle-guess which!
Taroo is angry because Hanako bought something, but he wouldn't say what.
Sandy was §ing to work out which students would be able to solve a certain
problem, but she wouldn't tell us which one. [Chung et al. 1995:(79a)]
That certain countries would vote against the resolution has been widely
reported, but I'm not sure which ones. [Chung et al. 1995:(79b)]

These contrast starkly with their unelided counterparts, given in (12)-(16). This
is one of the strongest arguments for taking the resolution of ellipsis in sluicing to be
the result of an LF-copying mechanism (or equivalent interpretative mechanism), and
notthatof PF-deletion. If ellipsiswere simply PF-deletion, and island violations are a
result of syntactic (pre-Spell-out) movement, the examples of sluicing in (7)-(11)
should be as degraded as their non-elliptical counterparts as in (12)-(16).

(12
(13
(14
(1s

)
)
)
)

( 16)
1

t

Keeping these features of sluicing in mind, let us now turn to the question of' sluicing in Japanese.

3 (Pseudo)sluicing in Japanese

The existence of a sluicing-like construction in Japanese was first noticed by
Inoue'1976,1978, who gave examples like that in (17).

(17) ' Dareka-ga sono hon-o yon-da Ea, watashi-wa dare ka wakaranai
someone-zomthatbook-acc read-past but,l-top who Q know.not
'Someone read that book, but I don't know who.'

This section reviews recent arguments for and against treating such examples on
a par with English sluicing, and concludes that the evidence tells heavily in favor in

l'
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3.1 Overt wh-movement in Japanese?

Takahashi 1993, 1994 assumes a PF-deletion approach to sluicing, a16 argues
that examples like (17) instantiate a kind of overt wh-movement in Japanese-normally
a typical wh-in-situ language-, drawing a parallel to scrambling of wh-XPs in general.
In other words, 'scrambling' of a wh-XP to SpecCP counts as wh-movement. Under
this analysis, the sluiced clause will have the stnrcture in (18), as we saw above, fully
equivalent to their English counterparts on the standard analysis.

(18) The sluiced CP = ... [", dare, [*+r@ ka]
who that book-acc rcad-pasr Q

'... who read that book.'

If this assimilation to English sluicing is correct, we expect at least the following
two points to hold. First, all stmctures of the elliptical form in (17) should pattern with
wh-agreeing English-type sluicing (cf. (6)). Second, there should obviously be no
viable altemative derivation for (17), since the only real motivation for positing overt
movement to SpecCP, which is apparently otherwise unattested in Japanese, is to
account for these structures (see Nishiyama et al. 1996 for arguments that wh-
scrambling involves adjunction to IP, not substitution into SpecCP). Unfornrnately, as
we will see below, neither of these points goes through.

3.2 Wh-XPs stay put: The 'sluice' is a pseudosluice

Responding to Takatrashi's analysis, a number of authors (Shimoyama 1995,
Kuwabara T996, Nishiyama et al. 1996, Kizu 1997\ have independently proposed to
account for structures like (17) as a kind of reduced cleft. I will call such a reduced
clefts a pseudosluice, defined extensionally in (19).

(19) Pseudosluic€ =a.r An elliptical construction that resembles a sluice in having
only a wh-XP as remnant, but has the structure of a cleft,
not of a regular embedded question.

For the Japanese example above, then, the proposed structure is as in (20).

(20> ' The sluiced CP = ... le fw pro dare dalde+r*l kal
who be-pres Q

'... who it is.'

The two salient features of Japanese that led to the confusion of true sluicing
with pseudosluicing are the following: first, Japanese is a null-subject (hence null-
expletive) language, and second, Japanese allows optionally for omission of the copula
in embedded sentences. The exact analysis of these two properties is not relevant here,
and I will assume for expositional purposes that both null expletives and the null copula
are given in the lexicon, though nothing hinges on these assumptions.

The main prediction of this approach is simple: we expect that the restrictions on
a whgivot of a cleft will be the same as on the wh-XP in Japanese 'sluices' (i.e.,
pseudosluices). The greater part of the work of Shirnoyama 1995, Kuwabara 1996,
Nishiyama et al. 1996, and Kizu 1997 is devoted to showing tirat this prediction is
correct. After a brief review of clefs in Japanese, we turn to a presentation of these
authors' evidence.

9l
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3.3 Some background on Japanese clefts

I-et me begin by introducing a piece of descriptive terminology which will be
useful in discussing clefts (and pseudoclefts, though these will not figure in the
discussion here), given in (21):

(21) pivot =0., The XP in 1. clefu: it ... be XP [relative clause (Jike constituent)]
2. pseudoclefu: [Free relative (-like constituent)] beW

The term pivot is meant to be neutral with rcspect to the question whether the XP in
clefu and pseudoclefts is necessarily a focus, or the like, and is also meant to apply
regardless of surface word order (since the XP in both clefu and pseudoclefts may be
displaced to some extent). This will spare us awkward locutions like 'the post-copular
DP/PP/etc.', which wouldn't properly generalize to languages like Japanese in any
case.

What are called clefts inJapanese have the structure given schematically in (22),
where _ indicates a gap, NM marks the nominalizing complementizer -no (sen Kuno
1973, McCawley 1978, Horie 1997), -wa is the topic marker (sometimes the
nominative marker -ga is found instead, though we will not consider such cases here),
and da is the present tense copula (other forms are found as well). The pivot may be a
DP or a PP.

(22) [", [,0 ]-nol-wa fttivotl da
NM rop copula

Most of the properties of clefu in Japanese will not concern us here (see Hoji
1990, Inoue 1976, and section 5 for discussion of the stnrcture of clefts). For our
purposes, only two properties will be relevant: the status of case-markers on pivots and
the fact that clefts in Japanese, as in English, show island sensitivity.

Although the case markers -ga (nom), -o (acc). and -ni (dat) are not necessarily
omitted in Japanese (though especially -o is frequently dropped in colloquial speech),
there is a very strong preference to omit them when the nominal to which they would be
expected to attach is the pivot of a cleft. This restriction is illustrated in the following
examples:

(23) ' a. Bungo-ni Aya-o syookaisita no-wa [Kota-(*ga)] da.
b. Kota-ga Bungo-ni syookaisita no-wa [Aya-(??o)] da.
c. Kota-ga Aya-o syookaisita no-wa [Bungo-(?ni)] da.

K-nom A-accintroduced C+op B-dat is
.'It's [X,] that Kota introduced Aya to Bungo.'

There is some variability among speakers in judging the acceptability of case-
markers on pivots, and this variability is also attested in the literature. My informants
rejected -ga and -o on pivots, but were less sure concerning -ni. This corresponds
closely to the data reported in Nishiyama et al. 1996, who mark -ga and -o on the pivot
with x, and argumental -ni with ? (their (19)). Hoji 1990 gives examples without a case
marker as grammatical, and [kzu 1997 marks -o with ?? (her (l l)). Shimoyama 1995
sometimes marks -o as fine (her (9) and (10)), though she does note that pivots "with
structural Case markers sound somewhat marginal in clefts" (fn. 5, p. 16), following
the judgments of Inoue 1976, and gives examples with -ga marked ?? and with -o
marked ?. The generalization which I will extfirct from this discussion is simply the
following: Japanese pivots marked with the case markers -ga or -o are highly degraded.
Since there is some variation with respect to -ni, possibly reflecting structural vs.
'inherent' status,I will avoid examples iontaining -nf.

t
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The second propeny of clefu in Japanese which will be relevant for our
discussion is the fact that they, like their English counterparts, show the typical island
sensitivities of unbounded dependencies. This is illushated by the following data,
showing illicit extraction from a relative clause, a temporal adjunct, and a clausal
complement to a noun, respectively

(24) *[6eHanako-ga [pr [o t, Taroo-ni ageta] hitol-ni atta nol-wa kuruma, da.
H-nom T-dat gave gry4.at metC top ear is

lit. 'It's a/the car that Hanako met the guy who gave Taroo _.'
(25) *[gpHanako-ga 

[op [6e Taroo-ga \ katta atode] okotteiru nol-wa kurumq da.
H-nom T-nom bought after is.angry C top car is

lit. 'It's a/the car that Hanako is angry after Taroo bought _.'
(26) *["rTaroo-ga 

[op [", Hanako-ga t, katta toyuu] uwasal-o sinjiteiru nol-wa
T-nom H-nom bought C rumor-acc believe C top

kuruma, da.
car ts
lit. 'It's a/the.car that Taroo believed the rumor that Hanako bought _.'
A final question that we may ask before proceeding concerns the

appropriateness of assimilating these structures in Japanese to English cleft-like
structures, as is done without exception in the literature cited. After all, what we seem
to be dealing with is a nominalizßd clause containing a gap, which is topic or case-
marked as regular DPs are in Japanese (as opposed to relative clauses, for example,
which do not permit such marking). Such a structure would seem to be much more
closely parallel to the English pseudocleft than to a cleft. While an extensive
comparison of the properties of English clefu and pseudoclefts with the Japanese cleft
construction is beyond the scope of this paper, I will draw attention to one interesting
fact which supports the traditional consensus and weighs against equating the Japanese
cleft with the English pseudocleft. Unlike the pivot of clefu, which can easily be a wh-
phrase, the pivot of a pseudocleft cannot be questioned, as the following data show (see
Heggie 1988 and Heycock and Kroch 1997 for some discussion of this fact).

(?7)

(30)

t

a. [What Ben is] is proud of himself.
b. *What is lwhat Ben is]?
a. ?ffio Ben metl was the director of the institute.
b. *{Who/which director} was [who Ben met]?
a. What those brats did was all get in the tub at once. [Hankamer 1974)
b. *I wonder what [what those brats did] was.

There is no difficulty, on the other hand, in wh-extracting the pivot of a cleft:

a. What is it that Ben is?
b. {WhoAilhich director} was it {that/?who} Ben met?
c. I wonder what it was that those brats did.

(28)

(2e)
?

Japanese clefts pattern with English clefts in this regard, allowing wh-pivots, as
demonstrated by the following examples.

(31) a. Sonohon- o. yon-da- no- wadaredesuka?
that book-acc read-past-NM+op who is a
'Who was it that read ttrat book?'
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b. Jon-ga kubinisita-no- ga dare desu ka?
lon-nomftreÄ -NM-zom who is a
'Who is it that Jon fired?'

Obviously, if Japanese clefu were actually counterparts to English pseudoclefts,
this non-parallel would be quite surprising.

Wittr this brief background on Japanese clefts, let us rcturn to the behavior of
'sluicing'.

3.4 Parallels between clefts and pseudosluicing: Case-markers and
islands

The two properties discussed above with respect to clefts in Japanese-
resistance to case-markers on the pivot and island sensitivity-are equally attested in
'sluicing' constructions. This of course is direct evidence that we are not dealing with
sluicing, but rather with pseudosluicing.

First, note that the restrictions on case-markers in clefts are operative in
pseudosluices as well (cf. (23)), as Nishiyama et al. 1996 and Kizu 1997 show:

(32) Dareka-ga sono hon-o yon-da Ea, watashi-wa dare(*-ga) ka
someone-nomthatbook-arc read-past but,I-top who-nom a
wakaranai.
know.not
'Someone read that book, but I don't know who.'

(33) Taroo-ga dareka-o nagutta ga' watashi-wa dare(??-o) ka wakaranai.
T-nom someone-acc hit but l+op who-acc Q know.not
'Taroo hit someone, but I don't know who.' [Kizu 1997: (l la)]

In fact, as Kizu 1997 points out, wh-scrambling actually requires the case-
marker, which is quite damning for a Takahashi-style analysis which assimilates
'sluicing' in Japanese to wh-scrambling followed by PFdeletion of the IP.

(34) ... watashi-wa [dare*(-o)i [e Taroo-ga ti nagutta] kal wakaranai.
I+op who-acc T-nom hit a know.not. ' '... I don't know who Taroo hit.' [Kizu 1997.: (l_lc)]

Second, pseudosluices are sensitive to islands, like clefu and unlike English
sluicing. The data below are Kizu 1997's (22a), (23a), and (2la), respectively.
Shimoyama. I 995 discusses equivalent facts.

(35) *Taroo-ga [Hanako-ga nanika-o katta kara] okotteiru rasii Et,T-nom H-nom something-acc bought because is-angry seems but
watashi-wa nani ka siranai.' I-top what Q know.not
'It seems that Taroo is angry because Hanako bought something, but I don't

. know what.'

(36) *Hanako-ga [Taroo-ni nanika-o ageta hito] -ni atta sooda ga,
H-nom T-dat something-acc Eave person-dat met I.heard but

watashi-wa nani ka siranai.
l+op what Q know.not
'I heard that Hanako met a person who gave Taroo something, but I don't know
what.'

?
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(37) *Taroo.ga [Hanako-ga nanika-o katta toyuu uwasa]-o sinjiteiru ga,
T-nom H-nom somethinguccbought C rumor-acc believe but

watashi-wa nani ka siranai.
l-top what Q know.not
'Taroo believes the rumor that Hanako bought something, but I don't know
what.'

These facts would be extremely surprising under the approach to sluicing
adopted here, where the resolution of ellipsis occurs at LF, especially since it is well
known that Japanese wh-movement at LF in Japanese is not subject to subjacency
(Nishigauchi 1990). Under the pseudosluicing approach advocated here, however, the
ungrammaticality of these examples reduces to the fact that clefu in Japanese do exhibit
subjacency effects. This also entails, as a side consequence which we will not pursue
here, that the ellipsis of the non-pivot of the cleft (the 'presuppositional' part) is not
sufficient to overcome island violations in the syntax.

3.5 Further support for pseudosluicing

This section addresses two further points in the analysis of pseudosluicing as
understood here: the nature of the ellipsis licensing condition, and the absence of the
copula.

3.5. l'Sluices' with non-agreeing complementizers

As noted in section 3.1 above, if Takahashi 1994's assimilation of Japanese
'sluicing' to its English cousin were correct, we would expect that the lic-ensing
conditions on sluicing-style ellipsis identified in Inbeck 1991, 1995 should hold in
Japanese as well. Recall that only wh- (agreeing) complementizers license the ellipsis
of their IP complements (see (6a) above). If this were the case in Japanese as well, we
expect to find that non-agreeing complementizers as in (6b) do not license elliptical IP
complements. As noted by Shimoyama 1995 and Kizu 1997, this prediction is false.
The data here are adapted from Shimoyama's (6b,c) (my informants marked the -o
marker on the pivot as highly degraded).

(38). John-ga dareka-o kubinisita rasii kedo, boku-wa Bill-(??o) ka dooka siranai.
' J -nom someone-acc fted seem but, l+op B-acc whether .know.not

'It seems that John fired someone, but I don't know whether (it was) Bill.'

(3e) John-ga dareka-o kubinisita rasii kedo, boku-wa Bill-(??o) to omou.
I -nom someone-acc flreÄ seem but, l+op B-acc that think
'It seems that John fired someone, and I think ttrat (it was) Bill.'

Given these data, we can safely conclude that there is nothing special about the
C[wh] in Japanese that licenses ellipsis, unlike is English counterpart.

3.5.2 Optional presence of thc copuln

Another point against Takatrashi's analysis is that structures that seem
completely parallel to his 'sluicing' examples, and to those in the previous section,
allow the presence of a copula (and may in some cases require it). In other words, we
must countenance the presence of another construction with essentially the same
properties as 'sluicing', but with a completely different derivation. Shimoyama 1995,
Nishiyamaet al. 1996, and Kizu 1997 aJl give relevant data; (41) and (42) are adapted
from Shimoyama's (6b,c).
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(40) Dareka-ga sono hon-o yon-da ga, watashi-wa dare datta ka wakaranai,
someone-nom that book acc read-past blt,l+op who was Q know.not
'Someone read that book, but I don't know who it was.'

(41) John-ga dareka-o kubinisita rasii kedo, boku-wa Bill da ka dooka siranai.
J -nom som@ne-accfired seembut, I-rop B is whether know.not
'It seems that John fired someone, but I don't know whether it was Bill.'

(42) John-ga dareka-o kubinisita rasii kedo, boku-wa Bill da to omou.
J -nom someone-acc fired seem but, l+op B is that think
'It seems that John fircd someone, and I think that it was Bill.'

Takahashi's account would of course be unaffected if it could be shown that the
copula in such clauses cannot be absent. Unfornrnately, just the opposite is the case: in
embedded clauses in general, the copula can be absent:

(43) Boku-wa [fMotoko-no koibito-ga gakusei (da)] tol omou.
l+op M-gen boyfriend-norr student is C think
'I think that Motoko's boyfriend is a student.'

(44) Boku-wa [[Motoko-no koibito-ga dare (da)] kal siranai.
I+op M-gen boyfriend-zom who is Q know.not
'I don't know who Motoko's boyfriend is.' [Shimoyama 1995:(12)]

But of course the copula is not permitted to 'mark' (co-occur with) an embedded
question:

(45) Boku-wa dare-o Junko-ga aisiteiru (*da) ka wakaranai.
l+op who-acc J-nom love is Q know.not
'I don't know who Junko loves.' §ishiyama et al. 1996:(12))

This fact about the distribution of the copula makes a separate Takahashi-style
sluicing analysis superfluous, since all the relevent structures can be reduced to other,
known parts of Japanese grarnmar. This reduction of pseudosluicing to clefts with wh-
pivots with concomittant copula-drop raises one further question with respect to other
wh-in:situ languages, which we will not investigate here: In wh-in-situ languages
without copula drop, is the copula obligatory in 'sluicing' structures? The initial results
of Nishiyama et al. 1996 and l{rzu 1997 for Korean, Chinese, and Turkish indicate a
positive answer to this question.

The lack of true sluicing in wh-in-situ languages, if this is indeed so, seems to
argue in favor of a PF-deletion approach to ellipsis. It would seem that the proponent
of such an approach need only say that overt wh-movement is a precondition for the
deletion of the remaining IP, though as noted above. the island ameliorations would still
present a problem. As a proponent of the LF-copying approach, I would like to
suggest that this simple conditional (sluicing only if overt wh-movement) is too simple.
Instead, the same results can be derived from the Lobeck 1991, 1995 restrictions on
licensing ellipsis sites (which in her theory are base-generated null categories); if it can
be shown independently, as has often been argued for Japanese, that the necessary
agreeing relations do not hold, we have an independent explanation for the lack of true
sluicing in these languages. On the other side, there does appear to be at least one wh-
in-situ language with true sluicing, Hindi, though space precludes a discussion here.
For these reasons, I do not take the above discussion to necessarily favor a PF-deletion
account of ellipsis over LF-copying.

In conclusion, we have seen that a substantial number of parallels exist between
clefting structures and 'sluicing' (i.e., pseudosluicin_s) structures in Japanese (further

1

, t
J.
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parallels are discussed especially by Kiru 1997: ordering of wh-DP and numeral
quantifiers, multiple rcmnants, and concessive wh-phrases). These parallels cast
serious doubt on the assimiliation of 'sluicing' structures in Japanese to their English
counterparts defended in Takahashi 1994, and support the pseudosluicing analysis
defended by Shimoyama 1995, Kuwabara 1996, Nishiyama es al. 1996. and Kizu
t997.

4 Wh-pivots in clefts: Can pseudosluicing be extended to
English?

In this section, I will consider the obvious next question, posed in the title of
this section: Can the reduction of sluicing to pseudosluicing defended above for
Japanese be extended to English? The answer, we will see, is that it is highly unlikely
that such a reduction is correct.

4.1 Initial considerations

Irt us begin by clearing the way of a potential objection. There is nothing
peculiar to Japanese which allows the ellipsis of the presuppositional (relative-clause-
like) part of a cleft. Such ellipsis seems to be available in English as well @üring 1997
concludes this as well). Compare the following pairs of questions and answers.

(46) a. Q: Who knocked?
A: It was {Alex / me} (who knocked).

b. Q: What did they steal?
A: It was the TV and stereo (that they stole).

c. Q: Why is the bus late?
A: It's because of the traffic (that it's late).

In fact, sometimes the presuppositional partmust be missing:

(47) Q: Who's that?
A: It's me (*that is that).

The nature of this 'ellipsis' is quite different from the head-licensed ellipsis
generally discussed in the literature §P-ellipsis, VP-ellipsis, IP-ellipsis), consisting as
it does of a CP. Since the syntactic requirements on CP ellipsis will not be my concern
here, I will limit myself to pointing out two other cases of CP ellipsis:

(48) a. A: They're late again. B: I know (that they're late again).
b. A: Will she come? B: I don't know (if she'll come).

(49) a. More people came than we thought (would come).
. b. He's sicker than the doctor thought/expectedhe,alizrdladmitted (that he

was).

' But even granting that English licenses ellipsis of CP, it is highly implausible to
assume that the expletive fr present in clefts and the copula could be missing, since these
are not properties found in English (i.e., English is neither a pro-drop nor a null copula
language). In other words, a proponent of such an approach would posit that the clefts
in (46) above should be reduceable as in (50), contrary to fact.

(50) a. Q: Who knocked?
A: *(It was) {AIex / me} who knocked.

?
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b. Q: Whatdidtheysteal?
A: *(It was) the TV and stereo that they stole.

c. Q: '\Mhy is the bus late?
A: *(It's) because of the traffic that it's late.

In general, in fact, short ('fragment') answers do not have the same properties
as pivots of clefts: they do not enforce exhausitivity the way the pivot of a cleft does,
for example, nor do they have the same presuppositional properties. A cleft has a true
existential presupposition (though see Prince 1978, Delin l992for some caveats to this
blanket claim: new information can sometimes appear in the 'presuppositional' part,
especially in performatives in clefu), whereas a question is typically assumed to have a
conversational implicature (Karttunen and Peters 1975, 1976, etc.). This difference is
illustated here with negative quantifiers in answers, which are well-formed, while
negative quantifiers in the pivot of clefu are not (since the assertion contradicts the
presupposition).

(51) a. Q:Whatdidtheburglartake?
A: Nothing.

b. #It was nothing that the burglar took.

(52) a. Q: What did he do to help you?
A: Nothing at all.

b. #It was nothing at all that he did to help us.

These initial considerations cast doubt on any attempt to reduce sluicing to
pseudosluicing. In the next section, I present five other differences which would seem
mysterious under such a reduction.

4.2 Contra the equation 'English sluicing = pseudosluicing'

There are at least five differences between sluicing and cleft questions with wh-
XP pivots. My goal here is not to offer explanations or analyses of these differences-
my point is served simply by showing that they exist, since their very existence makes
any assimilation of sluicing to clefts problematic. These differences concern the distinct
behavior of sluices and wh-pivot clefts with respect to adjuncts and implicit arguments,
prosody, agressively non-D-linked wh-phrases,'mention-some' intepretations, and
West Germanic R-pronoun inversion.

4.2.1 Adjuncts and implicit arguments

The first reason to keep sluicing and clefting distinct is provided by a simple
comparison of the behavior of adjuncts and implicit arguments in these two
constructions. As the data in (53) for adjuncts and that in (54) for implicit arguments
show, sluicing with these is grammatical, but a wh-adjunct or implicit argument is
highly degraded as a pivot of a bare cleft in English. (The cleft versions improve
substantially if the presuppositional part of the cleft is retained, at the risk of prolixity.
The §gnificance of this fact is difücult to assess, however, lacking a better
understanding of what makes wh-adjuncts and implicit arguments ungrarnmatical pivots
in the first place.)

(53) a. He fixed the car, but I don't know how (*it was).
b. He fixed the car, but I don't know why (*it was).
c. He fixed the car, but I don't know when (*it was).
d. He's hidden the jewels, but I don't know where (*it is).
e. He served time in prison, but I don't know how long (*it was).

t t
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(54)

(s5)

(s7)

a.
b.
c.

They served the guests, but I don't know what (*it was).
He said they had already eaten, but I don't know what (*it was).
They were arguing, but I don't know about what (*it was).

4.2.2 Prosody

The second difference comes from the intonational contour associated with
sluicing. Standard cases of sluicing requirc that the greatest pitch accent fall on the wh-
phrase (this connects to the impossibility for secalled 'stress retraction' to occur in
multisyllabic wh-phrases in German under sluicing, as discussed in Merchant 1996).
In wh-pivot clefts, on the other hand, the pitch accent must fall on the copula, as the
following contrasts show.

(56) a. Someone KISSED you, and you can't remember WHO?!?
b. Someone KISSED you, and you can't remember who it WAS?!?
c. *Someone KISSED you, and you can't remember WHO it was?!?

This is actually somewhat surprising, given that in general the pivot of a cleft
must have contain the pitch accent. Note ttrat the above contrasts cannot be simply
reduced to the effects of some version of the Nuclear Stress Rule, or a preference for
the nuclear accent to fall at the end of the utterance, since exactly the same judgments
obtain if the embedded CP is left-dislocated, for example.

4.2.3 Agressively non-D-linkcd wh-phrases

Agressively non-D-linked wh-phrases (as in Pesetsky 1987) cannot occur in
sluicing, though they are unobjectionable as pivots of cleft:

Someone gave me a valentine, but
a. I don't know WHO.
b. I don't know who it WAS.
c. *I don't know WHO it was.

Someone dented my car last night--
a. I wish I knew who!

., b. I wish I knew who the hell it was !

c. *I wish I knew who the hell !

1

The problem in (57c) is not with emphasis on who thz hell, as the well-
formedness of (58) demonstrates:

(58) Who the fmLL do you think you are?!?

4. 2 . 4 The' mention-some' interpretatiortl

Berause of the exhaustivity entailed by the pivot (see Kiss 1996\, only a
'mentbn-all' interpretation (see Groenendijk and Stokhof 1997, sec. 6.2.3 for
discussion) will be compatible with a wh-phrase in the pivot. Thus wh-pivots will be
incompatible with modifiers like 'for example', which explicitly requires the 'mention-
some' interpretation, in contrast to sluicing, which allows such modification. (59a)
illustrates the contrast in embedded sluicing, and (59b) does so for a matrix sluice.

' Thanks to S. Tomioka for suggesting this test
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(59) A: You should talk to somebody in the legal department for help with ttrat.
a. B1: Could you tell me who (*it isl forexample?
b. B2: Who (*is it), for example?

4.2.5 West Germanic R-pronoun inversion

The final differcnce benveen sluicing and clefu comes from a somewhat inüicate
set of facts concerning West Germanic R-pronoun inversion. It is well-known that
certain elements ftnown as 'R-prcnouns' in the literature) can invert with a preposition,
as illustrated in (60) and (61) for German:

(60) a. ?An was denkst du eigentlich? [German]b. Wo-r-an denkst du eigentlich?
where-on think you actually
'What are you thinking of, anyway?'

(61) a. ?Nach was hat es gerochen? [German]b. Wonach hat es gerochen?
where-after has it smelled. 'What did it smell like?'

As observed in Ross 1969 and Rosen 1976, sluicing also allows a seemingly
'stranded' preposition. Van Riemsdijk 1978 and Chung et al. 1995 correctly assimilate
this inversion to R-pronoun inversion in the other West Germanic languages.

(62) a. She bought a robe, but God knows who for.
b. They were arguing, but we couldn't figure out what about.
c. This opera was written by someone in the 19th century, but we're not

sure who by. [Chung et al 1995: ( d)]
d. He was shouting to someone, but it was impossible to tell who to.
e. A: She's going to leave her fornrne to someone. B: Really? Who to?
f. He'll be at the Red Dragon, but I don't know when till.
g. She's driving, but God knows where to.

Like R-pronoun inversion in German and Dutch, this kind of inversion under
sluieirtg is very restricted, though somewhat more liberal than the continental varieties
of the phenomänon (see Hoeksua 1995 for a survey of the various continental diälects).
In English, only certain 'minimal' wh-operators can inverü who, what, when, and
where (these seem to be the sirme group of wh-words which can occur in wh-copying
constructions in German and child English; cf. McDaniel et al. 1996). We should note
here that whatever the correct account of this restriction, it is not simply a prosodic
condition on inversion, as the examples withwhich demonstrate.

I

?

(63) a.

b.

c.

d.

e.
f.

*She bought a robe for one of her nephews, but God knows which
(one) for.
*They were arguing about animals, but we couldn't figure out what kind
about.
*This opera was written by an Italian composer in the 19th century, but
we're not sure which (one) by.
*He was shouting to one of the freshmen Republican senators
supporting the bomber program, but it was impossible to tell exactly
which (senator) to.
*He'll be at the Red Dragon, but I don't know what time till.
*She's driving, but God knows which town to.
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(e)

(65)

Crucially, however, this inversion is impossible in wh-pivot clefts:

a. It was [for Humphr"yJ that I voted.
b. [For who] was it ttrat you voted?
c. *ffio forJ was it (that you voted)?

a. It was [about the electionJ that they were arguing.
b. [About whatJ was it that they were arguing?
c. *ffiat ahutJ was it (that they were arguing)?

and as
Iatter.

Again, this asymme§
pivots of clefu would

benveen the behavior of wh-words in PPs under sluicing
be unexpected if the former were simply a case of the

?

4.3 Summary

This section has presented a number of reasons to be skeptical of any attempt to
reduce sluicing in English to a kind of pseudosluicing as in Japanese. In addition to
syntactic diffrculties in accounting for the missing copula and expletive ir, and semantic
differences with respect to exhaustivity and presuppositional behavior, I provided
evidence.from adjuncts and implicit arguments, prosody, agressively non-D-linked wh-
phrases, 'mention-some' intepretations, and West Germanic R-pronoun inversion to
support the conclusion that wh-pivot clefls and sluices should be kept distinct.

5 The structure of the English cleft

The subject matter and conclusions of this final section are in large part
independent of the argumentation that has occupied us this far. Here, elliptical
structures will no longer be our concern; rather, we will take a closer look at a part of
the preceding analysilthat has gone largely unremarked upon: the structure of th-e cleft
itself. Iwillrestrictmyself toanexaminationof theEnglishfacts,as these are complex
enough, and the cross-linguistic facts known to me are sometimes at odds with the
English data.

I will consider two possibilities for analyzing the English cleft here, which are

substaätially similar in mosi respects. In fact, it is quite difficult to find conclusive
empirical evidence to decide betrveen the two, though I will point out areas and data that
seem prima facie problematic for the second option below. Most of the arguments
presented here can be used in support of either option; this being the case, this section
öan be considered primarily as an extended argument for the substantial correctness of
something Iike the strucnrres given below, and against approaches which take the pivot
and the relative-clause-like constituent (here the lowest CP) not to form a post-copular
constituent (such as Percus 1996).

The two possibilities are given in (66) below, with XP as pivot. (66b) is based
on Riäi 1995, Kiss 1996, Meinunger 1996, and Svenonius 1997, where F = Focus
for Rizzi, Kiss, and Meinunger.
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(66) a. CP adiunction

-

b. Functional projection

... e; ...

, ..it VP
, t.

VFP
L .t
be XP, F'

, -.
FCP

... ei...

Both options will need to distinguish benveen moved XPs and base-generated
XPs, the formercarcgorically variable, the latrer only DPs-<orresponding to Pinkham
and Hankamer's (1975) split benveen shallow [=moved] and deep [=base-generated]
clefts. Though the internal stnrcturc of the CP under either account is of considerable
intrinsic intercst (see Svenonius 1997 for discussion and references), I will be
concerned here only with the properties of the clausal stnrcture above the lowest CP.

Note that (66b) rcpresents a minor deviation from Kiss 1996, with be selecting
the FP, not heading it. This corrertion solves the problem of auxiliary placemenl as
seen in (67) (assuming that be in F would be unable to move higher because of the
presence of the other auxiliaries.

(67) a. It might have been Andrew they were talking about.
b. *It might have Andrew been they were talking about.

In the next sections, I consider the ramifications of these structures for two of
the well:lcnown properties of the clefts: the presence of the expletive r7 and the copula
be. I then present some evidence that the pivot behaves as an adjoined element,
motivating the CP-adjunction analysis. Finally, the exhaustivity of the pivot is
contrasted with the semantics of only, supporting the conclusion that the semantics of
the pivot and only are distinct.

5.1 ' The expletive

Most recent analyses of the cleft in English recognize ürat the ff that appears in
the matix subject position is the 'extraposition' i, that associates with CPs in general
(one exce,ption is Percus 1996, who derives r? from an English-specific phonological
nrle that obligatorily realizes the string 'the @ (one) t"*' in subject position as iC this
solution obviously lacks cross-linguistic application).

(68) . It is {clear/surprising/obviouVunlikely/true} ["* that Bob passed].

While this fact follows directly from the stnücture in (66a), some additional
assumptions are required to ensure that this ir can associate properly ('anchor' in
Svenonius 1994's terms) with the FP of (66b), though these assumptions are not
necessarily pernicious.

A iru-mber of correct predictions arise from this analysis. First, we predict that
only singular agreement will occur on be, regardless of the number of the pivot or of
the CPs, as McCloskey l99l shows for CP associates in general. Compare the
coordinated CP associates under be and seem in (69) with the plural pivot in (70), the
coordinated pivot in (71), and the coordinated pivoHCP constituents in (72).

IPIP
, -.it VP

I

be

1

t
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(6e)

(70)

(71)

a. It {is/*are} clear [that the fires started here] and [that ttrey spread south]..
b. It [seemy*seem] (clear) lthat the fires started here] and [that ttrey spread

south].

a. It {iy'ßare} the Jets that started the rumble.
b. It {seemy*seem}to be the Jets that started the rumble.

a. It {iV*are} Billy and Suzy who can't control themselves.
b. It {seemV*seem}to be Billy and Suzy who can't control themselves.

(72) a. It {wa,V*were} [Ben who baked the cookies] and [Abby who ate them].
b. It {wad*were} [Bill who made the mess] and [Bill who'll clean it up].
c. It wasn't [Betsy who caught the fish] {or/and} Bd who made the saladl.

The data in(72) are especially important, since they show that the pivot+CP acts
as a single constituent, subject to coordination, as the stnrctures in (66) predict. In
particular, they are problematic for an analysis like Percus 1996, which doesn't take the
pivot+CP to be constituent. The fact that^the matrix negation in QZc) can take scope
over the coordinators or (i.e., -'[g v V]') and and (i.e., -'[g ^ ty]) shows that an
analysis of these as some kind of forward conjunction reduction (along the lines of
Hankamer l97l among others; see Lakoff and Peters 1969 for pertinent criticism)
cannot be corrert.

Another problem for Percus 1996 arc the following data, translations of
McCloskey 1979:114's Irish data.

(73) a. They were looking for a leprechaun.
b. It was a leprechaun they were looking for. [both de re and de dicto]
c. The one they were looking for was a leprechaun. lonly de re)

The indefinite in (73a) has both de dicto and de re readings. As McCloskey points out,
both de dicto andde re readings survive under clefting. The putative source for (73b)
under Percus's account-namely something semantically equivalent to (73c){oes
not, however, have a de dicto reading. Further problems for his account (non-DP
pivots, differences with respect to true relative clause extrapositon, etc.) are discussed
bv Cottell 1997.' . ' lf CPs can only be licensed by anchoring to the expletive ir and not to t[e DP-
expletive there, it is expected in particular under the structure in (66a) that there will not
appear, even when the pivot is an appropriate associate for there. The data in (74) and
(75) give the relevant contrast. Note that this also distinguishes the expletive in clefts
from constructions like locative inversion.

1

?

(7 4)

(7 s)

a. It's a madman that they're looking for!
b. It seems to be a madman they're looking for!
a. *There's a madman that they're looking for!
b. *There seems to be a madman that they're looking for!

. Similarly, a DP pivot is not a possible target for raising:

a. {'.A madman is that they're looking for!
b. *A madman seems to be that they're looking for!

(7 6)

2 In fact, wide scope for the disjunction is impossible here. This can also be seen clearly in the

ungrammaticality of 'scope-marking' eithcr appearing above negation (see L,arson 1985):
(i) a. *Either it wasn't [Betsy who caught the fish] or [Ed who made the salad].

b. *It either wasn't [Betsy who caught the fish] or [Ed who made the saladl.
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In this regard, clefts differ from small clause complements to verbs hke regard
(as), consider, call, and the like: Ben was callcd [n _ ut idiot]. Obviously,
proponents of the structure in (66b) have the task of locating the relevant difference.

5.2 The CP complement to be

The CP complementto be (under the analysis of (66a)) has the same distribution
as the CPcomplement to seem:

(77)

(78)

a.
b.
a.
b.
c.

It seems that Fred will resign.
*That Fred will resign s@ms.
It was Ma,x that we invited.
*That we invited was Max.
*Max that we invited was.

a. What was it _ that the patient last ate?
b. Which vegetable was it_ that the patient last ate?
c. Who (the hell) was it _ that they were thinking of hiring?
d. Which candidate was it _ that you voted for in the last election?
e. How long was it _ that you spent in prison?
a. When was it _ that the patient last ate?
b. Where was it _ that you found the victim?
c. Why was it _ that you quit your last job?
d. How was it _ that you managed to fix that disk drive?
e. How (the hell) long is it _ that you've been in Amsterdam?

Likewise, these wh-phrases can be extracted over bridge verbs:

1

These have the structures given in (79) and (80), respectively. Neither segment of the
CP complement to be caa be fronted.

(79) a. It seems [", ttrat Fred will resign].
b. *[6" That Fred will resign], seems tr.

(80) a. It was [gp Max [6e that we invited]1.
b. *[oThat we invited]r w6 [cp Max t,].
.c. *[", Max [". that we invited]lz wtr tz.

I have nothing to add to the literarure on this puzzling distribution (see Davies
and Dubinsky 1995 for one approach and references); the point here is only to make
plausible the phrase structure of (66a) by pointing out that it would not be unique in its
c-selectional properties.

5.3 Evidence for the adjoined position of the pivot

This section presents two related kinds of data ttrat support locating the pivot in
a stnlctural adjunct position: extraction of the pivot from weak islands, and extraction of
a proper subpart of the pivot from the same environments. Surprisingly, we will see
that all §pes of wh-phrases are sensitive to weak islands when extracted from the pivot
position of a cleft.

5.3.1 Extraction of the pivot

Irt us begin by giving a range of control cases. In (81) and (82) we see that the
full range of wh-phrases can be pivots of clefu, and undergo wh-movement.

t
l'

(8 1)

(82)
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(83) a. What did the chart indicate it was _ that the patient last ate?
b. Which vegetable did the chart indicate it was 

- 
that the patient last ate?

c. Who did you say it was _ that that they were thinking of hiring?
d. Which candidate did he claim it was 

- 
that he voted for in the last

election?
(84) a. When did you say it was _ that the patient last ate?

b. Where did you think it was _ that you found the victim?
c. Why do you think it is _that we're firing you?
d. How long did he say it's been _ that he's been in Amsterdam?

'R;rzÄ 
1994 (pp. 370-374) was the first to notice that extraction of who is

impossible from negative clefts and from under whcthcr/if clauses. The following data
show that this effect is in fact completely widespread, and applies to extraction of all
kinds of wh-phrases (not just who), from all kinds of weak islands.

Negation
(85) a.

of the matrix cleft.be:
*What wasn't it _ that the patient last ate?
*Which vegetable wasn't it _ ttrat the patient last ate?
*Who (the hell) wasn't it _ that they were thinking of hiring?
*Which candidate wasn't it_ that you voted for in ttre last election?
*How long wasn't it _ that you spent in prison?
*When wasn't it_ that the patient last ate?
*Where wasn't it _ that you found the victim?
*Why wasn't it _ that you quit your last job?
*How wasn't it _ that you managed to fix that disk drive?
*How (the hell) Iong isn't it 

- 
thät you've been in Amsterdam?

in a higher clause:
*What didn't the chart indicate it was _ that the patient last ate?
*Which vegetable didn't the chart indicate it was _ that the patient
last ate?
*When didn't you say it was _ that the patient last ate?
*How long didn't he say it is _ that he's been in Amsterdam?

*Which candidate was it a shame that it was _ that he voted for in the
last election?
*How was it a shame that it was 

- 
that she managed to fix that disk

drive?

(86)

Negation
(87) a.

b.

(88) a.
.b.

b

b
c
d
e
a
b
c
d
e

1

Whcther/if-clauses:
(89) ' a. *Who were you wondering whether it was _ that that they were

thinking of hiring?
b. *When did the doctor ask if it was _ that the patient last ate?

Factives:
(90) a. *Which vegetable did the nurse deny that it was 

- 
that the patient last ate?

b. *Where did you regret it was 
- 

that you found the victim?

Negative quantifi erVozly-phrases:
(91) ' a. *What did no chart indicate it was _ that the patient last ate?

. 
O. *How long did only Albert say it is 

- 
that he's been in Amsterdam?

'Extraposition
(92) a.

?

This non-asymmetry between the extraction of arguments and adjuncts cannot
be accounted for by existing semantic accounts of weak islands (Szabolcsi and Zwarts
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1993, Rullmann 1995), since in these cases, the domain of quantification (of the wh-
extract€e) remains the same: an unordered set of individuals (which nanrrally forms a

Fqgl*lfg^qUQ.^THs leads slpp-oryg the syntactic approach to weak islands pursued
in Rizzi 1990, 1994, and Manzini 1997.

Significantly, the extraction of wh-pivots out of weak islands is much worse
than extraction of small clause/functional p§ection subjects. These of course can be
extracted as usual, as the control cases in (93) illusnate:

(e3) a. [WhoAMtrich candidate] do you regard 
- 

as your strongest competitor?
b. {WhoAltrhich official} did you call _ an idiot?
c. {Wher/What time of the day} do you consider _ the best time for

fishing?

3 Since this conclusion is an unwelcome one to me, and since the intuition that 'weak' (selective)

islands are not a syntactic phenomenon is a strong one, I will skerch a possible way of reconciling the
data in this section with a non-syntactic approach here, though space p,recludes a thorough
implementation. The basic intuition is that what is going wrong in extraction from negative clefts ard
the like is pragmatic: there are too m:rny possible corect answeß to such questions, and hence no

usefulpurposecould be served by asking one. This is essentially Kuno and Takami 1997's'Ban on
questions that solicit uninfomutive answers', which is just a statement of this fact. (Note that the dala

in this section fall under the more specific constraint they propose as well: the 'Ban on extraction of the
focus of negation'). Kuno and Takasri's exposition is extremely informal; here, I provide a more clear
formal example to flesh out the intuition.

Since cleft questions are just identificational questions with existential and uniqueness

presuppositions, let us begin by examining a simple case. Consider the identificational question in
(ia), and its representation in a Karttunen semantics in (ib), assuming a Russellian t-operator for the
definite (for simplicity,I represent the presupposition 'typresident(y)' as simply conjoined with the
question [i.e., globally accomodated], glossing over the diffrcult question of how to incorporate
presuppositions into such representations).

(i) a. Who is the president of the United States?

b. typresident§) n X,p[3xperson(x) ^"p^ p - "[x = yJ]

Now consider the negation of (ia), which is distinctly odd:
(i0 a. #Who isn't the president of the United States?

b. typresident§) ,rlp[3xperson(x) A "prr.p="[-(x = y)]l
The reason this seems odd is that any person who is not the president provides a suitable tme

answer, and, as Kuno and Takami discuss, it is exEemely diffrcult to imagine situations where such an

answer would serve a conversational purpose. Viewed from the perspective of a Groenendijk ad
Stokhof semantics of questions, for example, the answ€r would have to be the exhaustive list (or
characterization) of everyone who is not the president, which under rcasonable assumptions will either
be an unspeakably long list or a tautological response like "Errryone who's not the president is not the
presidentr'.

Exactly the same considerations apply to wh-pivot questions. Consider for example (iii) ard
its negätive countcrpart (iv).

(iii) a. Which book was it that Abby read?
. §. ty[book(y)aread(a,y)] nl,p[3xbook(x)a"pnp="[x- y]l

(iv) a. #Which book wasn't it that Abby read?

b. ty[book(y) ,r read(a,y)] ,r l,pBxbook(x) ,r "p a p = "[:(x = y)]l
Again, crucially, the formula in (ivb) is satisfied by any book which is not the unique one that Abby
read. In essence, then, this approach places the burden of accounting for the ill-formedness of negative
cleft questions on the pragmatics, and not on the semantics: the question denotations themselves are

well-formed, but the question asked is practically useless.

If the approach skerched trcre can be successfully extended to other weak islands, the data in
section 5.3.1 do not necessarily support an adjunction structure forthe pivot.

t
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But the usual argument/adjunct asymmetry is cleady detectable when these small
clause subjects are extracted from under weak islands, as the following examples using
regard [r, _ as ...] and call [rc _ ot idiat] show. (94) illustates the effect for
negation, (95) for wluther/if*,lauses, (96) for factives, and (97) for a negative (here,
downward monotonic) subject.

(94) a. {WholTIhich candidate} don't you regard 
- 

as your strongest
competitor?

b. {WhoAMhich official} didn't you call _ an idiot?
c. ??{Wher/Whattimeoftheday} don'tyouconsider_thebesttimefor

fishing?
(95) a. {WhoAilhich candidate} were you wondering whether he regards _ as

his strongest competitor?
b. {WhoAMhich official} were you wondering whether he called _ an

idiot?
c. ??{Wher/What time of the day} did you ask if the baiunanconsiders _

the best time for fishing?
(96) a. {WhoAMhich candidiate} did they deny that they regarded_ as the

strongest competitor?
b. {WhoAMhich official} do you regret calling _ an idiot?
c. ??fWhere/Under which mattress] did Mark regret that he had considered

_ the best place to hide his money?
(97) a. {WhoAfi/hich candidate} does no-one regard _ as the strongest

competitor?
b. {WhoAilhich offrcial} would no-one call 

- 
an idiot?

c. ??{Wher/What time of the day} did no-one consider_ the best time for
fishing?

.Again, if sensitivity to weak islands is indeed a structural, syntactic property,
then the fact that extraction of the pivot of a cleft is uniformly sensitive to them while
extraction of typical small clause subjects (in the specifier of the functional projection)
makes a successful assimilation of the former to the structure of the latter appear

of theirunlikely. If, on the other hand, adjuncts are sensitive to weak islands by
stnrctural properties (e.g., adjunct status), we have direct support for
proposed in (66a).

virtue
the stmctr:re

1

?

5.3.2 Extraction of a subconstituent of the pivot

A furttrer piece of evidence in favor of an adjoined position of the pivot comes
from the behavior of proper subconstituents of the pivot under extraction. Extraction of
these has the same status as extraction from an adjunct, as (98) and (99) show.

(e8) a. ??What was it [a picture of 
-] 

that they used for theirlogo?
b. ?Which mountain was it [a picnnre ofJ that they used for their logo?
c. ??Who was it [a picnrre of J that they were thinking of hanging above

their bed?
d. ??Which candidate was it [a picture ofJ that the student newspaper

wanted?
a. ??What was it [arguments about J that led to their divorce?
b. ??Which theory is it [arguments forJ that you find so unconvincing?
c. ??Which principle is it [appeals to ] that make Jorge angry?

(ee)

Though constraints on placing the appropriate kind of DP (i.e., indefinite
singulars and bare plurals, since these are the easiest DPs to extract from) in the pivot
position may be thought to be able to account for some of the deviance found in (98)
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and (99) (though I do not find such indefinites in pivot position at all unacceptable), the
following data from Hiberno-English show that any such approach is on-the wrong
tack (thanks to Jim McCloskey for these data). In Hiberno-English, in contast to
standard American and British varieties, APs and VPs can appear in the pivot position,
as in (100).

It's fond of you (that) he is.
It was frying bacon (tha$ f was.

Crucially, extraction from these pivots is also on a pzr with extraction from
adjuncts, as seen in (l0l).

??Which of them is it [fond of J that he is?
??What wits it [frying J that he was?

Again, the extraction of subparts of pivots constrasts with extraction of subparts
of typical small clause subjects, which is quite acceptable, as illustrated in (102). This
asynrmetry is another point in favor of the adjunction analysis over the functional
projection analysis.

a. Which bill do you regard [supporters of J as idiots?
b. Which bill did the president call [supporters of J 'misguided at best'?
c. Which bill did you see [supporters of 

-] 
chanting slogans?

It has been proposed (fancredi 1990, Kuno and Takami 1997) that one cannot
extract (certain kinds of) focussed XPs. While the very fact that extraction of wh-
pivots is possible at all is problematic for such a view, one might suppose that a
modification of this principle could be held accountable for the deviance seen with
extraction of subparts of the pivot, assuming the pivot is indeed a 'focus position'. In
other words, one might postulate that exraction from an XP that contains a focus is
illicit; this would account for the data discussed in this section. But we can see
immediately that such an approach is simply wrong: as in the data in (103) show, there
is nothing wrong with extracting subparts of the DPs which contain a focus (here
'narrow' or 'contrastive' focus). (103e) demonstrates that even parasitic gaps can be
licensed in such environments.

(103) a. What did you only hear [RUmors about-]?
b. Which bill did they only file [a PROtest against 

-], 
not an injunction?

c. Who do you only know IFRIENDS of _]?
d. Which newspaper does Bill only talk to [rePORTers from J?e. What theory do only [supPORTers of ] ever discuss 

-?
We have seen in these two subsections that data from extraction of the pivot and

subparts of the pivot lend support to the simple phrase stucture proposed in (66a)
above; We have noted a number of asymmetries between these extractions and
extactions from prototypical small clause functional projection subjects which are
puzzling under the phrase structure for clefts in (66b) often supposed in the literature.

5.4 Exhausitivity of the pivot and only

I conclude with some brief remarks on the semantic interpretation of the pivot
position in the cleft and the import of this for the semantics of only. A pivot is
interpreted exhaustively in the standard cases, as Kiss 1996 shows, and I will not
repeat her evidence here (see also footnote 2). What is interesting about this semantic
factis the light it sheds on the interpretationof only, which has often been thought to

a
b

00)

a
b

(r01)

02)(1

1

i
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encode only exhaustivity as well. From this perspective, it is somewhat surprising that
only can modify a pivot:

(1M)a.
b.
c.
d.
e.

It's (only) Newton who invented calculus.
It was (only) Susan who the captain picked.
It's (only) Frank that solved problem 3.
It was (only) Ben that climbed Mt. Everest.
It's (only) Susan who drives a Fiat.

(1 05)

06)(r

The versions with only do not seem mercly redundant-instead, onJy seems to
indicate scalarity herc (cf. Ben anived only yesterday). In other words, the fact that
only ean oocur in the pivot supports the conclusions of Kiss 1996, Schwalzschild
1996, and Tomioka 1997 that only isn't (ust) exhaustive.

This conclusion is further supported by the data in (105). If uniqueness is
imposed by the presupposition, acleft is fine, but only-modification is impossible (see
Szabolcsi and Zwarts 193 for some discussion of such predicates, though they do not
discuss ozly modification).

It's (*only) Newton who first invented calculus.
It was (*only) Susan who the captain picked last.
It was (*only) FDR who was president when the war broke out.
It's (*only) the sun that's the center of the solar system.
It's (*only) The Pickwick Papers that was Dickens' first book.
Of the triplets, it was (*only) Paul ttrat wurs born first.

Sirnilarly, with comparative superlatives (Szabolcsi 1986, Farkas and Kiss
1995), only the absolute reading survives with only, while both readings survive under
clefting.

It's (only) Frank that solved the hardest problem.
It was (only) Ben that climbed the highest mountain.
It's (only) Susan who drives the fastest car.

Thus it is reasonable to conclude that while the pivot of a cleft enforces true
exhaustivity, only does not.

.6 Conclusions

This paper has ranged over a number of disparate, but connected topics.
Proceeding from the most recent discussion, it was argued on the basis of a number of
phenomena that the pivot+CP of the cleft forms a constituent, that this constinrent is the
complementto be, and that it acts like a CP with respect to the expletive subject ir and
agrcement. Both proposals considered in section 5 can plausibly account for these
properties, though we saw some reasons to prefer an adjunction stmcture over the
standard functional projection analysis.

'Preceding that discussion, the similarities and differences between sluicing and
wh-pivots in clefts in English were investigated, with the conclusion that sluicing sensu
strtcto, as it occurs in English, cannot be reduced to a cleft-like underlying derivation.

The Japanese 'sluicing' data examined, on the other hand, lent themselves much
more readily to an analysis which took these structures to instantiate elliptical clefu and
not sluicing of the English variety.

Finally, then, we can give an answer to the question that opened the paper: a
sluice is not a sluice when it's a pseudosluice.

a
b
c
d
e
f,

a.
b.
c.

1

?
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Tnp Conr SpuaNrrcs oF THE PnrsnNr PBnTECT*
Renate Musan, Humboldt-Universitht zu Berlin und ZAS

L. Perfectly compositional?

1.1. Ihe problem

The presenf perfect in German is one of three perfect constructions in fi1is languase,
which are illustrated in (1-1). In each of these constructions, the verb appears in the
past particial form and is combined with an auxiliary - in this case, haben ('have');
other verbs form their perfect constructions with the auxiliary sein ('be'). The
auxiliary can then be combined with a tense - i.e. the present tense as in (1-1a), the
past tense as in (b), or the future tense as in (c).

(1-1 ) A. PRESENT PERFECT:

b. PAST PERTIECT:

C. FUTUREPERFECT:

Hans hat seine Freundin angelogen.
Hans ltas his girlfriend lied-to
Hans hatte seine Freundin angelogen.
Hans had his girlfriend lied-to
Sie wird ihn bald verlassen haben.
She become him soon left have

The ultimate goal of this paper is to start explaining the semantics of these three
perfect constructions. As will shortly become clear, however, the present perfect is
the most intricate of the perfect constructions; hence, I will focus on the present
perfect. The idea behind this strategy is that if the semantics of the present perfect
[as been figured out, the semantics of the past perfect and of the future perfect
should fall out automatically as a by-product of the semantics of the present perfect
combined with an account of the past tense and the funue tense.. This paper approaches the German present perfect by asking whether the

, present perfect can be given a compositional analysis, and if so, how. In principle, the

'. task seems clear. The constnrction consists of the morphosyntactic items listed in (1-
2),

(r-2) verb + past parriciple morpn. . fffi'l * nrrrrnt tense

and thus, it seems obvious what we have to do - namely, to see what the semantic
contribution of each item is and then glue everything together. Viewed from a
different angle, the task may also be described as follows: we have to see what

* Thanks for comments and discussions especially to Dieter Wunderlich, Wolfgang Klein,
Chris Piff6n, Mats Rooth, and Arnim von Stechow. I profited a lot from teaching a class
"Moderne Tempustheorien und die Ennvicklung des deutschen Tempussystems" together with
Karin Donhauser at the Humboldt-Universi§; thanks to her and the students of the class, who
also gave me a lot of useful comments. Thanls to Elisa Erali for correcting my English.
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semantic components we have to attribute to the present perfect construction in
order to describe iß smantics adequately; the next step would be to investigate how
the semantic comlxloents are disributed on the morphosyntactic material shown in
(l-2').

Yet there is a stnong disagreement in the literature on whether the present
perfect can be grven a compositiönal analysis. While most traditional gramäarians
and historical linguists as well as many modern theoretical linguists (e.g. Wunderlich
Q97A), Comrie (1985), Nerbonne (1985), Bierwisch (1996» believe ttrat ttre present
perfect cannot be analyzed compositionally, many other linguists pursue
compositional aoeümts. These latter accounts start out with the assumption that the
constnrction correqnnds to the combination of three components semantically - the
verb, a component that expresses anteriority, and the present tense. Such accounts
were proposed, for instance, by Bäuerle (1979)t, Janssen (1988), Fabricius-Hansen
(1986, 1994), Ballweg (1989), EhrictrA/ater (1989), Ehrich (1992),7*ller (1994), and
Grewendorf (1995). Even the compositional proposals differ, however, both with
regard to the question of how the components are combined and of what the
semantic contribution of each component is. Ballweg (1989), for instance, suggests
an analysis like (1.3a), where the combination of the participle morpheme and the
auxiliary expresses the anteriority, called "perfect". Contrasting with this, Grewendorf
(1995) proposes an analysis like (l-3b). According to him, the auxiliary and the
present tense are a udt semantically, the auxiliary is virtually semantically empty, and
the past participle morpheme expresses completedness of the situation denoted by
the verb.

(1-3) a. V
b.v

+ [por"o6 PART + A{IX] + PRES
+ PARTconpl + [AIJX g + PRES]

t

Note that rrhat Ballweg's and Grewendorf 's accounts have in cornmon is that
they do not assign crucial content to the auxiliary as such. One of the reasons for this
is that in general, combinations of auxiliaries and participles or infinitives are highty
idiosyncratic semantically. This is sketched in the table in (14).

Thus, it sebms difficult - if not impossibte - to assign uniform denotations to the
auxiliaries as such. Facing ttris situation, taking auxiliaries as semantically vacuous
items does not seem to be the worst strategy. But not only the analysis of the
auxiliaries contained in present perfect constructions is problematic; the semantic

1 To be precise, Bäuerle (1979) assumes this for one reading of the present perfect; he assumes
that the present perfect is arnbiguous. For more on ambiguity accounts of the present perfect,
see below.

a'

.l auxiliary verb form resultine meaning
intrnitrYe (+ zu modal, necessityhaben ('have')

perfect

intmitive (+ zu modal, neces sity/possibilityseifu ('be')
past participle depenclrng on the verb:

(a) stative passive, or
O) perfect

infinitive (a) tuture
(b) modal, supposition of the
speaker
eventive passive

werden ('become')
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analy_sis of the simple prese!! tense and the semantic.analysis of the past participle
morpheme turn out to be difficult as well because there do not seem to-be wätt-
established analyses available for either of these components.

Thus far we have looked at the morphosyntactic components ttrat the present
perfect constmction comprises. Let us now take a brief look at the main semantic
characteristics of the construction and consider the question of what semantic
components we might need in order to describe its semantics.

12. §ome characteristics of the present perfect

It is well-known that the present perfect can express some kind of anteriority that is
similar to ttre anteriority expressed by the simple past tense. Thus, the sentencäs in (l-
5) seem to have exactly the sarne meaning.2

(1-5) a. PRESENTPERFECT: Hans hat gestern einen Brief geschrieben.
Hans lus yesterday a lener written

b. PASTTENSE: Hans schrieb gesterneinenBrief.
Hans wrote ye*erday a letter

However, it is also well-known that the present perfect and the past tense cannot
always be substituted by each other without a loss of acceptability or a change of
meaning. Thus, the examples in (1-6) illustrate that the acceptability of the present
perfect or the past tense can vary in some constnrctions for some reason or other. The
particular examples in (l-6) suggest that one trigger of effects like this might be
restrictions on the use of the past tense in embedded clauses.

(1-6) a. Daß ich Gereon gesagt habe, ich würde gehen, war falsch.
that I Gereon told have I would.leave was wrong

b. ?? Daß ich Gereon sagte, ich würde gehen, war falsch
that I Gereon told I would leave was wrong

(l-7) and (1-8) illustrate another difference between the present perfect and the past
(ense. It.seems that the past tense can only be combined with past time adverbials (1-
7), while the present perfect can be combined with past time as well as present time or
future time adverbials (1-8).

,., 
(L-7) a. PASTADVERBIAL: Hansschrieb gestemdenBrief .

Hans wrote yesterday the letter
b. PRESENTADVERBIAL: *Hans schriebjetzt den Brief.

Hans wrote now the letter
c. .FUTTJREADVERBIAL: 

*Hans schrieb morgen den Brief.
Hans wrote tornorrow the letter

A. .PASTAD\IERB[AL:

b. PRESENTADVERBIAL:

C. FIJTT.]READVERBIAL:

Hans hat gestern den Brief geschrieben.
Hans has yesterday the letter written
Hans hat jetzt den Brief geschrieben.
Hans has nQw the letter written
Hans hat morgen den Brief geschrieben.
Hans has tomorrow the letter written

2 Note that in the glosses, I translate German occurrences of the present perfect with the
English present perfect, regardless of whether the result is acceptable.
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It is important to note that these examples indicate that positional temporal
adverbials in present perfect constnrctions - and in fact in all perfect constnrctions -
differ from adveöials in simple tense clauses insofar as in principle, they can specify
rno different kinds of time that are important for the interpretation of perfect
constnrctions. One option is that they specify the event time or SITUATION TIME
(TS) of the verb. The other option is that they specify the time from which the
situation time of the verb is calculated; roughly speaking, this is the time that is
associated with the auxiliary and that can be located after the situation time of the
verb. Using Reichenbach's (1947) term, let us call the latter time the REFERENCE
TIME (R). lor presentational reasons, this is illustrated with English past perfect
clauses and their preferred readings in (1-9).

(1-9) a. TS-SPECIFICATION: He had left.at 10.=The leaving tookplace at 10.
b. R-SPECIFICATION: Ar ten,he had left. = He was gone at ten.

Preferences for one reading or the other can be triggered by several factors. In
English, the initial position of the adverbial or its position right after the subject
support R-specification (1-10). The corresponding versions of German sentences do
not trigger any of the readings particularly, cf. (l-11a, b). But TS-specification is
strongly supported when the adverbial is topicalized together with the (rest of the)
VP (1-11c). Moreover, stress on the auxiliary supports R-specification (1-12b), while
stress on the past participle supports TS-specification (l-l2a).

(1-10) a. TS-SPECIFICAfiON: He had lefr. at ten.
b. R-SPECIFICATION: Ar kn,he had left.

(1-11) a. TS- or R-SPECIFICATION: Er war um zehn weggegangen.
he was/had at ten left

b. TS- or R-SPECIFICATION: Um zehn war er weggegangen.
at ten waslhad he left

c. TS-SPECIFICATION: lUm zehn weggegangenl war er.
fat ten left] was/had he

a'

(1 - 12) a. TS-SPECIFICATION:

. b. R-SPECIFICATION:

The following examples illustrate another property of the present perfect
which is actually crucially related to the ways in which adverbials can relate to
perfect cqnstmctions. (l-13a), a case of R-specification, is compatible with the fact
that Hitler's attack took place before September 2,1939 - namely, on September 1,
1939. But (1-13b) is hopelessly false; the past tense in this sentence wrongly requires
the attaök to have taken place on September 2 in order to make the sentence tme
because it can only be combined with a TS-specifying temporal adverbial.

(1-13) a. fun 2.9.1939 hat Hitler Polen überfallen.3
on 2.9.1939 has Hitler Poland attacked

b. Am 2.9.1939 überfiel Hitler Polen.
on 2.9.1939 attacked Hitler Poland

t

weil er um 10 WEGgegangen war
since he at I0 LEFT was/had
weil er um 10 weggegangen WAR
since he at l0 left WAS/HAD

J,

3 Examples from Thieroff ( 1992).
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§imifufly, the sentences in (1-14), where the present perfect and the past tense are
each combined with the adverbial schon ('already') express different meanings.

(t-la) a. Er hat schon gegessen. = He finished his meal.a
he'lus already eaten

b. * Er aß schon. = He already started eating.
h9 ate already

While the present perfect version in (1-l4a) suggests that his meal is finished, the past
tense version in (1-14b) only suggests that he has already started eating.

Since examples like (l-l3a) and (l-l4a), but not (1-l3b) and (1-14b), seem to
refer to completed attack-situations and completed eating-situations, respectively,
they may suggest that the kind of anteriority expressed by the present perfect differs
from the one expressed by the past tense. Thus, Grewendorf (1995), Ballweg (1989),
Ehrich and Vater (1989) attribute some kind of completedness of the situation
denoted by the verb to the perfect constnrction. Comrie (1976), Fabricius-Hansen
(1994), and Zeller (1994), however, suggest that the present perfect in German
expresses the same kind of anteriority as the past tense. At a closer lookit seerns clear
that completedness of the situation cannot be required of present perfect
constnrctions in general; that the present perfect expresses something like anteriority
does not mean that the whole situation must be anterior. The examples in (l-15)
illustrate that it is enough if there is an interval before the time of utterance where the
sentence can be asserted to be true. In this respecL the present perfect is similar to a
past tense. For example, with respect to (a), we do not want to say that Martin's
having a headache is over at the time of utterance. With (b), we do not want to claim
that Ralfs knowing a lot about aspect is over. And similarly, (c) does not necessarily
imply that the tiger has woken up.

(1-15) a. (Ralf hat heute morgen Martin getroffen.) Martin hat Kopfweh gehabt.
(Ralf lus today morning Manin met) Manin has headache had

b. (Gestern habe ich mit Ralf gesprochen.) Ralf hat viel über Aspekt gewußt.
(Yesterday have I with Ralf talked) Ralf has much about aspect lotown

. c.. Der Tiger hat geschlafen.
the tiger has slept

But what about the occurrences of present perfect constnrctions that can hardly be
, understood without assuming that the sinration denoted by the verb is completed -. i.e. sentences like (1-13a) and (1-14a)? - Of course, we are still left wittr the possibility

that the present perfect is ambiguous between an "aspectual reading" where it implies
completedness and a "tense reading" where it does not. In fact, several ambiguity
accounts of the present perfect have been proposed. Thus, V/underlich (1970),
Bäuerle (i979), and Kteir (L997) analyze the German present perfect as ambiguous
between an aspectual completedness reading and a past tense reading. There will be
much morE to be said about this possibility later.

Having become acquainted with some important properties of the present
perfect, we are now ready to approach the intricate brchavior of-the present perf-ect in
more detail, to start explaining it, and to ask to what extent its behavior is due to
semantic, syntactic, or pragmatic factors. Before tiryshing this introductory.sectio.n
however, lei me briefly introduce a general framework of temporal semantics that will
be helpful for describing the behavior of the construction. Because I want to avoid

4 Examples from Wolfgang Klein (pc).
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Simifufly, the sentences in (1-14), where the present perfect and the past tense are
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tense version in (1-14b) only suggests that he has already started eating.

Since examples like (1-13a) and (1-l4a), but not (l-13b) and (l-14b), seem to
refer to completed attack-situations and completed eating-situations, respectively,
they may suggest that the kind of anteriority expressed by the present perfect differs
from the one expressed by the past tense. Thus, Grewendorf (1995), Ballweg (1989),
Ehrich and Vater (1989) attribute some kind of completedness of the situation
denoted by the verb to the perfect constmction. Comrie (1976), Fabricius-Hansen
(1994), and Zeller (1994), however, suggest that the present perfect in German
expresses the same kind of anteriority as the past tense. At a closer look it seems clear
that completedness of the situation cannot be required of present perfect
constructions in general; that the present perfect expresses ssmsthing like anteriority
does not mean that ttre whole situation must be anterior. The examples in (1-15)
illustrate that it is enough if there is an interval before the time of utterance where the
sentence can be asserted to be true. In this respecL the present perfect is similar to a
past tense. For example, with respect to (a), we do not want to say that Martin's
having a headache is over at the time of utterance. With (b), we do not want to claim
that Ralfs knowing a lot about aspect is over. And similarly, (c) does not necessarily
imply that the tiger has woken up.

(1-15) a. (Ralf hat heute morgen Martin getroffen.) Martin hat Kopfweh gehabt.
(Ralf lus today monting Martin met) Martin lus headache lud

b. (Gestern habe ich mit Ralf gesprochen.) Ralf hat viel über Aspekt gewußt.
(Yesterday have I with Ralf talked) Ralf has much about aspect lowwn

a c.. Der Tiger hat geschlafen.
the tiger has slept

But what about the occurrences of present perfect constnrctions that can hardly be
, understood without assuming that the situation denoted by the verb is completed -. i.e. sentences like (1-l3a) and (1-14a)? - Of course, we are still left with the possibility

that ttre present perfect is ambiguous between'an "aspectual reading" where it imFlies
completedness and a "tense reading" where it does not. In fact, several ambiguity
accounts of the present perfect have been proposed. Thus, Wunderlich (1970),
Bäuerle (i979), ana Klein (1997) analyze the German present perfect as ambiguous
between an aspectual completedness reading and a past tense reading. There will be
much morb to be said about this possibili§ later.

Having become acquainted with some important properties of the present
perfect, we are now ready to approach the intricate behavior of the present perfect in
more detail, to start explaining it, and to ask to what extent its behavior is due to
semantic, syntactic, or pragmatic factors. Before finishing this introductory section
however, let me briefly introduce a general framework of temporal semantics that will
be helpful for describing the behavior of the constmction. Because I want to avoid

4 Examples trom W o\tgang Klein (pc) .
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theoretical preconceptions, I have chosen a version of Reichenbach's (1947) account
of tense and Klein's (l!92,, 1994) theory of tense and aspect, which are not
commiued to very specific formal and theoretical implementations. Let me start by
skerching some basic assumptions of these approaches.

13. Tense and aspect

Reichenbach (1947) describes tenses as relations holding between three points of
time - the time of utterance or speech time, the time of the situation or event time of
the verb, and the reference time. The TIME OF UTIERANCE or SPEECH TIME (TU or
S) of a clause is the time at which it is uttered. Its TIME oF THE SITUATIoN or
EVENT TIME (TS or E) is the time at which the event or situation described in the
clause takes place.S \Vhile the notions of speech time and event time are intuitively
clear, the notion of REFERENCETIME (R) is more abstract. It may be characterized as
the temporal point of view on the event. On the basis of S, E, and R, Reichenbach
defines the set of all possible times. The main idea of this approach is that S, E, and R
can stand in all logically possible temporal order relations to each other, i.e. each pair
of them can precede or follow each other, or coincide. The diagrams in (1-16)
illustrate this for the simple and complex perfect tense constructions in English,
where temporal coincidence is indicated by a comma.6

(1-16)
PASTPERFEcT SnpIepesr PRESENTPERFECT
I had seen John I saw John I lwve seen John

E RS R,,E S E S,R

PneSENT
I see Jolm

Snvtpre FUTI]RE
I sholl see Joltn

FtmTng PERFECT
I sltall lwve seen John

t

SrR E S R,E S ER

.Reichepbach's three point system has been criticized, exploited or improved in
various versions by many linguists (e.g. Bäuerle (1977,1979), Declerck (199D, Ehrich
(1992), Fabricius-Hansen (1986), Hornstein (1990), Janssen (1988), Kratzer (1978),
Nerbonne (1985), Vater (1983».

It is important to note that in its original version, Reichenbach's account
captures ahy particular tense constnrction as a combination of the ordering relations
between all three points S, E, and R, regardless of whether the tense construction is
simple or morphosyntactically complex. Especially the simple tenses however
strongly.suggest ttrat ttre relation between S and E constitutes the core meaning of
tenses. I.e. the present tense locates E at S, the past tense before S, and the future

5 The t""ion why I am introducing two terms and their abbreviations for each parameter is the
following: when explaining Reichenbach's original ideas, it seems only appropriate to use the
terms he introduced in his work. Nevertheless, Reichenbach's term "event time" seems a bit
problematic, because "event" is a term that is still under discussion and used differently in the
Iiterature. For example, according to many temrinologies, it is only applicable to achievements
and accomplishments. Thus the term "sinration" seems much less froElematic and more general
and hence, I will later switch to the tertrl "time of the situation" rather than "event time". Since
the abbreviation S or TS for "time of the situation" could then easily be confused with the
abbreviation S for "speech time", I will also switch to the term "time of utterance".
6 Cf. Binnick (1991:l1lfD.
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tense after S. Intuitively, tttis seems plausible; thus, at fust glance, one might think
that the function of tense is to locate the event time E of the main predicate of an
uttered clause rclative to its speech time. For instance, the sentences in (1-17) seem to
express that Stefan's salling me, Claudias getting an appoinünent, and Utas winning
the marathon are located before the time at which these sentences are uttered.

(1-17) a. Stefan rief mich an.
Stefan called rne at

b. Claudia bekam einen Termin.
Claudia got an appointment

c. Uta gewann den Marathon.
Uta won the marathon

However, other sentences clearly show that this cannot be quite right. Thus, the
marked expressions in the examples in (1-18) are certainly not meant to say that
Barschels being dead, Gunnar's not being a child anymore, and the being dry of the
flowers are located in the past but not in the present.

(1-18) a. Sie fanden Barschel in der Badewanne. Er war tot.
they found Barschel in the bathrub. he was dead

b. Irtztes Jatr traf ich Gunnar wieder. Er war kein Kind mehr.
last year met I Gunnar again. he was no child anymore

c. Ich warf die Blumen raus, weil sie trocken waren.
I threw the flowers out because they dry were

Rather, the clauses are used to assert something about what was the case at a certain
time in the past - the time when Barschel was found in the bathtub, the time when I
met Gunnar again, and the time when I threw out the flowers, respectively. For
instance, in (1-18a), the speaker asserts about the time when Barschel was found in
the bathtub that Barschel was dead at that time. The time about which the assertions
are made in each of the cases above is the reference time R. Exploiting a traditional
term from information-stnrctural theories, one may also say that the reference time R
functions as a TOPIC in the examples above.
. O.nthe basis of observations like this, Klein (1992,1994) proposes that TENSE
locates the time about which an utterance asserts something - the TOPIC TIIvIE (TT) -
with respect to the speech time or TIME OF UTTERANCE (TU). Specifically, in
accordance with standard assumptions, the past tense locates the topic time before

. the time of utterance, the present tense around the time of utterance or, perhaps, in. other languages like Geqan, not before the time of utterance, and the future tense at
a time after the time of utterance.T Note that the notion of topic time in terms of
assertion is based on a subjective, speaker-oriented view: the topic time of an
utterance is the time the speaker has in mind as the time about which she wants to
say what is, was, or will be; the case then.

The diagram below illustrates the effect of the past tense in the second
sentence bf (l-18a). While the first sentence suggests the time when Barschel was
found in the bathtub as the topic time of the second sentence, the past tense in the
second sentence tells us ttrat this topic time is located before the time of utterance
and asserts about this time that Barschel is dead.

7 l-et us assume that this holds at least for the canonical usage of the tenses. Later, we will have
to say more about noncanonical usages and, perhaps, have to revise the view sketched here.
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(1-19) Sie fanden Barschel in der Badewanne. Er war tot.
they found Barschel in the ba,thtub. he was dead

TU time of utterance
U topic time: the time when they found Barschel in the battrtub

Given this approach, why does tense seem somehow to locate the situation
expressed by the main predicate with respect to the time of utterance? Here, the
interaction of tense and aspect comes into play: ASPECT locates the SITUATION
TIME (TS) of the main predicate with respect to the TOPIC TIME (TT). For reasons
that need not concenr us lght no-\il, let us assume that the aspect in our example
locates the situation time of the being dead around ttre topic time. Hence, since it is a
oommon assumption that the being dead of a person is a never ending state, we arrive
at ttre picture in (l-20).

(1-20) Sie fanden Barschel in der Badewanne. Er war tot
they found Barschel in the bathtub. he was dead

TU
U

time of utterance
topic time: the time when they found Barschel in the battrnrb
situation described: his being dead
situation time of his being dead ("())" indicates that the right edge of
the situation time is not'real' because the state of a person's being dead
does not end.)

{-}

Note that in this approach, every main predicate of a clause is subject to aspect. If it
were not, then its situation time would not be located in time at all.

Of course, there are several other possibilities of how the topic time and the
situation time may relate to each other. Morphosyntactically realized aspect can
lerye to.distinguish these options; by choosing a particular aspect, one can express,
for instance, that the situation time is located before the topic time or afterttratopic
time. As an illustration, I add a survey of aspects and their realization in Engliih,
where TS- is the time before the situation time and TS+ is the time after the situation
time.

-2L
at

aspect characterization TT/TS realization in English
IMPERFECTIVE TS properly includes TT

..... { --[---]-- ] ......
ing-fonn

PERFECTIVE
I

A. TT properly includes TT
.....f .. t --- 1..J......
B. TT intersects with TS,TS+
..... { --t--- } ..J......
C. TT intersects with TS,TS-
.....f.. { ---]-- }.....o

simple form

PERFECT TS+ properly includes TT
..... { ---- } .f...f .....

perfect

PROSPECTIVE TS-
{

includes Tf
_t

f ooooro

ß gotng to
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Intgresliqgly, according to criteria of morphological markedness, the perfective aspect
is the default aspecl

It is important to keep the correspondences between Klein's terminology and
Reichenbach's terminology il mind. Klein's topic time largely corresponäs to
Reichenbach's reference time in being a time relative to which the situation time of
the verb is located. And the function of Klein's aspect corresponds to the relation
betrpeen the reference time and the situation time in Reichenbach's terms.

.In the remainder of this paper, I discuss first the semantics of the components
of S9 present perfect construction first separately and then how they may be
combined. The idea behind this approach is to exploit for every component of the
present perfect construction an analysis that is maximally uniform across different
types of constnrctions in which the respective component can occru. For example,
one would like to exploit an analysis of the present tense in present perfect
constructions that is compatible with the semantics of the present tense in other
environments. The same applies to the other components of the construction, of
course, i.e. the verb, the past participle morphology, and the auxiliary. I will propose
that semantically, the present perfect is composed as sketched in (l-22), as ä whole
denoting a poststate of a tmth-interval of the VP at a time that is compatible with the
topic time requirements of the tense of the clause.

(L-22) ttvP TPARTICIPLE MORPH. + AIIx.ll PRESI

2.The morphosyntactic source of the anteriority component

We have seen above that the perfect is a relative temporal expression that expresses
anteriority relative to a time depending on the tense of the clause and often relative
to the time given by a positional temporal adverbial. Thus, it is clear that anteriority is
a crucial semantic component of perfect constructions. But which of the
morphosyntactic components is the source of this anteriority?

Opinions with regard to this point differ widely. 7*l1er (1994) and Grewendorf
(1995) argue that the past participle morphology adds the anteriority, while Höhle
(1992:116) and Bierwisch (1996) argue ttrat the auxiliary must be the source of the

. anterigrity. Kratzer (1994) adopts a third assumption, namely, that none of them is
responsible for the anteriority; she assumes that a zero morpheme is responsible for
anteriority effects (though only for adjectival past participles; her 1996 view seems to
differ from this). Still another view in the literature is that the past participle and the
auxiliary are.a unit semantically and express anteriority only when taken together
(e.g. Ballweg (1989), Ehrich (1992)).

Of these choices, the best guess seems to be that the past participle is the item
ttrat is responsible for the anteriori§. This is strongly suggested by the behavior of
past participles in environments other than perfect constructions (2-L) - i.e. in
attributive constructions (2-2) or in stative passives (2-3).

(2-l) PERFECT CONSTRUCTIONS: sie gelaufen ist; sie ihn gesehen hat
she run is/has; she him seen has

(2-2) NP-INTERNALMODIFIER: das rasierte Schaf; das verwirklichte Vorhaben;

i!:;kxfl#{:*i::!t:^i:,'::esseneDorr;
the boiled egg; the by roads destroyed village;
die von Bergen umgebene Stadt
the by mountains surrounded town

l2l



Seuetwrcs oF THE Pnesrrtrr penpg,cr Rrrvarr. MusÄN

(2-3) STATM PASSI\IE: sie beobachtet sind
rtey obsertted are

The shaving of 
-the sheep, the rcalization of the plan, and the boiling of the egg n (2-

!) must have takeq place beforc the evaluation üme8 of the expresslons. Theäses'of
the destruction of Sg "-r^tl1g" 

by roads and of the surrouiaing of the town by
mountains mentioned rnQ-2) are a bit more complicated. For somi reason ttrat mu§t
have to do with the particular semantic_s of past participles depending on the type of
verb it is formed of,here it is requir_ed that tlie destroying and tüe surroundirg aiä still
the case'at the evaluation time-.9 However, also with-these examples, at-least an
interval of destroying and surrounding must be located before the ävaluation time.
Ignoring ttre impläusi-blity 9f mountaini that are moving *ouod, if tfr" A"st oiirgäO
surrouuding starts only at the evaluation time, then this must be expressed asin(Z.q).

(24) das von Straßen zerrissen werdende Dorf;
the by roads destroyed becoming village;
die von Bergen umgeben werdende Stadt
the by mountains surrounded becoming town

Finally, at least an interval of the observing in (2-3) must be located before the
evaluation time of the clause.

. .thus, in all the examples mentioned so far, the combination of verb plus past
participle morphology can be tnrthfully uttered or be used as an appropriate
description if and only if at least a time interval of V-ing took place before ihe tiine of
utterance or before the evaluation time of the participle.lO Hence, the evaluation time
of a past participle and the situation time of the verb contained in the past participle
gan -be temporally related to each other in various ways that are all compaüble wlth
this basic requirement. (2-5) illustrates the time relations that are possible in principle.

evaluation time
(2-5) a.

TSofv

evaluation time

TSofv

evaluation time
c.

TSofv

8 The evaluation time of an expression is often, but not always, the same as its time of
utterance. The notion of evaluation time may be relevant, for instance, for certain noun phrase
interpretations which I called "temtrrcrally independent" in Musan (1995).
9 Dealing with the details of such restrictions is beyond the scope of this work. For relevant
proposals, see, for instance, Rapp (1995), Klein (1997).
lo Viewed.this way, the fact that remains unexplained is that with some verbs, the situation
time of the verb has to include the evaluation time of the expression.

b

t
a'
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evaluation time

Thus, so far it seems that past participles express anteriority, regardless of their
environment.

But what about, eventive passive constructions as in (2-6)? In fact, passive
constmctions like (2-5) are the standard argument against the assumption tirat the
past participle riggers the anteriority in perfect constructions: passives as in (2-6)
contain past participles, too, but do not seem to express anteriority.

(2-6) EVENTM PASSIVE: sie gesehen werden
they seen becomdare

However, it is theoretically possible to assign participles in passives an anteriority
meaning, too. Th9 resulting analysis-is not !99 implausible. The idea is tq exploit the
ingressive meaning contained in the auxiliary werden in an appropriate way as
sketched in (2-7) and below. Following Dowty (1979:1410 in his account of an
operator 'BECOME', (2-7) may be taken to show the semantics of the verb werden
('become'); where , ranges over times and P ranges over predicates plus their other
arguments.

(2-7) l[werdenun" e) (t) = I iff 3t* containing the initial bound of t such that [Pnc
(t*) = 0 and ft** containing the final bound of t such that [Pnc (t**) = 1.

However, this verb has to be distinguished from the homophonous auxiliary werden.
For instance, note that the verb werden and the auxiliary werden exploit different
past participle forms - namely geworden (for the verb) vs. worden (for the auxiliary). I
take this as independent morphological evidence that, although they go back to the
same origin ethymologically, the two words were subject to independent historical
developments. This explains that they also differ semantically to some extent. For the
auxiliary werden, one may suggest the following lexical en§, which is a reduced
version of (2-7) insofar as the condition on the initial bound is eliminated.

d

1 i

(2-8) l[werden"u*n. (P)... (t) = 1 iff 3t* containing the final bound of t such that [P]c. (t*) _ 1.

..' Moreover, let us assume the tentative minimal truttr conditions in (2-9) for a VP
including all arguments x, y... of the verb as well as a past participle morpheme. The
truth conditions take into account that a past participle requires that there be a tnrth
interval of the verb before the evaluation time.

(2-9) [ ge-V-t (x)... n" (t) = 1 iff3t*< t suchttrat I V (x)... nc (t*) = I

The tentative semantics suggested so far still has to be improved somewhat. Note that
according to Kratzer (L994), passives differ from actives in having an implicit external
argument. It turns out that the implicit argument must be bound by a relatively far-
outside existential quantifier which has wider scope than the auxiliary werden.
Moreover, taking the role of topic times into account, we arrive at truth conditions as
illustrated in (2-11) for the example (weil) Hans gesehen wurde ('(since) Hans seen
was') when uttered about the topic time yesterday-at-12, as in (2-10).
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(2-lO) Gestern um 12 passierte es tatsächlich, daß Hans gesehen wurde.
yesterday at 12 luppened it indeed tlwt Hans seen was

(2-ll) Hans gesehen wurde, uttered about the TT yesterday-at-12:
[ [rryesterday atl2l3x (x Hans gesehen wurde)[c (tu) = I iff

for t = yesterday at 12, where t ( tg,
3x, 3t* containing the final bound of t such that Jt'< t*
such that [x see Hansnc (t') = t.tt

TU

RENATE M USAN

t*
...tt

t

"' 
therg is an x s.t.
there is a t'<t* s.t.
x see Hans at t'

Thus, the semantics skerched above gives us adequate tnrth conditions for eventive
pas_si_ve clauses like Hans gesehen wurde. Given that Hans gesehen wurde is
lrthfull_y uttered about the topic time yesterday at 12, oru semantics intuitively says
ttrat at the right edge of the time interval "yesterday at 12", i.e. t*, it is the caie that
Hans gesehen is tnre. Since the semantics of the past participle requires there to be a
tmth interval of the verb before the evaluation dme (whicti is thä right edge of the
time interval "yesterday at 12", i.e. t*), this amounts to saying ttrat it is the case that x
Hans sehen is true before the right edge of the time interval "yesterday at 12". But
since the assertion is made only aboutthe topic time yesterday at l2,it is the case
that x Hans sehen is true at a time before the right edge of the time interval
"yesterday at 12", however at 12.

Intelestingly, passives indeed seem to have developed from an interpretation
very much like this. Specifically, eventive passives go back to ingressive
constructions as illustrated h (2-l2a). Later they developed to impe-rfective
constructions as in (2-l2b).

(2-12) . 'Historical development of eventive passives (with werden)
A. ORIGINAL CONSTRUCTION: INGRESSTVE:

er wird ein (von x) Erschlagener' 
he becomes a (by x) slain (person)

b. LATER CONSTRUCTION: IMPERFECTTVE:
er wird (von x) erschlagen
he "becomes" (by x) slain = he is slain'

This does not mean that the anteriority of past participles in passives is still
semantically real or active or plays a role intuitively, of course. Rather, passive
constructipns are highly grammaticalizeÄ. However, if these remarks are on ttre right
track, ttreä the intuiEvd n-on-anteriority of participles in this one construction is no"t a
ggod argument against the anteriority of past participles in general. It is just a
historical accident that eventive passives lost their anteriority componeht by

l1 Interestinlly, analogous conditions hold for the luse of werden in future tense constructions:
for Maria wird Hans sehen, we also do not want to claim that there is a change from a not-
seeing to a seeing (of Hans by Maria) involved. However, the analogous application of TTs
results in less desirable consequences with present perfect constructions like Maria Hans
gesehcn lnt or future tense constructions like Maria Hans selrcnwird.

a'
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grammaticalizing the combination of the past participle and the auxiliary werden.
However, it remains plausible that in other environments, the past participle may have
kept this anteriority component.

To summarize, the most plausible conclusion is that the past participle is the
source of the anteriority component in present perfect constructions, not the
auxiliary. However, this does not in principle preclude the possibility that the
construction may be lexicalizeÄ or grammaticalized or historically reconstructed in
one way or other. ln the next section, we will address the question of whether and
how precisely the anteriority related component of the present perfect construction is
historically reconstmcted

3.Identifying the qmelronic anteriority component: an optimality approach to
semantic requirements and phonetic realization constraints on focus

As we will see in this sectionr effects of focus positioning on the present perfect
constnrction provide cnrcial evidence about its semantic composition. The data to be
discussed involve, among other things, vemm (or: polarity) focus.l2 According to
Höhle (1992), venrm focus in Crerman is often realized on the finite verb of a clause p
and expresses something like "It is true that p" as opposed to the alternative "[t ii
false that p", where p is typically known from the context. However, focus on a finite
verb can also have other effects as illustrated in (3-1); here it can trigger either venrm
focus or anteriori§l focus, or content focus.

(3-1) Hans LAS das Buch
Hans READ the book

verum focus: "ltis true that Hans read the booh not false."
anteriority focus: "Hans read the book in the past,..."l3
content focus: "Hans read the book, ..."

When the verb and the finiteness are separated by an auxiliary ttrat carries tense and
agreement - e.g. in a present perfect construction - the occturence of the three effects
verum focus, anteriority focus, and content focus varies, depending, first, on whether
trhe focgs accent is realized on the verb or on the auxiliary, and second, on whether
the verb is rich in content or poor in content. The examples in (3-2) involve the verb
lügen - a verb that is rich in content. In (3-2a) the focus accent is on the auxiliary,
and verum focus and anteriority focus interpretations are available, while content

. focus is unavailable. In (3-2b), the focus accent is on the verb, and the content focus
interpretation is the only option that is available.l4

(3-2) a. Hans HAT gelogen

. Hans HAS lied
venrm focus: "ltis tnrc that Hans lied,..."
anteriority focus: "Hans lied in the past,..."

' *content focus

12 The sentences and anteriority judgements are taken from Höhle (1992:115); the
characterization and interpretation of the data is mine.
13 Note that anteriority focus does not necessarily imply that the situation is over at TU.
14 Neither verum focus nor anteriority focus depend on the position of the verb.

a'
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b. Hans hat gelogen
Hans las Um

*verum focus
*anteriority focus
content focus: "Hans lied..."

What can we conclude from the data we have considered so far? - Taking into
account the standard approach of alternative semantics to focus (cf. Rooth (1985»
and common assumptions on focus projection (cf. e.g. Schwarzschild (1997)), the
examples suggest that in the present perfect constmctions in (3-Z) the verbal content
component is encoded by the past participle verb. This is perfectly in accordance
with our expectations. Moreover, ttle "verum component" and the anteriority
co_mponent of the clause are encoded by the finite auxiliary. Note that the encoding
o{ the anteriority component by the finite auxiliary is somewhat surprising, given that
diachronically we identified the past participle morpheme as the souröe of the
anteriority. Does this mean that the anteriority somehow switched from the past
participle morpheme to the auxiliary at some point?

Looking at another set of data may help to draw the right conclusions in this
respect. Interestingly, the generalizations arrived at in (3-2) turn out to fail in clauses
where the verb is comparatively contentless. This is illustrated in (3-3). Here, focus on
the auxiliary only allows for verum focus but not for anterioris focus (a, b). And
focus on the past participle verb only allows for anteriority focus but not for verum
focus or content focus (c, d).

(3-3) a. Er HAT Schnupfen gehabt
he HAS cold had

verum focus: "Itis true that he had a cold,..."
*anteriority focus
*content focus

b. Er IST lffank gewesen
he IS/HAS sick been

verum focus: "ltis true that he was sick,..."
*anteriority focus
*content focus

c. Er hat Schnupfen geHABT
he lus cold HAD' *venrm focus

anteriority focus: "He had a cold in thepas/,..."
*content focus

d. Er ist krank geWEsen
he is/has sick BEEN

. *verum focus
anteriority focus: "He was sick in the past,..."
*content focus

Given the standard assumptions on focus semantics and focus projection, this
suggests that in the present perfect constmctions in (3-3), the "verum component" is
again encoded by the finite auxiliary. However, the anteriority component of the
clause is not. Rather, it is encoded by the participle verb. Moreover, note that the
verbal content component is not encoded by the past participle verb; since this verb
is extremely poor in content in this type of example, this is not surprising.

To summarize, the cnrcial observation is that anteriority focus can be realized
either on the auxiliary or on the participle, depending on whether the verb is rich in

1

t
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content.gl poor in content. Shall we conclude from this that anteriority is encoded by
the auxiliary-when the verb is rich in content, but encoded by the participle verb
when the verb is poor in content? - Of course, a nonunifonn account like this would
be highly undesirable. Rather, we would give the encoding of anteriority in different
verb constructions a uniform explanation and explain the nonuniform bChavior in (3-
2) versus (3-3) by independent principles.

Fortunltely, considering focus semantics and general conditions on phonetic
focus realizatiol, focus positioning, and locqs projection already takes us a-big step
forw_ard in frnding an explanation for the intricate data above. In the following,f will
briefly explain these principles. As we will see, it seems that they interact in a manner
that can be best captured in an optimality theoretical aproach (cf. Prince and
Smolens§ (1993)). pxplolting their interaction will enable us to explain the patterns
of anteriority focusing without reference to a nonuniform account of anieriority
encoding an9 moreover, without reference to a diachronic switch of the anteriority
component from_the past participle moqpheme to the auxiliary. Rather, we only neeä
to assume that the perfect construction was grammaticalized and reconstnrited in
such a way t\at the morphosyntactic units past participle morpheme and auxiliary
stem came to form a complex encoding anteriority synchronically.

Note, first, that focus is realized-on a component that is supposed to carry a
focus feature semantically.lS 11o*"rer, for phonetic reiasons, focus öannot be realiied
everywhere. Thus, focus needs the nucleus of a syllable - a vowel, it seems - in order
to be realized. But not every type of vowgl is an appropriate phonetic focus carrier;
schwa syllables are known to be inappropriate focus carriers (with the exception of
contrastive echo focus). Moreover, focus strongly prefers to match wiih word
accent.16

Another restriction on focus realization is that focus clash is to be avoided. [.e.,
ambiguitigs of focus interpretation are to be avoided. Of course, the basic principle
behind this is quite a geleral principle in natural language - namely, the pragmatic
principle to avoid ambiguity whenever possible - and languages have ilevöloped
strategies in order to reach this goal. Thus, scrambling in German can be used to
disambiguate scope ambiguities of quantificational noun phrases amotrg each other,
or among adverbials and other scope inducing items. And intonation patterns can be
used to disambiguate scope ambiguities, too.
., When a certain choice of focusing cannot be realized on a particular syllable,
the focus accent is shifted to an adjacent syllable.lT Interestingly, this focus shift does
not have to respect the hierarchy of semantic composition. Rather, it happens either
in'accordance with the morphosyntactic structure or in accordance with the
phonological hierarchy: if possible, focus shift happens within the word boundaries
surrounding its basic position. As we will see shortly, the question whether the
morphosyntactic or the phonological hierarchy is responsible for the realization of
focus shift need not concern us here; this is so because the cases relevant for the
behavior of focus in present perfect constructions concern only shifting within the

15 For a digcussion of the semantics and pragmatics of the focus feature as well as of principles
of focus piojection, see, for instance, Scirwärzschild (1997)).
16 The principle "Avoid focus carrying schwa syllables" seems to be independent of the
principle "Match focus with word accent". For example, it is well-known that es ('it') in
German (as well as fr in English) can hardly be focused at all, even if it makes perfect sense
semantically.
17 Alternatively, one may assume in accordance with Büring (1995) and Schwarzschild (1997)
that focus is generally in a maximally specific or informative position. I.e. even if a focus
accent realized in a higher position is compatible with the intended focus interpretation, the
realization in a lower position will be prefered when it is more informative - i.e. compatible
with fewer focus interpretations.
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word. Thus, for the present puq)ose, it is irrelevant whether the word boundaries are
Selevpt. as mpQlosyntactiö b6undaries or whether they are retevani p6;t"dä
boundarieq - sim-ply b.*** in most cases, and in all cases that are retiraot prese"ntS-.
they co_nstitutg th-e plonologrcal constituent of phonological words-

-Interestingly, from thä restrictions on focüs rcaliÄtionin combination with the
necessity üo express certain foci, it follows ttrat in cases where several realizations of
a certain focusing a1e logically possible and all these possible realizatioor *t
problematic, some criteria or other have to decide whichbf the logically possiUti
focus realizations is the best and which the worst among the choices."

Let us now see how these principles apply to ttre case of present perfect
constructions. Obviously, the focus äffects we ob-served above sugge§t that thäre are
at least three semantic components encoded in present perföi consffuctions -
content, anteriority, ätrd wlqt I would like to call a \erum fäature". The assumption
of a verum feature doubtlessly deserves further consideration; but sincd the
motivation of such a feature is noi cmcial for the purpose of this paper, I will stipulate
the feature here without further discussion. Io aoi case, the Quästion we häve to
address next is where in the construction these seinantic compänents are encoded.
Content is encoded.by the verb or VP, of course. The verum ieature is most likely
encoded Uy tltg finiteness mo-rphemes of the clause - i.e. by the tense/agreemerit
morphology. Moreover, we will- see that the distribution of fdcus accents iä present
perfect -constructions can be best explained, if we assume the followiig: the
anteriority, stemming froq S" p*t parüciple morphology, hs5 undergone a förm of
historic reconstruction and is encodäd synthronicäUy by ttre complel consisting of
the pas!_participle morpheme and the auxiliary.

^ Having established these preliminarie§, let us consider first the case of present
perfect. cons-tructions with verbs that are rich in content. I will go through the
realization of content focus, verum focus, and anteriority focus each slep by ste!.

(3-4) Content focus in construcüons content-rich verbs

1

?
('

I!
PART. MORPH I AIIX 

Ige...en I hab- |I errezuonrry I

SEMAI{TIC IJNITS

MORPHOSYNT. SURFACE UNMS

I I
PRES

{
tt

V
Iüg'
tt

F
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constructions with content-rich verbs

constructions with content-rich verbsl 8

Verum focus in

(3-6) focus in

IIv I PART. MORPH I ArrX IIüg- I ge...en I hab- |ll lerrnruonrryl
SEN{ANTIC [,'NITS

MORPHOSYNT. SURFACE T,'NITS

I !
PRES

-t
II

F

*F because the
atrix cannot carry

focus ac@nt.
Hence, shift
within word.

I!
I PART. MORPH I AtrX
I ge...€r I Hab-I axreruonrry I

SEMANTIC I'NITS

MORPHOSYNT. SURFACE I.JNITS

I
PRES

-trJ
v

Iüg'
ll

*F because of
clash with

content focus.

OPTIONI:
*F because of

1. schwa nuclei,
2.no match with

word accent.
Hence, shift
within word.

OPTION II:
*F because of

clash with vemm
focus. But (tr)

is better than the
multiple violat-
ions of option I.

Hence F.

1

?
a'

Thus, with the independently motivated principles of focus semantics and
focus realization, we correctly predict the actual occurrence of focus effects in

18 The basic idea of this is due to Veronika Ehrich (pc). She has pointed out to me that the past
participle morpheme itself most likely is not an appropriate carrier of accents in general. In fact,
focus positionings as in (A) are plainly unacceptable.
(A) a. *Hans hat GElogen/geloGEN.

b. *Er hat Schnupfen GEhabt.
c. *Er ist krank GEwesen/geweSEN.
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present perfect constructi@s with content-rich verbs. But how about constnrctions
with content-poor verbs?

In functional verb oonstnrctions like einen Schnupfen luben ('have a cold'),
the-noun phrase-and the verb are supposedly a relatively strong semantic unit in
which the verb does not erpress muö[ cmcial content ai all. Hänce, focus on the
yerb i9 not a good candidate forexpressing content focus. However, the noun phrase
is, and consequen§, focus on the noun plrase can express content focus very well
as indicated in (3-7).

(3-7) Content focus in constructions with verbs

(3-8) Verum focus in constructions wittl verbs

1

J,

s"n*tr* | '#-
lrtngcrromtr v corystn.l
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I I
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ttI eNrERIoRrrY I

SEIvIANTIC I.]NITS

I
PART. M.

ge...t
ATIX
hab-

OPTION I:
*F because V

is poor in
conüent.

OPTIONtr:
F

s.h*,nren I 
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(3-9) focus in constructions with content verbs

Note that the claim that option tr in (3-9) is unacceptable because of the clash with
verum focus is quite well motivated. It is supported by the fact that in the
corresponding infrnitival constmctions, option II can rcalize anteriority focus.le Since
vemm focus and hence, clash of verum focus with anteriority focus, can only occur in
finite verb constructions, our account predicts that option II in infinitival
constructions should be able to express anteriority focus. This prediction is borne out
as shown in (3-10).

(3-10) a. Er kann Schnupfen gehabt HAben
1 . he can cold lud (to) HAVE

*verum focus
anteriori§ focus' *content focus

b. Er kann Schnupfen geHABT haben
he can cold HAD (to) have

*verum focus
anteriority focus
*content focus

Thus, the occurrence of focus effects can be explained in present perfect
constructions with content-rich verbs as well as- with conteht-poor -verbs.

Specifically, we arrive at the following picture, where the complex consisting of the
past participle morpheme and the auxiliary is identified as a semantic component
expressing anteriority.

19 Dieter Wunderlich (pc e-mail) suggested to me to ty out the effects of focus positioning in
infinitival constnrctions.

a'
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(3-11)'* f**ut, 
pASrpARr. .r#ffiJ ]. pREs

The cmtrast betrneen (3-2b) and (3-3) suggests that anteriority focus is realized on
the participle only when it cannot get mäed up with conteni focus, i.e. when the
verb is relatively contentless, like luben in (3-3a) or the copular verb in (3-3b). Thus,
on some relevant semantic level, the past participle morpheme and the auxiliary must
count as a unit expressing anteriority.zo

This resulf amounts to the iatural assumption that at some point during its
developlneqS the perfect construction must häve been subject tö a procesl of
gammaticalization or reconstruction - ?n assumption that has to be accepted in any
case, considering the development of the construction in more detai=l (see, for
instance, Ohl (1996».. As Karin Donhauser (pc) pointed out to me, the observations concerning
focus realization are also compatible with the assumption of an even more completä
grammaticalization or reconstruction process as indicated in (3-12).

(3-t2) f*,"**ofv v + pASrpARr. .r#ffi] ]. pREs

(3-12) amounts to an analysis according to which the original morphosyntactic
components of the perfect construction (with the exception of thä terise) are
reconstructed to a completely noncompositional unit semantically. This analysis
predicts ttlat- (disregarding the restrictions imposed by realization principlei as
introduced above), anteriority focus can in principle be put on thiee different
components - namely, either on the auxiliary or ön the past participle morpheme or on
the verb stem. Hence, it could explain the positioning of anteriority foCus accent in
content-poor verb constnrctions like (3-3) by adding a third option to (3-9):

(3-9') focus in constructions with verbs

1

The application of this third option to content-rich verb constructions would, of
course, lead to a clash with content focus:

20 Perhaps q[e two items have the option of counting as a unit also syntactically, cf.. [Gelesen
labenl wird Hans das Buch, depending on how this sentence is to be analyzed. 

'
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(3-6') focus in constructions with content-rich verbs

However, for semantic reasons, it seems unlikely, that ttre analysis displayed in (3-12)
is more adequate than the one in (3-11): if only the compler consisüng of the verb
qgd the pasl participlg and the auxiliary taken together could expresi anteriority,
then it would be surprising that we have semantic access to the content of the veib
alone. That we do have this access cannot be ignored; the possibiüty to refer to the
situation time of the verb and to specify it by positional adverbials could not be
explained otherwise. Hence I conclude ttrat ttre analysis in (3-12) is not tenable.

4. The role of the present tense in present perfect constructions

Let us now turn to the role of the present tense in present perfect constructions. It is
well-known that the present tense can be used in different ways in German - e.g. for
the description of present situations, of past situations (in historical present iense
contexts like reports), and of future situations. It can also be exploited for generic or
habitual assertions, which can probably be viewed as special cases of present
situations.

. (4-1) PRESENT TENSE FOR PRESENT STTUATTONS
ä. Maria studiert (ietzQ in Berlin.

Maria stu"dies (now) in Berlin
' b. Mäinner sind klüger als Frauen, und die Erde ist eine Scheibe.

men are smarter than women, and, the earth is flatc. Hans raucht.
Hans smokes

(4-2) PRESENT TENSE FOR PAST SITUATIONS ('historical present tense')
a. 1914 beginnt der erste Weltkrieg.

1914 begins the first worldwar
b: 1996 findet die erste Tagung der Gesellschaft für Semantik statt.

1996 takes-place the first conference of the Gesellschaft fur Semantik

(4-3) PRESENT TENSE FOR FUTURE SITUATIONS
a. Im Juni hat Maria Ferien.

in June has Maria vacation
b. Maria kriegt Ferierr.

Maria gets vacation
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There are some more subtle uses of the present tense in German2t, but for now I want
to leave it at this and try to characterize the semantics of the present tense. Of course,
it would be highly desirable to assume a maximally uniform äccount of all uses of the
p_resent tense. However, it is not clear how they can be given a uniform account. The
following proposals can tle found in the literature.

While Klein (1992,1994) proposes that the present tense locates the topic time
around the time of utterance, Fabricius-Hansen (1994), for instance, suggests that the
present tense creates a direct association of the situation time of the verb with the
time of utterance. According to Kratzer (1978), the present tense is a non-past tense
and thus locates the sinration time either in the present or in the funre. However, in
order to be able to account for uses like the historical present tense, Kratzer assumes
that times other than the actual time of utterance can "öount" as the time of utterance.
Contrasting with the accounts mentioned so far, Vater (1983) pursues an aspectual
account of the present tense; he argues that the present tense signals that the
situation time is not yet completed at the time of utterance. Finally, some linguists, like
Heidolph et al. (1981),7*l7er (1994), and Grewendorf (1995) propose that ille present
tense is temporally neutral, i.e. does not locate anything - neither the situation time of
the verb nor the topic time - relative to the time of utterance.

At this point, we cannot evaluate these proposals in detail. Rather, we will
only_use one of them and - without expecting ttris tö be the most adequate solution -
for the present purpose assume ttrat the present tense locates the topic time in the
present or in the future time, relative to the time of utterance. This amounts to an
account in Klein's tenns which is similar to Kratzer's account insofar as it generalizes
over present time and future time uses of the tense. There is much more to be said
about this issue, of course, but for now the account seems adequate enough.

Independently of particular accounts of the present tense in German, however,
it is important to note that the present tense shbws an interesting behavior with
regard to the availability of future time readings: although the German present tense
generally allows for future readings, activity and state predicates like laufen ('run')
with a present tense allow for such a reading only wtien they occur with a future
adverbial as in (4-4c), but not when they occur without an adverbial as in (4-4a).
Contrasting with this, achievement and accomplishment predicates like gewinnen
('win') can always get a future time reading, regardlesi of whether they occur
.togethe;.with a future time adverbial as in (4-4c) or without on as in (4-4b) (cf.
Ehrich (1992:69)).

(44) a. FUTLJRE READING NOT POSSIBLE: Hans läuft.
Hans runs

b. FLflTRE READING POSSIBLE: Hans gewinnt.
Hans wins

c. FUTURE READING POSSIBLE: Hans läuft morgen mittag.
Hans runs tomotrow at-noon

d.' FUTITRE READING POSSIBLE: Hans gewinnt morgen mittag.
Hans wins tomorrow at-noon

This interaction between Aktionsarten and the availability of interpretations of the
present tense should be kept in mind; it will become important in the next section.

2l For more inforrration on this, see, for instance, Fabricius-Hansen (1986) and Thieroff
(1992:89tf).
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5. TS-specifrcation and R-specification by positional adverbials

In section I it was mentioned ttrat positional adverbials can be used in
constnrctions in at least two different ways - as TS-specifiers or as R-specifiers.
illustrated with the ambiguous.Crerman sentence (5-1), repeated from above.

(5-1) Er war um zehn weggegangen.
he was/had at ten left
TS-SPBCIFICATION: = The leaving took place at 10.
R-SPECIFICATION: = He was gone at ten.

perfect
This is

?

In this section, we will take a closer look at the ways in which present perfect
constructions can interact with positional temporal advärbials. We witt see that the
interactions are elucidating with respect to the semantics of the present perfect.
Specifically, the interactions will show that the present tense contäined in present
perfect constructions is a real, standard, present tense, that present perfect
constructions are of a stative nature, and that certain accounts of the present perfect -
accounts that assign the present perfect a past tense denotation or a past tense
reading among others - are not tenable.

Since the present perfect and the past perfect are constnrcted analogously,
one would expect that positional temporal adverbials are ambiguous between a TS-
specifier reading and an R-specifier reading in present perfect constructions, too.
Quite surprisingly, however, their appropriateness as TS-specifiers or R-specifiers
depends on whether they are pist, present, or future adverbials.

The observation that there are some such restrictions on the use of temporal
adverbials with the present perfect is not new, yet, the specific nature of the
resEictions has been described quite inconsistently in the literature. Moreover, there
does not seem to be any obvious explanation for the restrictions. Ehrich (1992:145)
says that a present perfect sentence with a past adverbial - Hans hat den Rasen
vorhirdgestern gemäht ('Hans has mown the lawn a while ago/yesterday') - only
allows for TS-specification but not for R-specification. But in combination with
future adverbials - as in Hans hat den Rasen gleich gemöht ('Hans has mown the
lawn in a bit') - there is an ambiguity between TS- and R-specification, Ehrich claims.

.Fabric[us-Hansen (1986) makes the opposite claim. According to her, a future
adverbial blocks TS-specification (pl120, while constructions with past adverbials
are ambiguous (pllS). However, it seems to me (and to the informants I asked) that
neither of these statements is completely right. Rather, the judgements about the
availablity and unavailability of readings are the ones displayed n (5-2).22

(s_z) a. ,ASTADVERBTAL, 
Hä:r:)f;:,;X;#:;yi;f:;sansen.

1. R-SPECIFICATION: * Yesterday at 10, Hans had already left.' 
2. TS-SPECIFICATION: = Yesterday at 10, his leaving tookplace.

22 The judgements exploited here in part correpond to the ones sketched in Herweg
(1990:199ffl); he finds R-specification with future adverbials and TS-specification with past
adverbials acceptable. However, for present adverbials, he finds TS-specification more
acceptable than R-specification. - In the pictures, "ta" represents the time of the temporal
adverbial.

135



SOU+,NTICS oF THE PNgSrtW PgnrgcT RpIIerp MUSAN

(al) R-spification: *
(But hist. pres. reading OK!)

TU
>

If^TSH
[fLH:OK; E:*J

(aZ) TS-specificaüffi

taI
TU

ITSR
[F-H:OK:E: OKI

b. PRESENT ADI/-ERBIAL: Hans istjetzt weggegangen.
Hans is/has now lefi

l. R-SPECIFICATION: = At this moment, Hans is already gone.
2. TS-SPECIFICATION: * At this momeng his leaving takes place.

(bl) R-specrtrcation: ()K

TU
>

TS tA
R

02) TS-specification: *
(Note: OKwhen jetzt
=kürzlich Just')

TU

*q 

-

f§.
TS

FUTLJRE AD\IERBIAL: Hans ist morgen um zehn weggegangen.
Hans is/has tomorrow at 10 left

1. R-SPECIFICATION: = Tomorrow at 10, Hans will have left already.
2. TS-SPECIFICATION: * Tomorrow at 10, his leaving will take place.

(c 1) R-specification: OK
TU

TSR
IF-H:OK; E: OKI

(c2) TS-specification: *

TU ta

r_TSR
lF-H:*: E: OKI

Note that it is unexpected that the three readings (a1), (b2), and (c2) are unavailable
fsr the following reason: from (a2), we know that temporal adverbials can be TS-
specilers in present perfect constmctions; from (bl), we know that they can be R-
specifiers; and from (cl), we know that the situation time of the verb in present
perfect constructions can be located in the future. Hence, we expect that all six
readings be available. Why do they not behave as one would expect?

It turns out that there is a quite natural explanation for the unavailability of
the readings. Recall from the preceding section that activity and state predicates in
the present tense need a future temporal adverbial in order to have future
interpretations. I will show ttrat the distribution of possible readings for present
perfect clauses follows from this standard behavior of the present tense, if we assume
that present perfect constnrctions are stative.

The assumption that present perfect constructions are stative is well-motivated
and by no means a nöw discovery (see Parsons (1990) and Vlach (1993)). Thus, the
application of standard tests provides evidence for the stative nature of the
construction. For instance, one can ask how-lozg-questions about the duration of
states or activities, but not about achievements or accomplishments. Note that
consequently, (5-3a) is not acceptable: it is a question about the duration of an

c

1

t
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achievement in th9 past te!19: When the past tense is changed into a present perfect,
however, focus triggers a difference in acceptabitity. When focus is on the auxiliary,
then the resulting sentence is fine. When the focus is somewhere else, then tliLe
sentence is unacceptable. Ngt" that focus on the auxiliaqy tends to relate temporal
adverbials to the present perfect as a whole (R-specification), while focus that is not
on-the aq{liary r.el?teq the temporal adverbial to the verb and its situation time only
(TS-specification). If that is so, then (b) and (c) show that the verb does not denote ä
state whereas the present perfect constnrction does.

(5-3) a- ?*Wie lange entdeckte Hans den Fehler?
how long discovered Hans the mistake

b. ?*Wie lange hat Hans den Fehler entdeckt?
how long lus Hans the mistal<z discovered

c. V/ie lange HAT Hans den Fehler entdeckt?
how long HAS Hans the mistakc discovered

The same conclusion can be reached by other tests, too. Thus, (54) shows a kind of
pseudo-cleft construction. The idea behind this test is that the what-Hans-did-
construction is unacceptable with states because states are not done. But it is
acceptable with all other Aktionsarten. Note that when we have a perfect infinitive,
the construction is not permitted and thus behaves like a state. However, the same
infinitive without the perfect is good, i.e. it does not behave like a state.

(54) a. ?*Was Hans tat, war, den Fehler entdeckt zu haben.
what Hans did was the mistake discovered to have

b. Was Hans tat, war, den Fehler zu entdecken.
what Hans did was the mistake to discover

To summarize, there is strong evidence that perfect constructions denote states. But
what is the nature of this state?

Parsons' characterization of the "perfect-state" as a RESULTANT-STATE as
opposed to a target-state seems most suitable. The difference between these two
kinds of states is nicely explained in Parsons'book (1990:235):

I .'

"It is important not to identify the Resultant-state with its'target'-state.
If I throw a ball on the roof, the target state of this event is the ball's' being on the roof, a state that may or may not last for a long time.
What I am calling Resultant-state is different, it is the state of my
having thrown the ball on the roof, and it is a state that cannöt cease
holding at some later time."

Thus, the.resultant-state may be described as a post-state of the crucial situation,
which according to what we said above, may be just one truth-interval out of the
whole situation time.

Note that our result that present perfect constructions are stative is not
compatible with accounts of the present perfect that assume a general denotation or
one reading of the present perfect where it is not stative; this is because if there was a
non-stative reading of the constmction available, then the availability of this reading
would be enough to save the construction in (5-4a) from unacceptability. Perhaps
one might consider the logical possibility that such a non-stative reading is
unavailable only in certain environments - for example in the environment of (5-

a'

t37



t

SnUINTICS oF THE Pnasgvr PgnrgCT Rttterr MusAfi

!?).zs Put at- present I do not s€e a plausible motivation for this assumption ar aII.
Thus, I conclude $qt pleseqt perfect-constructions are stative in general.^Next I will
show that the availability of tf,e readings displayed in (5-2) fotlo-ws from the stativ.e
nature of the constnrction.

Quit-e. importantly, in combination with the restriction on the availability of
future rea{ings with present tenses in stative or activity clauses (which was
illusfrated in the preceding section), we expect that the presänt tense component in
the present perfect constnrction needs future adverbiais in order to gef a future
interpretation, simply because the present perfect is of a stative nature. Häw does the
availability of readilgs _follow fiom thi§? I*t's apply our previous results to'the
unavailable readings in (5-2).

First, note that the oddness of (al) corresponds to what we would expect if
we consider the bghavioq o{ the present tense. In order to get the reading (ai), ttre
reference time R has to be located in the past. Given that R is associateä with ttre
present tense auxiliary, the location of R in the past is a special case of an historical
present tense. Hence, we expect that its location in the past feels like the historical
prese_nt telse and i-s subject to the same restrictions. This prediction corresponds
exactly to the innritions about the reading.24

Second, we have just seen that the present perfect construction as a whole is
stative. Thus we predict that it needs a future adverbial in order to obtain a future
meaning -with present tense. In order to get reading (c2), the present perfect
construction must have a future meaning.Thus, the future adverbiäl that oc-curs in
the clause has to function as an R-specifying adverbial. But if the adverbial functions
as an_ R-specifying adverbial, then it cannot function simultaneously as a TS-
specifying adverbial. Hence, we correctly predict that the reading- in (c2) is
unavailable.

Finally, in order to get the reading in (b2), the time of the present perfect
construction must be located in.the future, too. If it is not, then the situation fime of
the verb cannot be located around the time of utterance. Again, since it is stative, it
needs a future adverbial in order to be interpretable in this way. The clause, however,
does not plovidg a future adverbial. Hence, similarly to readihg (c2), reading (b2) is
not available, either.

To summarize, we have seen that in some important respects, the present tense
rcontai4ed in.present perfect constructions bqhaväs just lilie a canonical present
tense. In _particular, its ability to exploit funre readings is exactly like the one of a
canonical present tense. Moreover, we have seen that thä present perfect
construction is of a stative nature, and that this is so always and öbligatorily. We
have identified the state as the resultant-state or post-state bf ttre situaüon dönoted
by the verb or VP.

6. Conclusion

At this point, one may ask whether in an account as sketched above, the reference
time R still plays an iridependent role. Since the semantics of the perfect construction
itself provides us with trvo time intervals - the one of the situation time of the verb
and the one of its resultant-state - one may argue that reference to R has become
unnecessary. However, since I want to pursue the basic idea of Klein's (1992, 1994)
analysis of aspect, I will keep a reference time R as a component of temporal

23 Chris Pifrdn hinted at this possibili§ (pc); however, so far I do not see any evidence in favor
of this.
24 Note that this accounts for Fabricius-Hansen's judgement that this reading is available.

J,
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interpretation. Hence, until we find evidence to the contary, let us assume that in the
canonical case, tense locates a reference time R in relation to ttre time of utterance TU,
and aspect locates the situation time TS relative to the reference time R.25 Note,
however, that this notion of reference time differs from Reichenbach's notion of
reference time.

Moreover, it is important to stress which situation time is located by aspect in
perfect constructions: it does not locate the situation time of the verb itself; rattrer, it
locates the situation time of the complex consisting of tle VP, the past participle
morpheme, and the auxiliary - hence, the situation time of the resultant state of VP.
The picture in (6-1) illustrates how this works.

(c1) 
3. semantics of the past
participle locates the TS
of VP before R.

2.aspect locates TS of
FIP+PART+AIIXI atR

l.tense locaües R

ffip TU

To summarize, in the course of this paper, we have arrived roughly at the following
picture of the semantics of the present perfect in German.

(6-2) PRESENT PERFECT resultant-state of a
Ts-interval of \IP at R,
where R is located
at or after TU

resultant-state of a
TS-interval of VP at R

present tense

1

t

resultant-state of a
Ts-interval of \IP

\1P

past participle: source of
relative anteriority of TS
and stativity: resultant-state
of a Ts-interval of P

perfective aspect [default]

IP (resultant-state of a TS-interval of P)

aux. haberdsein

25 Given that aspect is not in general morphosyntactically rcalized in German, one may rather
pursue an account in which aspect does not occur as a functional element. If one chooses this
Iatter theoretical option, then one has to change the assumptions about the semantics of tense,
of course. Specifically, one may assume that tense locates a (relevant) truth-interval of its
clause with respect to the time of utterance.
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These results were established by exploiting the historical development of the
construction, its behavior when iombined *jtt focui *d fo.us piop"tion, 

"oainüeractions of the present perfect with temporal adverbials.
Unless we find counterevidence, we may assume that the semantics of the past

perfect and of the future perfect is constnrcted analogously as shown in (6-3) ana (0-
4), respectively.

(6-3) PASTPERFECT resultant-state of a
TS-interval of VP atR,
where R is located
before TU

resultant-state of a
TS-interval of VP at R

past tense

resultant-state of a
TS-intervalof VP

\1P

past participle: source of
relative anterioriry of TS
and stativity: resultant-state
of a Ts-interval of P

perfective aspect [default]

IP (resultant-state of a Ts-interval of P)

(6-4) FtrruRE PERFECT

resultant-state of a
TS-intenral of VP at R

aux. haberdsein

resultant-state of a
TS-interval of \IP,
where R is located
afterTU

funre tense

aux. haberdsein

1

t resultant-state of a
TS-inüerval of VP

VP

past participle: source of
relative anteriority of TS
and stativity: resultant-state
of aTs-interval of P

perfective aspect [default]

IP (resultant-state of a TS-interval of P)

t'

Recall that we began this paper with a brief summary of the accounts of
Reichenbach (1947) and Klein (1992, 1994). As should be clear by now, the two
accounts treat the present perfect in quite different ways than the present account.
Reichenbach treats the present perfect (in English) as consisting of a single semantic
component tense that temporally locates the three times speech time S, event time E,
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and reference time R in a specific constellation to each other. Klein splits up the
present perfect (again, in English) semantically into two components: the tense,
which locates the topic time TT with respect to the time of utterance TU, and the
aspect, which locates the situation time TS with respect to the topic time TT. The
präsent account, however, splits up the present perfect semantically into threg
öom1»onents: ttre tense, which locates the reference time R withrespect to the time of
utterance TU, the aspect, which locates the situation time TS with respect to the
reference time R, and the denotation of the past participle morpheme in combination
with the auxiliary. The table in (C5) shows a survey of how the three accounts work.

Note that while tense and aspect are generally treated as functional categories, the
status of the past participle morpheme in combination with the auxiliary may be a
quite differenionein the grammatical system. Specifically, it seems likely tttlt the past

farticipte morpheme is a derivational affix, while tens-e and aspect are inflectional.
Ttris is in acöordance with the widespread assumption that past participles are
adjectival rather than verbal - i.e., according to this view,-the past parti_ciple
mörpheme triggers a change of the syntactic category, which is typical for
derivational processes.

KLErN (1992, 1994) THIS ACCOUNTRErCI{ENBACH (t947"

2 semantic components 3 semantic components
present perfect:

1 semantic component
l.tense

l.tense locates IT

2. aspect

2.aspect
locates
TS of VP
before TT

l.tense
locates lT

l.tense

l.tense locates R

2. aspect

2.aspect locates TS of
IYP+PART+ALIXI at R

l.tense locates R

3. denotation of
IPART + AUXI

3. the semantics of
the past participle
locates the TS of VP
before R.

2.aspect locates TS of
FIP+PART+AI.JDQ atR

l.tense locates R

ffi-fE
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Finally, recall the various options concerning the possible time relations
between the evaluation time of a past participle and the situation time of the verb
cont4iled in the past participle; they were displayed in (2-5) above. Let us briefly
consider what thgse options amount to wittr regard to the occurrence of pa§t
paqclp-les- in perfect constmctions. As argued above, the semantics of the past
participle locates ttre situation time of the verb before the reference time. Thus,bne
may- qay that the reference time plays the role of the evaluation time of the past
participJe in perfect constructions. As in other constructions containing past
participles, only an interval of the verb's situation time must be located before the
evaluation time. Hence, all the temporal relations illustrated in (6-6) are in principle
acceptable for the reference time and the situation time of the verb.

(6-6)
reference time reference timea' *TSofvP 

- 
v d'

reference time

TS of \IP

reference time

e.

T§ofVP
b.

TS of \IP

reference time reference time

f.c.
TS of VP TS of VP

The analysis we have established provides a basis for further investigation of
pro-blems concerning the present perfect - for instance, of the question of how the
different readings of the present perfect come about. The semantiös that I proposed in
this paper is arguably subject to some independently motivated principles bf iemporal
semantics as well as to well-established pragmatic principles. These principles can be
exploited in order to analyze the temporal and äspectual flavors-that occur with
present perfect constructions. This analysis, however, has to be dealt with in another
paper (Musan (in progress)).
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Connectivity Effects in Pseudo Cleft Sentences*

Wolfgang Sternefeld

(Universität Tübingen)

1 Introduction

In his 1973 dissertation, RogerHiggins revealed how difficult it is to analyze cleft con-
structions without making too many construction specific assumptions. Sometimes it
might even be difficult to decide whether a particular assumption is construction spe-
cific or not. A case in point is Higgins' main thesis, which he calls the Null Hypothesis
stated in (1):

(l) Higgins' Null Hypothesis:
"The surface structure of a specificational pseudo cleft sentence is essentially
identical to its deep structure form." (Higgins 1973:22)

In modern terminology this means that S-structure and LF must coincide in all rele-
vant respects. Since by definition a Null-Hypothesis can not actually be a principle (of
grammar), it is plausible to assume that (l) should in fact be a theorem, resulting from
deeper principles which in nrrn do not explicitly mention the specificational pseudo
cleft construction.

In this paper, however, I will not be concerned with the theoretical status of (1) as

. either construction specific or not. Rather I will be concerned with the seemingly much
simpler question of whether it is tnre or false.

I take it for granted that Higgins' arguments against previous analyses were corr@t.
What needs to be examined is the question of whether they are still correct today,
against the background of more recent developments. In re-examining some of the
problems that arise with (l) and some of the proposed solutions, I will concentrate
on the issue of connectivity as discussed by Akmajian (1970), Higgins (1979), Barss
(1986), Heycock (1995), and others.

*This article is an elaboration of Section 6 and Section 8.5 of Sternefeld (1997). Other parts of that
pEier were presented the annual DGF§-meeting in Düsseldorf, February 1997 and at the Reconstruction
Workshop in Tübingen, May 1997. For discussion and criticism I would like to thank the audiences of
these conferences. Special thanks also go to Daniel Büring, Irene Heim, Graham Katz, Pamela Perniss,
and Arnim von Stechow.
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2 Binding and Connectivity

Irt us first analyze the sentences in (2):

(2) a. What nobodyl did was buy a picture of himselfr
b. Buy apicture of himselfr was what nobodyl did

Here the obvious problem is that the anaphor is not c-commanded by its antecedent. If I
understand Higgins correctly, his general solution to binding problems of this sort is to
assume an understood big-PROJike subject which serves as the local c-commanding
antecedent of the anaphor. Accordingly, btty a picture of himself has a silent subject-
NP which is the antecedent of the anaphor himself and which, according to the theory
of the early seventies, is erased by an EQUI-NP-deletion rule.

Solutions like the above - as well as many other proposals involving EQUI- or
SLJPER-EQIII-NPdeletion - have rarely been made precise, so that Higgins is in
good company when treating control äs a more or less semantic phenomenon. Nonethe-
less, such an appeal to other components of grammar is unsatisfactory for at least three
reasons.

Firstly, cases like (3) cannot plausibly be accounted for by an NP-internal subject-
PRO.

(3) What nobodyl bought was a picture of himselfr

Higgins demonstrates that picture nouns behave somewhat exceptionally anyhow, but
this fact alone cannot be considered a solution to the problem.

Secondly, and most importantly, even if we grant an invisible subje,ct, Higgins does
not explain how this subject can in turn be bound by ia antecedent. To illustrate, con-
sider the structure in (4):

(4) ' 't What nobodyl did I was I PRO1 buy a picture of himselfl ]

. The relevant observation here is that the antecedent is a quantifier, and that binding by
a quantifier is possible only in a configuration of c-command. This is made explicit in
the Binding'Hypothesis formulated in (5):

(5) The Binding Hypothesis:
For a pronominal to be semantically interpretable as a bound variable, it must

'be c-commanded by its binder.

Unless one is prepared to postulate Quantifier Raising out of a relative clause - which
seems to be a wild and unmotivated device - the Binding Hypothesis simply contra-
dicts Higgins' Null Hypothesis.

Thirdly, the behavior of anaphors seems to be governed by the derivational history
of movement within the free relative. This has been shown by Barss (1986) in his
dissertation, from which I have taken the examples in (6):
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(6) a. I Wttaq John wants I Mary to paint q J] are pictures of himself/trerself
b. I Wttaq Joyce and Sluw believed I I tike q JJ are each other's plays

The point is that the anaphoric possibilities cannot be determined by the base position
of what alone. If this were true, sentence @) would be ungrammatical, and sentence
(a) would not permit himself. However, if we analyzewhat as having the same content
as the post copularphrase, the observed binding possibilities could be explained.

By contrast, Higgins' explanation would have to be that the relevant properties of
EQUI-NPdeletion must, in cases like these, be identical to the conditions of Binding
Theory. This, however, strongly suggests that a generalization has been missed. Appar-
ently, the behavior of anaphors in these constructions does not depend on an obscure

theory of control, but directly on Binding Theory itself.
However, as Barss himself has shown, this conclusion does not contradict Higgins'

Null Hypothesis. This is because Barss reformulated Binding Theory in a representa-

tional way, such that the relevant properties can be checked at the surface level (which
is, according to Higgins, identical to LF.) I will return to this in Section 7.

Finally, there are a number of principle (C) effecs which could easily be explained
on the basis of Barss' theory but which might remain problematic on the basis of
Higgins' account. First consider examples like (7) from Bach (1969) and (8) from
Higgins:

(7) *What he1 smashed was John's1 car

(8) *What he1 discovered was a proof of Descartes'1 existence (okay with predica-
tional reading)

The ungrammaticality of coreference in these sentences corresponds with that of their
unclefted counterparts. This clearly calls for an analysis in terms of obligatory recon-
struction, which is indeed independent of any understood subject mechanism. The fol-
lowing data from Heycock (1995) confirm this conclusion. Consider first the contrast
in (9):

(9) a. [How many lies aimed at exonerating Clifford;]j did hei claim that he; had

no knowledge of q
b. *[How many lies aimed at exonerating Clifford;l; is hq planning to come

up with q

The cöntrast does not lie in the surface structure of the clauses; rather it is the semantics

of the embedded verbs that makes the difference. In @), the verb is intensional, and any
meaningful interpretation of the sentence must reconstruct the wlr-phrase into its scope.

The verb in the (a)-sentence, however, is extensional, hence no reconstruction is called
for and coreference is grammatical. But consider next the parallel cleft constructions
in (10) and compare (9-a) with (10):

(10) *What het claimed that hq had no knowledge of were lies aimed at exonerating
Clifford;
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Although corefererce is okay in the transparent unclefted construction, it must be ruled
out in the also transparent cleft construction. This behavior is explained if reconstruc-
tion of wlut in cleffs is obligatory. Although this assumption in and of itself deserves
an explanation, it should be noted that this is exactly what Barss assumes when dealing
with condition @)effects like (lt):

(1 l) a. *What John; is is proud of him;
b. *What lohn read was a book about himl
(okay only on predicational readings)

Note also that at the time of Higgins' dissertation any explanations via reconstruction
would have becn inconsistent with his Null Hypothesis; so the question is whether
alternative explanations are available. When discussing examples like (7) and (8), Hig-
gins seems to subscribe to the view that backwards anaphora is restricted to a special
context that requircs the referent to be already known or given. Arguing along these
lines, he cites Hankamer's rule stated as (12):

(12) Hanlcamer's Conjecture:
All pronominalzation is from left to right.

Higgins comments:

(13) "Hankamer's conjecture may well be too strong, but Specificational pseudo

cleft sentences probably fall into the class of cases which can be explained by
it." (Higgins, p. 316)

He also cites examples showing that backwards pronominalization is ungrammatical
even though it is okay in the unreconstructed form:

(14), ,*What the man who lived next door to him; also discovered was a proof that
Descarteq existed

' The point is that the ungrammaticality of (14) cannot be explained by condition (C),
regardless of whether or not we reconstruct.

On the other hand, inverted structures like (15) show the same reconstruction ef-
fects, although this time Hankamer's rule cannot work:

(15) a. *Iohn's; car was what he; smashed

b. *Shave John'q beard was what he; forced Mary to do

We ccinclude from (15) that applying condition (C) at a reconstructed LF still yields
correct results, although examples like (14) suggest that additional factors might also

come into play.

In search of a unifyingexplanation, Higgins briefly discusses an alternative to Han-
kamer's rule. It relies on the meaning of a pseudo cleft as specifying alist.He observes
that something from within a list cin never pronominalize an element outside it. This
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is exemplified in (16):

(16) *He; discovered the following: Mary's books, John'q trousers, ...

I am not convince( however, that this is entirely satisfying. For one thing, the gener-
alization itself is still leftunexplained; for another, I do not see how the widely shared
semantic intuition that llsts are essential for the semantics of the construction under
discussion can be justified" Firstly, this assumption introduces a very construction spe-
cific property which does not become apparent from a mere inspection of the surface.
Secondly, it does not square well to the connectivity effects we observed with anaphors
and negative polarity items to be discussed further below. Thirdly, I do not see why lists
should do better than sets: For sure, lists are ordered sets, but it is prccisely this aspect
of an ordering which neverplays a role in any explanation based on lists. For sure, we
sometimes allude to incomplete or open liss, and it seems to be a commonly shared
intuition that clefts specify complete list. However, this difference has no counterpart
with sets: we simply do not have any notion of an incomplete set- Since sets are "com-
plete" by definition, it seerns to me that a proper formalization cannot take advantage
of the concept of a list, but should proceed in terms of sets, as one would expect from
ordinary model theoretic semantics.

Putting aside the issue of liss, the least one can say by now is that the application
of condition (C) at a reconstructed level is consistent with the observed facts. This is an
important observation: If reconstruction is obligatory, as suggested by Barss in order
to account for condition @) effects, then we would expect that condition (C) likewise
holds after reconstruction, and this is exactly what we have seen above.

Summarizing so far, the evidence we collected suggests that the Binding Theory
depends on reconstruction and must therefore apply at a level different from surface
structure. Although this seems to contradict the Null Hypothesis, Barss has shown
how to reconcile these requirements with Higgins' thesis: By reformulating Binding
Thebry in such a way that the effects of movement and reconstruction are captured at
S-structure, Barss provides a necessary step in showing that there is no need to postu-
late an LF that differs from surface structure. However, what remains troublesome is
the semantic issue, namely the conflict between the Null Hypothesis and the Binding
Hypothesis. That is, Barss' theory would be undermined if it turned out that recon-
struction is necessary for independent semantic reasons. Before demonstrating that
semantic binding does not require c-command, let us look at two further arguments in
favor'of reconstruction.

3 Negative Polarity

Another well known problem is NPIs as exemplified in (17):

(17) [ What John t didn', do ] was buy any picture of himselfr
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The surface structure of ( 17) seems to contradict the commonly held view that any must
be in the scope of and c-commanded by negation. This view implies the necessity of
reconstruction.

By way of generalizing the Binding Condition we thus arrive at the Scope Condi-
tion given in (18):

(18) Thc Scope Condition:
NPIs as well as bound variables must be the scope of (i.e. c-commanded by)
.the operators they depend on.

Cleft constructions show that this condition cannot be met at S-structure, hence a so-
lution is called forthat seems to contradictHiggins' Null-Hypothesis.

Moreover, clefts exhibit an interesting asymmetry thatemerge in inverted structures
like (19):

( 19) *Buy any picture of himselfr was I what Johnl didn't do ]

Observe that the example was chosen in such a way that reconstruction is indepen-
dently necessary for the binding mechani§jil to work properly. It thus follows that the
reason for the conftast between (19) and (17) must be a linear precedence condition
that holds for NPIs at surface structure, but is apparently irrelevant for anaphors or
bound variables (cf. sentence (2-b)). Note that a certain precedence condition is al-
ready contained in Ladusaw's Polarity Hypothesis stated in (20):

(20) The Polarity Hypothesis (Ladusaw, 1980, p. 112):
"A NPI must appear in the scope of a trigger (a downward entailing element).
If its trigger is in the same clause as the NPI, the trigger must precede the NPI."

Ladusaw restricted precedence to elements of the same clause because he was aware
of exairiples like (21), where the NPI precedes the negative verb:

(21) [ That anyone invited her on Monday ] Mary forgot

Here the negative trigger is not in the same clause as anyone and therefore must be al-
lowed to precede the NPI. However, if we adopt Progovac's (1993) analysis - namely
that there is something inherently negative in the COMP position of sentential com-
plements of certain downwards entailing verbs, and that this invisible element of the
fronted clause is the trigger for the NPI - the if-clause in I-adusaw's condition can be
dropped. We may thus generalize the condition by saying that the trigger must always
precede the NPI. This explains the contrast between (17) and (19): in the grammatical
sentence (17) the trigger precedes the NPI, whereas in the ungrammatical (19), the NPI
precedes the trigger.

Chris Wilder (p.c.) kindly provided me with more data that illustrate the relevance
of precedence:

(22) a. *Any picture of Fred was what John didn't buy
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b. *Steal anything was what nobody did
c. *Pictures of anyone John didn't buy.
d. *It was pictures of anyone that John didn't buy
e. *Pictures of anyone are easy to ignore
f. *... but steal anything, nobody did

Since reconstruction reverses the surface order, it is obvious that the linear licensing
condition must apply at the level of surface structure. On the other hand, it seems that
the structural licensing condition for any is not met at the surface of pseudo clefts.
This again calls for a solution in terms of an LF that differs from the surface.

On the other hand, we could assimilate the licensing conditionsfor any to the bind-
ing conditions for anaphors as stated by Barss. I will now demonstrate that this is in
fact a plausible conclusion.

One piece of eyidence is derived from NPIs other than any.For example, although
sentence (23-a) is perfectly grammatical, the corresponding cleft in (23-c) is not:

(23) a. John didn't give a talk until he was 25.
b. *John gave a talk until he was 25.
c. *What John didn't do was give a talk until he was 25.

Here again it is the surface structure that counts. Marcel den Dikken pointed out to me
that the same might be true for idioms. For example, the idiomatic interpretation is lost
in (24):

(24) What Mary didn't lift was a finger

These findings militate against a pure LF account of negative polarity in general. Thus,
one might argue that the above counterexamples call for S-structure locality, whereas
any re.qtires locality at LF. However, such a solution would, perhaps unduly, multiply
levels beyond Occam's razor. Moreover, evidence from positive polarity also speaks

against such a conclusion. To this I turn in the next section.

4 Positive Polarity

Note first that the local licensing of NPIs is sensitive to the scope of quantifiers at LF.
Linebarger (1987) gives the following examples:

(25) a. *John didn't give a red cent to every charity
' b. *She didn't wear any earrings to every party

(Available reading: Wide scope of any over every) NOT available for (b):

It wasn't to every party that she wore any earrings

At S-structure the NPI is as close to the negation as can be; nonetheless, the reading
with every having wide scope over the NPI is impossible. This can be explained by
Iooking at LF, where the quantifier is closer to the negation than the NPI. This produces
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an intervention effect: there is an intervening operator between the NPI and its licenser
which blocks the strictly local licensing requirement of the NPI.

Interestingly enough it turns out that a switch from the negative to the correspond-
ing positive polarity item rules in the previously unavailable reading. For example,
compare (25-b) with (26), which seems fairly acceptable in the intended reading:

(26) ?She didn't wexlr somc earrings to every party

This is unexpected if we check licensing conditions only at surface structure where
the positive polarity item is immediately preceded by the negation. We must conclude,
then, that LF is the relevant level not only for any but also forpositive PIs. Accordingly,
the PPI some is grammatical in (26) because at LF an operator intervenes.

Given all this, consider next(27):

(27) What John (also) didn't do was drink any/some wine

The grammaticality of both some and any in this context is unexpected if the LF of
the sentence involves (obligatory) reconstruction. This observation supports Higgins'
thesis. If the locality conditionfor some must be checked at LF - as suggested by (26)

- then this LF should be identical to the surface, for otherwise the PPI would be in the
immediate scope of negation. On the other hand, given that no syntactic reconstruction
is involved, the licensing conditions of any seem to go hand in hand with that of bound
variable pronouns, which can be demonstrated by (28):

(28) What nobody; did was beat some/any (friends) of his; children

As noted above, the analysis of somc in (28) would become paradoxical on the view
that binding requires reconstruction at LF: such an LF would clearly violate the licens-
ing condition for somc.I conclude that neither the LF required for binding nor the LF
requited for any can involve real reconstruction, and that the licensing conditions for
some and NPIs other than any can be satisfied only if LF and S-structure are identical.

To summarize this section, the polarity item any behaves much like an anaphor in
that it can be licensed only via reconstruction. Other PIs, however, are incompatible
with reconstruction, although an analysis of their distribution seems to involve con-
siderations of LF. From this I conclude that Higgins' hypothesis is in fact the correct
generalization, so that Binding Conditions as well as the locality condition for any
must.be stated in a Barssian way, at a level of LF that is not different from the surface
in relevant respects. Given this, it only remains to show how variable binding can be
accognted for. Before going into this, I would like to discuss one final argument that
was designed to establish a genuine semantic argument in favor of Higgins' thesis.

5 Conjunction

As pointed out by Sharvit (1997), the following pseudo cleft has a cumulative reading:
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(29) What John rmd rd T,hat Mary bought is/was Huck Finn, Tom Sawyer, A
Connecticut Yaote, and The Prince and the Pauper.

Syntactic reconsfrtrction s LF cannot account for this reading, hence no reconstruction
can ever be involved in the aalysis of pseudo clefts.

This would" if conw, cstablish an excellent argument in favor of Higgins' hypoth-
esis. Unfortunatcly, howcrr€r, I am not convinced that the argument reveals anything
about specificational clefts C-onsider first similar examples with predicates that call
for a plural subject:

(30) a. What John bought and what Mary bought go together well
b. What Iohn belicvqs and what Mary claims is (mutually) incompatible.

Adopting Schwarzschild"s (1991) union theory of coordination we arrive at the correct
readings only if the frre rclative clauses are referring expressions and the entire cleft
construction is predicatimat. Sharvit's example (29) also results from the theory cor-
rectly if we analyze the free relatives as tenns and the conjunction as a set theoretic
union, as shown in (31):

(31) {X : John *rEad )f} U {X : Mary *bought X} = {Huck Finn, Tom Sayer, A
Conneticut Yankee, The Prince and the Pauper]

Here '*' denotes Link's plural operator, cf. Link (1991) or Sternefeld (1994) However,
according to Higgins' typology, (29) would be classified as identifi,cational. And as is
well known, neither predicational nor identificational clefts show the usual connectiv-
ity effects.

A genuine testing case would be true specificational sentences, perhaps of the form
in(32):

(32) ' What Max also wanted to buy and what Mary intended to read was a book on
syntd( and a book on semantics

Due to the presence of the inrcnsional verbs, (32) must be specificational. But now the
relevant question is this: do we get a cumulative reading? Unfortunately, I only get the
distributional constnral, with Max wanting to buy both books.

The conclusion is that üre coordination of the free relatives in specificational clefts
can not involve a conjunction of terms. This is corroborated by the behavior of recip-
rocal§. First note that these are grammatical in specificational constructions like (33-a)
and (33-b), which sharply contrast with the ungrammatical sentences in (33-c) and
(33-d):

(33) a. The only people they really liked were each other
(Chomsky (1971))

b. What those two like even more than they like themselves is each other
(from Olen Percuss: Unmasking the Pseudocleft, 1997, unpublished)

c. *What John really liked and what Mary really liked was each other
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d. ??WhatJohn did and what Mary did was send letters toeach other

One might argue that these sentences are out for reasons of agreement; the real testing
case should therefore be:

(34) ??What some critics really admire and what some authors really dislike iVare
each other

But this, if grammatical at all, only has the distributional reading, with the critics ad-
miring each other and the authors disliking each other.

In conclusion, then, coordinations in real specificational clefts do not" contrary to
first appearance, count against a rcconstruction account. On the contrary, examples like
the above suggest that across the board reconstruction is essential in order to get the
semantics right.

It emerges, then, that there are a number of semantic properties that are left un-
explained by Higgins' thesis, and these are precisely the properties that would speak
against his Null Hypothesis.

6 An in situ Semantics for Reconstruction

Now, in order to maintain the Null Hypothesis, we need a surface semantics which
solves the connectivity problems in a straightforward way. Any such semantics is in
conflict with the Binding Hypothesis (5) and the Scope Condition (18), which therefore
must be assumed to be wrong.

A major task therefore is to develop an alternative theory that interprets variable
binding at the surface, without c-command. As it turns out, this problem is largely
independent of the properties of cleft sentences, hence any solution of it will still satisfy
the Null Hypothesis.

fn fact, there are several possibilities to interpret variable binding without c-
command. A particularly simple solution is implicitly contained in an old paper of
Bennett's, cf. Bennett (1979).It is simple because it is very general. Although Bennett
does not directly address the issue of interpreting pronouns, his framework easily al-
lows expression of the idea thu referential pronouns and bound variables do not have

the same meaning. Whereas referential pronouns do, as usual, denote individuals, this
no longerholds forbound variablepronouns, whose meaning mustbe something more
complex.

I-et us first look at the interpretation of quantified sentences in predicate logic. The
usual semantics given to a universally quantified sentence like (35-a) is the metalin-
guistic statement in (35-b):

(3s) a. (Vc1)(P(r') -r 0(r,))
b. (Vo € D)(Yg' e G)(s'fal llg -r (/r(g'(1)) -+ /q(e'(l))))

Now, the logical problem with doing semantic reconstruction by means of lambda
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conversion at a surface level is that (36-a) is not equivalent to (35). Rather, a logically
equivalent alphabetic variant of (36-a) would be (36-b), with c1 still being free a free
variable not bound by the universal quantifier:

(36) a. .\c2(Vr1)(P(rr) -» Q@))(rr)b. (VyXr(y) -) 8(s,))

LamMa conversion is not permitted in a context where a formerly free variable such as
the last occurrence of c1 in (36-a) would become bound as the result of that operation.

Irt us illustrate the problem with a lingustic example. Assume that P stands for
man, and r? for loves.I*t I be the function that assigns an interpretation to these pred-
icates in a model. Adopting the notation of (35-b), every mantl loves ftirz2 would be
represented as something like (37), where dlol"lg is true if and only if y' (possibly)
differs from g by assigning the individual o to the variable c,,:

(37) (Vo € D)(Yg' e G)(s'[all]g -» (/r(g'(1)) + Ip(s'(t),s'(2))))

This is the usual way of stating the truth conditions in the meta language. But next
consider a slight modification of (37).

(38) (Vo € D)(Yg' e G)(s'[oll]g + (/r(g'(1)) -r /a(s'(l),,Xr(g'))))

In (38) we replaced the translation of the pronoun him2 by a complex variable that
ranges over assignments. Now assume that Xz is in fact the semantic interpretation of
a syntactic trace. This variable applies to the assignment function g' used at the current
stage of semantic evaluation. The next step is lambda abstraction over that variable as
shown in (39-a), which semantically represents (39-b):

(39) a. )X2(Ya e D)(Ys' e G)(s'falt)s + (Ip(e'(1)) -»
In(g'(1), Xr(g'))))

b. )X2 every rnanl loves ty,

' Let us now apply (39) to the aforementioned more complex translation of a bound
variable pronoun. That is, we actually want to represent the sentence in (40):

(40) Himselfl, every manl loves t

Since hirnself must be interpreted as bound by every man, its meaning must be as
showd in (41):

(41) . himselfl = )g.g(1)

By combining (41) and (39-a), we get(42):

(42) ),X2(Va € D)(Vs' e G)(s'falL)s + (Ip(e'(1)) -+
I a(g' (L),& (g') ) ) Xre.e( 1 ) )

But observe now that lambda conversion (of Xz) has become unproblematic, since
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the converted material no longer contains any free variables. The result of lambda
conversion applied to X2 is shown in (43-a). Applying conversion again to g' yields
(43-b). In traditional object language notation this is equivalent to (43-c):

(43) a. vo € D)(Ve' e G)(s'[alL)s + (/p(y'(t)) -»
I a(s' 0),)g.g( t Xg' ) ) ) )

b. Ya e D)(Yg' e G)(s'lalrlg -+ (rr(d(t)) + I71(s'(L),s'(1))))
c. Vr(P(c) -r .B(c, c))

This demonstrates that lambda conversion can bring a syntactically free pronoun into
the scope of its semantic binder, but only if the semantic value of a semantically bound
pronoun is not the same as that of ordinary variables. Rather it must be the meaning of a
variable in the meta-language, where assignments (orsimply: sequences of individuals)
are part of the language we talk about.

Of course it remains to be shown that all this can be done in a systematic way. But
this is exactly what Bennett has shown in his paper, where all translations of natural
language expressions into a typed predicate logic are of the general form .\9.a. Ac-
cordingly, if an expression is to be interpreted as dependent on a quantifier, its value
depends on an assignment, as the bound v-ariable pronoun in (41). By contrast, a refer-
ential pronoun would have to be translated as .lg.c1.

A systematic exposition of the semantics can be found in Sternefeld,(1997), where

I also have shown how such a theory can apply to semantic reconstruction in cleft
constructions as discussed above. For reasons of space this analysis cannot be repeated

here; instead I will briefly indicate how Barss' theory can be accommodated in the
light of recent developments.

7 An in situ Theory of Syntactic Binding

In this section I intend to reformulate Barss' theory. The aim is to account for the above

mentioned data and to integrate into the theory two further features that are absent

from Barss 1986 theory: First, we want to get a mono-representational reformulation
of l.ebeaux's basic intuition that adjuncts can be inserted on the way to S-structure,
and that anaphors can be checked at any point of the derivation. Second, we want to
integrate Heycock's finding that condition (C) effects at LF occur if and only if there
is semantic reconstruction.

Tlie basic intuition to begin with is to redefine Barss' accessibility paths as a subtree

and an ordering of nodes in that tree. That is, an ordered "Binding Tree" is roughly
equivilent to a Barssian accessibility path. A condition (C) effect is encountered if and

only if an R-expression 7 has a Binding Tree that leads to a coindexed binder, i.e. there
is a node o in the Binding Tree such that some p is a sister of o and B is coindexed
with 7. Condition (A) can be satisfied by finding a subtree of the Binding Tree of the
anaphor which leads to a coindexed antecedent.

Accordingly, the main idea is this: the requirement that condition (C) be satisfied

t
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at all levels is fulfilled by considering the entire Binding Tree. The requirement that
condition (A) must be satisfied at some arbitrary stage of the derivation can be satisfied
by looking at only a partial Binding Tree.

kt us now define these concepts rigorously (for further details, see also the dis-
cussion in Sternefeld (1997)):

(M) Bindingllee:
Given a tree E and a node a € E, the Binding Tree for a is the smallest subtree

T I » that satisfies the following conditions:

a. a€T,
b. the root of ? is the root of I,
c. it P e ? and 7 is the local trace of B, then 1 e T, unless

(i) a is an R-expression,
(ii) B (reflexively) dominates an adjunct that dominates c, and
(iii) 7 is not a reconstruction site,

The unless-clause is a representational version of lrbeaux (1994).It implies that:

a. A trace is always an element of the tree if it is a reconstruction site. This was

established by Heycock and the examples in Section2. A trace is a reconstruc-
tion site if and only if it is translated as a variable of the same type as the
antecedent (cf. Sternefeld (1997) for details). This means that we actually look
at Binding Trees at LF, but for the pheüomena to be considered here it is crucial
that LF and surface structure coincide.
A trace is always an element of the tree in case o is an anaphor. This ensures

that principle (A) is in principle independent of reconstruction. That is, we get
.anaphoric dependency even in :xamples like "Which pictures of himselfr did

. herpclaim he271 had no kwoledge of', where there is no semantic reconstruc-
tion involved.
A trace may escape from being an element of a Binding Tree for a if it is not
a reconstruction site and its antecedent (reflexively) dominates an adjunct that

dominates the R-expression a. This is basically I-ebeaux's observation that R-
expressions within adjuncts are not visible at D-structure, i.e. the trace of such

an adjunct is not in the Binding Tree, unless it is a reconstruction site.

b.

c

t
a' a

In order to explain the locality of anaphoric binding, it remains to establish an ordering
on the trees. This is done in (45):

(45) Ordered Binding Thee:

An ordering < of the nodes of a Binding Tree is BT:compatible iff it is a strict
and total ordering that satisfies the following conditions:

a. ' if o dominates p,then P < o, and

b. if a precedes B in a reconstruction chain, then a < B.
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The ordering of a (reconstnrction) chain is determined by c-command. For example,
one can order the following tree as indicated by consecutive numbers (the structural
analysis is taken from @arss, 1986, p. I 16)):

(46) IZ:IP

4:NP ll:VP

/ \ ./ \
3: N' l0: IP

\ /\
2:PP 9: l'

\
NP 8: VP

/\
each other 7:Yl NP

\
6: NP them

The closest possible binder on the path of each other is the sister of node 7 , and indeed
this gives us the correct result. Another example involving clefts is the following:

(47) lo

-/ \
9 4R+5

,,/\,/\'./\/\
5R+6 8 is 3

/\
what John 7 proud 2

of

Det

I

these

v
I

I

tt

5:seem

/
N

I

/
NP

IP

I

of

pictures I

I

to

/

bother

V

I I

t

1

t
\

/\

/

/\

himself

6

I

t

IS 1

I

Here Il is the semantic operation of reconstruction. This basically works like lambda

abstraction, with the number following the arrow as the node that fianslates as the

variable that becomes bound by the lambda operator. It is obvious that the anaphor can

be bound here only by following its binding path. We thus formulate the conditions
(C) and (A) of the Binding Theory as follows:
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(48) BindingTheory:
a. An R-expression is A-free with rcspect to its Binding Tree.

.b. If a is an anaphor, a is locally A-bound with respect to a subtree of its
Binding Tree that satisfies the following conditions:
(i) it contains a,
(ii) its nodes are BTkompatible, i.e. they can be ordered according to

(45), and
(iii) it is functionally complete.

To illustrate, consider (6-a) again, here repeated as (49):

(49) [ Whaq Jolm wants I Mary to paint q ]] are pictures of himself/herself

It is clear from the above that the Binding Path of himself extends from right to left
up to the copul4 then reconstructs into wlwt, then to the trace td, and finally up to the
root. If this were the only BT-compatible tree, then - according to any BT:-compatible
ordering - the most local binder would be Mary, making the wrong prediction. But
now observe that (48) crucially requires only a BT-compatible subtree of the Binding
Tree. We therefore need not go down fromwhat to the trace but could stop somewhere
in between, for example atwant. This clearly gives the correct result, since from this
position Mary is no longer accessible, so that the closest possible binder is lohn. And
this is precisely the result we were after.

I Conclusion

In general, it seems fairly easy to show that a representational theory can express ev-
erything a derivational theory can (cf. also Sternefeld (1991) or Sternefeld (1996)),
whe.re,as it is extremely difficult to show that either theory is superior to the other at the
level of explanatory adequacy. The above arguments illustrate this claim in a shaighr
forward way: On the one hand, I think it is fairly straightforward to show that a repre-
sentational in situ semantics is feasible. On the other hand, I found it rather difficult to
find infallible and water-tight arguments in favor of or against such a method.

As always in linguistics, arguments are theory dependent. Forexample, assume we
adopt the Minimalist Program. Recall that Chomsky (1995) acknowledges only two
interfaces (PF and LD and claims that conditions are either purely derivational or in-
terface conditions. But now recall that (a) for a number of conditions, surface structure
rather than a reconstructed structure is relevant, and (b) these conditions are stnrctural
conditions on scope, hence unlikely to operate at PF. But given that the Minimalist Pro-
gram does not allow any conditions on surface structure, these conditions must hold
at LF. Given these premises, a contradiction can only be avoided if and only if surface
structure is essentially identical to LF. But this is exactly Higgins' Null Hypothesis.

It would therefore be wrong to conclude that since both NPI locality conditions
for any and binding conditions involve reconstruction, syntactic reconstruction could

t' J',
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yield a unified explanation but semantic reconstruction cannot. For one thing, the lo-
cality conditions are still different, but more importantly, they are still syntactic. Being
different there is no a priori rcason to assume that there be a uniform level to which
they apply. Being syntactic, they can both be spelled out either with respect to another
level or with respect to Binding Trees, so reconstruction does not by itself supply an
extra degree of uniformity. Finally, the purported argument abstracts away from the
cases discussed above where NPIs like wtil do not behave in the predicted uniform
way. Some distinctions must be drawn, but there seems to be no explanatory argument
to the effect that this could not be achieved at a single level, or that the multiplication
of levels would automatically provide an adequate solution.
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Clefts in Scandinavian
, An Investigation

Peter Svenonius
University of Tromsqt

0. Introduction
Scandinavian languages make extensive use of a cleft construction that is structurally very
similar to the one familiar from English. A Norwegian reference grammar (Faarlund et al.
1997:1@G1) cites, among others, the examples in (l) by way of illustration.'

(1) a. Det er berre seg sj6lv han vil snakke om. (No0
it is only RFx self he will talk about
'It is only himself he wants to talk about'

b. Erdetpädennemätendu vil vi skal bli venner igien?
is it on that way you will we shall becorne lriends again
'Is it in that way you want us to become friends ägain?'

c. Det er ondskapsfull han er.
it is malicious he is
'What he is is malicious'

d. Det er liggie i telt eg ikkje vil,
it is lie in tent I not wiU
'What I don't want to do is lie in a tent'

e. Meg var det Staten som investerte i.
mc was it the.state as invested in
'As for me, it was the state that invested in me'

There must be a gap in the embedded clause, though it may be deeply embedded, as shown in
(1b), and the embedded clause may be further extracted from, as in ( 1e). (On the glossing of
som as 'as,' see §1 below.) The only exception to the requirement for a gap (barring
resumptive pronouns) is when the element following the copula includes the main verb of the
embedded clause, in which case the verb §ere'do' may be inserted, as in (2a) (cf. (1d)). If
there is no auxiliary, then insertion of the appropriate form of gjere is obligatory, as shown in
(2b-c). Ttre verb following the copula may appear in its interpreted tense or in the infinitive,
as indicated in (2b).

Det er liggie i telt eg ikkje vil giere.
it ß lie in tent I not will d"o
(same as (1d))
Det var stele/stal han
it wls steaUstole he
'What he did was steal'
Det var stele/stal han.
it was steoustole he

t This paper was presented at the Workshop on the Syntax and Semantics of (Pseudo-)Clefts at ZAS in Berlin in
Noverrber 1997, and at the University of Rey§avlk in January 1998. Many tbanks to the organizers, for making

those events possible, and to the audien@s, for helpful discussion. Spedal thanks to Anders Holmberg, Porbjörg
Ilrdrsd6uir, J6hannes G(sli Jönsson, Jason Merchant, Bodil Kappel Schmidt, Tarald Taraldsen, Sten Viloer,
Marit Richardsen Westergaar( and all the many other people I pestered for data judgmens and discussion

during theresearch fo thisPaPer.t Nonnegian examples are cited in whatever written standard they originally appear in. Those not cited ftom
published works are in te Nynorsk written standard exoept where indicated otherwise. I gloss the third person

reflexive element seg/sig as RFx.

(2). a. Nor)

t
a'

b.

c. ,(

gjorde.
did
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The expletive and a copular element are necessary for the cleft construction, though the
expletive mey be separated from the copular element by a raising verb, as in (3a-b), and the
copular element need not be the vetbvere'be,' as shown in (3c).

(3) a- Det syoes ä vere seg sjglv han vil snakke om. (Nor)
it seems to be RHxself he willalk about
'It seems to be himself he wants to talk about'

b. Ho fe[* det til ä sjä ut til ä vere han som tok siste kakesty}*et
she got it to to bok out n n be him as took last the.cake.piece
'She made it appear to be him that took the last piece of cake'

c. Det blir nok eg som fär svi.

It_ becomes sure$ I ry get^s-srtng
'I suppose it will be me that suffers

In each of the cases shown thus far, the element following the copula (following the subject,
in the inverted (lb, e)) is in focus. I will refer to this element as the 'focus,' without meaning
to imply that there is any well-defined notion of informational focus consistently associated
with the position. For example, the construction is often used with the subject in 'focus' in
cases where the subject is not set up against a focus set in Rooth's 1985 sense, but where it is
new information, as in the dialogue in (4), from Faarlundl992:L42.

(4) a. Korfor er det sä kalt her? (Nor)
yU.is.it so-coldhere
'Why is it so cold here?'

b. Det er Ola som har opna glaset.
it is Ola as lus opened the.window
'Ola has opened the window'

This use is common in spoken language, presumably because there is a constraint against
new information in the initial position in a sentence (cf. Faarlund 1992, Svenonius
forthcoming). The language of newspapers provides examples where the focus (as I will
continue to call it) is not even new information; Venäs 1978 records the following example:

(5) Det var like fgr U Thant skulle begraves forrige torsdag (Nor)
it was just before U Thant should be.buried previous Thursday

at studenter stormet bygningen og tok bären
that students snrmcd the.building and nok the.bier

1 . , 'Just as U. Thant was about to be buried last Thursday, students stormed the
building and siezed the bier'

Heqe, it seems, the temporal expression is a sort of lead-in, and the potentially new
infbrmation actually comes in thb subordinate clause following the so-called focus (cf.

t Faarlund et al. 1997:1093 for additional examples and discussion).
" ' In spoken language, clefts are also extremely common in questions, more so than in

English. Some examples appear in (6) (cf. Faarlund 1992: 140-1, Faarlund et al. 1997:1091-
2).

(6) a. Er detslik du trur eg vil ha det? (Nor)
i:- il thus you thiltk I will have it
'Is that how you tttink I want it?'

b.' Kvar erdetdu bur?
w_he-re is. it- you live
'Where is it you live?'

Here my examples have been restricted to Norwegian, but similar facts hold for the other
Scandinavian languages. In this paper I examine the structural facts for the construction in
four Scandinavian languages, Ibelandic, Swedish, Norwegian, and Danish (mention of
Faroese is unfortunately limited to this sentence). I do not discuss the informational or
semantic characteristics of the construction in any detail, but focus on the syntax.
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This is a working paper; the primary goal has thus far been to make sense of the data,
and to present it in a coherent fashion. The analysis at this stage is to a certain extent a
descriptive restatement of tlre facts. I suggest specilically that some clefts are derived by
movement of the focus out of the embedded clause, while in others, the focus is base-
genegtgd and there is only operator movement in the embedded clause. On my analysis,
§ryqdish only has the movemeat type, while the other languages make use of both types. The
differences are located primarily in ttre invenüory of complementizers, and secondarily in the
inventory of operators.

The stnrcture of the paper is as follows. In §l I lay out the basic facts for reliative
clauses for the four languages, since relative clause stnrcture is obviously relevant to the
study of cleft consJructions. The data for clefts is presented in §2. In §3 I quickly summarize
some background assumptions I arn making about predication, and in §4 I briefly discuss
some previous analyses of relative clauses and cleffs. In §5 I argue that there are nnrodifferent
types of it-clefts, using English for illustration, and in §6 it is shown how the Scandinavian
data marches this pattern..

1. Relative Clauses
In this section I describe the basic facts for relative clauses, concentrating on the distribution
of the relative elements ('relative pronouns' or 'relative particles,' as they are known in
traditional grammar). I begin with a drive-by look at Old Norse to put the modern patterns
into perspective. I will not in this paper provide any discussion or analysis of Old Norse cleft
constnrctions.

1.1. RELATTYE CLAUSES IN OLD NORSE
Old Norse had several invariant (noninflecting) particles, including e\en, and sem, and
occasionally aö or at, which could introduce relative clauses (cf. Nygaard 1906:256.265,
whence the examples in (7) and (8a); Faar[und 1994 for a recent summary in English; recent
analyses include Christensen 1995 and Afarli 1995). Some representative examples are
shown in (7).

(7) a. Hann tdk hest er Gunnan dtti (ODQ
he tookhorse RELGunnar owned
'He took a horse that Gunnar owned'

b. eptir pvf sem Eyvindr segir
after that as E;nty! sgll
according to what Eyvind says'

fn".r arb äho some types in which the element introducing the RC is a pronoun, matching
either the modified DP or the gap in case, as in (8a). fuiother possibility, used only in what
Nygaard 1906 calls 'learned style' (which he suggests is affected by Latin and other foreign
influences), is to have a wh-expression introducing the relative clause, as seen in (8b), from

,.n Heggstad et al. 1975:361.

(8) a. D6, k6mu hlaupandi dfr mörg pau skorpiones heita (OI.D
then catnz ruwing animals.many those scorpions. are.called
Then came running many animals which are called scorpions'

b. ' ...brdt { hvedu sem hann gaf...
lctter inwhich as he Bave. 'a letter in which he gave...'

In learned style, pied piping is possible with wh-expressions (as in (8b)) and with pronouns,
suggesting ttrat they are phrasal. Such pronouns and wh-elements frequently cooccur with a
relative particle (sem tn (8b)). These facts suggest that the particles were complementizers,
while the pronominal element occupied SpecCP, liJ<e English which (on the standard
analysis; cf. §4 below); this is the analysis proposed in Afarli 1995.
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1.2. RELATIVE CI-AUSES IN MoDERN SCA}.IDINAVIAN
In modern Scandinavian, the forms which have become predominant are those with somlsem
and those with no relative element at all, in Mainland Scändinavian (MS). This is skerched in
(9): sem is obligatory in Icelandic, but somis optional in MS.

(9) a. sträkurinn *(sem) 6e Fkki (Ice)
b. pojken (som) jag känner (Swe)
c. guten (som) eg kjenner (Nor)
d. drengen (som) jeg kender (Dan)

the.boy as I lotow

As with English, a subject gap requires an overt relative element in all of the Scandinavian
languages.

(10) a. sträkurinn *(sem) pkkir mig (Ice)
b. pojken *(som) känner mej (Swe)
c. guten *(som) §enner meg (Nor)
d. drengen *(som) kender mig (Dan)

the.boy as louws mc

Danish has an additional possibility, not realized in the other languages: the locative pronoun
der 'thete' can also appear introducing a relative clause, only if the gap is a subject gap, as
shown in (1la-b). The sarne word is used in expletive constructions, ils in (11c), and appears
in subordinate wh-questions with subject gaps, as in (1ld).

(11) a. drengen der kender mig (Dan)
the.boy there lowws mc

b. 'F drengen der jeg kender
the.boy there I lonw
Der kom en dreng.
there came o boy
'A boy arrived'
Hun vidste ikke, hvem der havde
she lotew not who there had
'She didn't know who had done it'

The other languages have der (där, par) only as a relative pronoun and in certain locative
pxpressigns; though it can have a relative clause attached to it (as can most pronouns, in
Scandinävian; cf. §1.3 below), as shown in (l2a), it cannot head a relative, as indicated in
(12b).

c.

d. giort det.
d^one it

?

(r2) a.

b. rF

In the Scandinavian languages
expletive. Compare (1lc) with

(13) a. . Der kom ein gut.
there carne o boy
'There, a boy came'

(Nor)

other than Danish, der (and its cognates) does not appear as an
( 13).

(Nor)

Vi fann boka der (som) du hadde glOymd
we found the.book there as you had forgotten
''We found the book where you had left it'
guten der §enner meg
the.boy there lmows mc

den.
it

J'

b Det kom ein
it camc a

gut-
boy

'A boy arrived'

Nor can der appear in an embedded question. Compare (1ld) to (14).
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(14) a. * Ho visste ikkje, kven der hadde giortdet (Nor)
she btew not wlw there had done it

b. Ho visste ikkje, kven som hadde giort der
she lorcwnot who as had done it
'She didn'tknow who had done it'

In some varieties of Danish, som andder can cooccur, as in (15a), from Vikner 1991:115),
and may even appear together with the finite complementizer ar as in (15b) (op. cit. p. 112),

(15) a. de lingvister som der vil lase denne bog (Colloquial Dan)
the Enguis* t s there will readthis book
'the linguists who want to read this book'

b. ? de lingvister som at der vil le.se denne bog
the linguis* as that there will read this book
(same meaning)

I repeat Vikner's judgments. However, see below, where I discuss this phenomena with
respect to clefts and explain the label 'Colloquial Dan[ish].' Är also turns up, at least
marginally, in relative clauses without subject gaps, as in (16b), also from Vikner (op. cit. p.
113). The same type is also possible, and also non-standard, in Icelandic, as shown in (16a).'

(16) a. b6k sem aö pessi mälfreöingur vill lesa (Colloquial Ice)
b. ? en bog som at denne lingvist vil laese (Colloquial Dan)

a book as that this linguist will read
'a book that this linguist wants to read'

Otherwise, the finite complementtznr at/aö does not appear in relative clauses, i4 contrast to
its counterpart that in En-glistr (though there are exardfles from OId Norse, cf. Afarli 1995;
also, Vikner 1991:.L29 cites dialectal Danish examples, from a paper by Lars Heltoft, in
which af is the only complementizer)

Thus, som/sem is clearly the dominant relative element in modern Scandinavian, with
a null option except in Icelandic; the subject oriented element der is important in Danish.
Other relative elements are rarely used. Wh-elements play a limited role in relative clauses in
Scandinavian; they appeitr to some extent in formal styles, and in possessive constructions as
in (17). ((17c) is regarded by many Norwegian speakers as formal, and possessive /rvis is not
used in Nynorsk; the sentence is given in BokmäI.)

(17)
1

a. *?

br,
c.

d.

maöurinn hvers konu 69 hitti
mannen vars fru jag träffade
mannen hvis kone jeg traff
manden hvis kone jeg traf
the.man whose wife I mct

(Ice)
(Swe)

Nor)
(Dan)

n, Wh-expressionsplay no role in clefts in Scandinavian, so I will ignore them in what follows

1.3. RELATTYE CLAUSES WTTH PRONOIJNS

As mentioned above, relative clauses in Scandinavian appear fairly freely with pronouns, ,rs
indicated by the Norwegian examples in (18) (cf. also (7b) above for Old Norse).

(18) a- Han som sglte Olet sit der enno. (Nor)
' . he as spilled the.beer sits there srtil

'The guy who spilled the beer is still sitting there'

2 It is difficult to tnow how to int€rpret the rpducpd accepability of such forms, given that speakers are aware
tbat they are prascriptively 'wrong,' but I have marked (l6b) with '?' to indicate the ontrast with (15a), as does
Vikner, and have left (16a) without any mark, to indicate the contrast with a later example in §2.6. below. On
the whole the two Icelandic informants who volunteered the construction were happier with it than my two West
Jutlandic inforrrans.
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b. Ho eg ville ha var utsolgt.
that I would lunte was sol.d-out
'The one I wanted was sold out'

c. Dei som han ät var fisken og piggsvinet.
those as he ate were the.fish_and *g.fe$eltoq
'The ones that he ate were the fish and the hedgehog'

d. Det som han ät var krydra.
that/it as he ate wa"s spiced

o, Iffi":ffi *'*,"Säfr 
spicv'

The pronouns in (l8a-c) are referentially specifrc and gender specific; for example, in (18b),
ho can only.be used if there is a salient set of things which are referred to by a feminine noun,
for example, books (äot, feminine). Similarly, in (18c) a set must be salient, for example a
set of animals. The relative clauses that appear with these elements arc unexceptional; somis
obligatory with a subject gap, but optional with other gaps (cf. (18b) vs. (18c-d)). Det can
also have this specific meaning, as in the first translation for (18d), where the salient set
might be of animals (dya neuter), but it can also be non-specific; hence the second uanslation
for (l8d). This use of. det instantiates the specificational-predicational ambiguity of the
English translation (discussed in Akmajian 1970b, Higgins 1973), which comes out more
clearly in examples like those in (19).

(19) a. Det Kjersti er er stolt over {seg sj6lv/*henne} (Nor)
it 

-_Kiersti 
is.is proud oye\. nrx-yf / her

'What Kjersti is is proud of herself (specificational)
b. Det Kjersti er er vilcig for {henne/*seg sjolv}

it __.Kjersti is.is importantfor ler- ./ RFX self
'What Kjersti is is important to her' (predicational)

Det can only refer to non-humans, ordinarily; thus (20a) is infelicitous, because only humans
normally pay for anything, while (20b) is odd out of context but would be possible in a
situation where we weren't sure initially that it was a human we were looking at
(20) a. * Det som betalte var Hävard. (Nor)

that/it as paid was Hävard
b. Det som vi säg var Hävard.. it as we saw was Hävard

1 r , 'What we saw was Hävard'

Common in many dialeca are forms with den (the masculine and feminine article/
demonstrative/pronoun) as in (21), but this form is prescribed against in the Nynorsk written
standard, so the examples are in Bokmäl; in BokmäI (as in many dialects), han and ho aret restricted to human referents, so (18b) above would be impossible, referring to a book, and
(2lb) would be used instead.

(2L) a. Den som betalte var Hävard (Nor)
that was paid was Hävard. 'The one that paid was Hävard'

b. Den jeg ville ha var utsolgt.
. !*t I wouldlmve was sol.d-out

The one I wanted was sold out'

These structures are of obvious interest for an analysis of clefts, since they closely resemble
cleft stnrctures. For example, the cleft n (22a) could be derived from the (specificational)
relative clause structure in (19a), and Q2b) could come from (20b), by relative clause
extraposition, as in various analyses of English clefts (e.g. Akmajian 1970a, b; cf. also
Thräinsson 1979 for lcelandic).
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(22) a* Det er stolt 
- 
over seg sjOJy §_jgnti er. (Nor)

. it is proud over RHX self Kjersti is
'What Kjersti is is proud of herself

b. Det var Hävard som vi säg
it was Hävard as we saw
'It was Hävard that we saw'

However, relative clause extraposition in Scandinavian is highly constrained, and such an
analysis would have to explain why extraposition is blocked whenever the pronoun is not def,
ry in (23q-b) (from (18a) and (Zla)), and whenever the predicate is not specificational, as in
(23u c) (from (184 d)); (23d) lacks the predicational reading ttrat is naturäl for (19b), and the
pronoun cannot be read as coreferenl

(23) a. * Han sit der enno som sglte glet
he sits there still as spilled the.beer

b. 'l' Den var Hävard som betalte.
tlrut was Hävardas paid

c. * Det var krydra som han ät.
it was spiced as he ate

d. Det er viktig for henne Kjersti er.
it is imporantfor her Kjersti is
'What Kjersti, is is important to herr' (specificational only)

There are clefts with non-specificational foci, as seen in (1-6) above, but these do not have
relative clause sources, as seen n Qa); Qa$"ß based on (5), nd Q d is repeated from (1d).

(24) a. Det var like fgr gravferda at studentane tok bära. (Nor)
it was just before the.funeral that the.srudents took the.bier

b. 'l' Det at studentane tok bära var like fgr gravferda.
it that the.sruden* nok the.bier was just before the.funeral

c. Det er liggie i telt eg ikkje vil
it is lie in tent I not will

d. * Det eg il:kje vil er liggje i telt.
it I not will is lie in tent

Tttus, even if an extraposition analysis were to be adopted for some clefts, another source
would have to be available. In §5 below I will motivate two different sources for cleft

'constructions, one of which is similar in many ways to the extraposition analysis, but does
not involve literal extraposition from subject position.

t.4. Strrnaanv
To summarize the facts for relative clauses in general, they are usually introduced by som
Qcelandic sem) or by nothing, though this latter option is only available in MS and only
possible when the gap is not a subject gap. Prepositions are regularly stranded, and nothing
may pied-pipe along with sarz. §om does not inflect, and shows no other form of
morphological variation.

I have not mentioned non-restrictive relative clauses. ft"y, too, are introduced by
som (obligatorily), and are otherwise generally similar to their English counterparts, being
possible .with names and clauses as well as with ordinary DPs, and being set off
intonationally. They are discussed briefly in §5.1, but not with respect to any specifically
Scandinavian facts. See Platzack 1997 for discussion and analysis.

2. Clefts
In this section I discuss the pattern for cleft constructions in the four languages, focusing in
particular on the distribution of the introducing element (e.g. som). As noted in the
introduction,I refer to the element after the copula as the 'focus.'

a'
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2.I. DP FOCUS
In the examples in (25) it can be seen that the pattern
relative clauses: sem appears, obligatorily, in Icelandic,
the case generally when the focus is a DP.

(25) a- Faö var I6n sem 69 hini i banum
b. Det var Jon (som) jag träffade i staden
C, Det var Jon (som) eg traff i byen
d. Pet var J_on (som) irg traf .i byen

it was Jon a,§ I mct in town

is like that demonstrated above for
and som, optionally, in MS. This i,s

(Ice i

(Swe)
(Nor)
(Dan)

When the gap is in subject position, sorz becomes obligatory, 6 with relative clauses.

(26) a. Paö var I6n sem hitti mig f banum (Ice)
b. Det var Jon som träffade mej i staden (Swe)

c. Det var Jon som traff meg i byen (Nor)
d. Det var fon som traf mig i byen (Dan)

it was Jon as mct mc in town

As with rclative clauses (cf. (1la) in §1), Danish allows der when the gap is a subject gap,
but not otherwise (cf. (11b)).

(27) a- Det var Jon der traf mig i byen (Dan)
it was Jon there mct me in town

b. * Det var Jon der jeg traf i byen
it was Jon there I mct in nwn

For most speakers of MS, the case on the focus must match the case of the gap (some
speakers allow a default objective case). This is also possible in Icelandic, but the focus can
also appear in nominative case in Icelandic, as discussed in Thräinsson L979. When this
option is employed, the copula agrees with the focus (cf. (28a) below with (25a) above)).

(28) a. Faö voru peir sem 69 hitti f banum (Ice)
b. t Detvar de (som)jagtr?iffadei staden (Swe)

c. * Det var dei (som) eg traff i byen (Nor)
d. 'r' Det var de (som) jeg traf i byen (Dan)

it were they as I nut in town
'It was them that I met in town'

A pronciun is used as the focus in this example because only pronouns show case distinctions
in MS, but the same fact can be demonstrated in Icelandic with full DPs.

(29) & Faö var hestinum sem hann datt af. (Ice)
it was the.horse.DAT as he fell off
'It was the horse that he fell offl

b. Faö var hesnrinn sem hann datt af.
it was the.horse.NoM as he fell off

. (same meaning)

In (29a), hestinum'the horse' shows the dative case appropriate for a complement of the
prepositiqn af.k (29b), however, it shows nominative case, which is ordinarily impossible
for the complement of. af. See Thräinsson 1979:80-82 for examples and discussion. I will
return to the significance of these facts below in §6.3.

2.2.PP FOCUS
Additional differences among the various languages appear when the focus is a prepositional
phrase. Icelandic and Swedish form clefts with PP foci and sem/som, but Norwegian and
Danish do'nol

J,
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(30) Faö var f banum sem 69 hini Jdn
Det var i staden som jag träffade Jon
Det var i byen som eg traff Jon
Det var i byen som jeg traf Jon
it was in town as I mct Jon

In Norwegian and Danish, the complementizer a, appears in c.lefts with PP foci. This is
shoyn in (31) (cf. also (5) above). Är is the usual finite complementizer for embedded
declarative clauses,^ e.g. under logh _verbs as 'believe' As indicated, t}re corresponding
gorypleggntizer ad is also possible in Icelandic, with PP foci, but this option is not ävailablä
in Swedish.'

Paö var f banum aö 69 hitti Jön
Det v$ i staden att jag triiffade Jon
Det var i byen at eE traff Jon
Det var i byen at jeg traf Jon
it was in town that I mct Jon

This pattern represents a sriking contrast with the pattern for relative clauses, where this
complementogl it lot a! option (except in certain cises in varieties of Danish, generally in
conjunction with other relative elements; ct (15b-c) in §1.2).

In the examples of relative clauses in §1.2, the distribution of som versus the absence
of any rela4ve complementizer was consistent with a deletion rule for som by which som
cgqld be deleted (in MS) when it does not immediately precede a subject gap (as in Taraldsen
1978); the contexts in which a relative complementizer could fail to appeai was a subset of
the contexts in which som could appear. This is, however, not the case for MS clefts.
Although so.m i_s not possible in Danish and Norwegian with PP foci, the null option is. This
is indicated in (32).

*
,F

a.

b.
c.
d.

(Ice)
(Swe)
(Nor)
(Dan)

(Ice)
(Swe)
(Nor)
(Dan)

(Ice)
(Swe)
(Nor)
(Dan)

(3 1)
*

a.

b.

c.

d.

(32) a. rF

b.

c.

d.

Paö var i banum 6g hitti Jön
Det var i staden jag trliffade Jon
Det viu i byen eg traff Jon
Det var i byen
it was in town

jeg
I

traf Jon
mct Jon

J,

The pattern here is interesting because it shows that the null complementizer (assuming that
there is a CP dominating the clause 'I met John') has a wider distribution in Norwegian and
Danish than the complementizer som. Now, it might be assumed that in addition to a deletion
rule affecting sorn, there is a deletion rule affecting ar. This would mean that (32c-d) could be
derived from (31c-d). However, there are further examples, discussed immediately below,
which indicate that the null complementizer does in fact have a wider distribution than both
somatdat..

2.3. AP FOCUS
Consider the examples in (33), where the focus is a resultative AP (predicative APs in
general pattern the same way; cf. (1c) above).

(33) a. * Daö var rautt hann mälaöi hüsiö (Ice)
b. Det var rött han mälade huset (Swe)
c. ' Det var raudt han mäla huset (Nor)
d. Det var r/dt han malede huset (Dan)

it was red he paintedthe.house

Consistently with the patterns elsewhere, Icelandic disallows the example without a
complementizer. MS speakers, on the other hand, accept such examples, at least in an

3 AU four Icelandic speakers consulted preferred sem to ad in such sentences, and one regarded sentences like
(31a) as marghal.
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(34)

appropriate context and with contrastive stress on the focused element. However, herc at (an,
ad) is uniformly impossible, and even somß degraded in Icelandic, Norwegian, and Danish.

Paö var rautt sem hann mälaöi hüsiö
Det v:u rött som han mälade huset
Det var raudt som han mäla huset
Det var rfidt som han malede huset
it was red as he pointed the.house

As a result, there is no fully grammatical example of a cleft with a focused resultative AP in
Icelandic,a and Danish and Norwegian prefer the null complementizer to som. Tbe same is
true for certain other classes of elements, for example VPs (cf. (1d) and (2) above). This
means that an optional deletion rule for som (or one for ar as well u som) cannot capture the
distribution of the null complementizer.

This can also be demonstrated using depictive APs, which provide a different pattern
of acceptability. With no complementizer, clefis with a depictive AP focus pattern basically
with resultative APs, though they are slightly deviant, at least in Norwegian and Danish
(Faarlund et al. 1997:1091 mark similar examples with a question mark; I have indicated
their less-than-optimal status here with a question mark in parentheses but will henceforth
treat ttrem as acceptable, as the contrast with (37c-d) below was palpable for all informants).

(35) a. * Daö er nakinn hann pvaer g61fiö (Ice)
b. Det er naken han tvättar golvet (Swe)
c. (?) Det er naken han vasker golvet (Nor)
d. (?) Det er nggen han vasker gulvet (Dan)

it is naked he washes the.floor

With sorz, however, the judgments are quite different from those with resultatives. Only
Swedish allows som here.

(36) a. 'F? Paö er nakinn sem hann pvar 961fiö
b. Det er naken som han tvättar golvet
c. 'F Det er naken som han vasker golvet
d. 'F P"t er nOgen som han vas\er gulvet

it is naked as he washes the.floor

Depictives, in fact, pattern more closely with PPs like 'in town,' shown in (30-32) above, in
that the complementizer ar is preferred to som in Norwegian and Danish (though not in
Icelandic). However, even with atthe clefts are marginal.

(37) a. * Faö er nakinn aö hann pvar g6lfiö (Ice)
' b. * Det er naken att han wättar golvet (Swe)

c. ? Det er naken at han vasker golvet (Nor)
d. ? Det er nogen at han vasker gulvet (Dan)

it is naked that he washes the.floor

Thus, again, the null complementizer in Norwegian and Danish has a wider distribution than
any overt eomplementizer.

2.4. TTß, FEATT'RES RELEVAI{T
It is not clear to me as of yet exactly what the characterization of the different qlasses of
focus elements should be. The correct characterization will almost certainly be semantically
explicit. However, the superficial pattern is split along lexical category lines, at a first
approximation. DPs quite generally take som or nul[, except in Icelandic or when the gap is a
subject gap, in which case they quite generally take som (sem). PPs tairly generally allow at
or its cognates, except in Swedish; they allow a null complementizer in MS but not in
Icelandic- APs are acceptable in MS with no complementizer, but not acceptable in Icelandic

a Though Thräinsson 1979:77 gives examptes with resultative and predicative APs without marking them as

degraded.

a.?
b.
c.?
d.?

(Ice)
(Swe)
(Nor)
(Dan)

(Ice)
(Swe)

Nor)
(Dan)

t
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and not fully acceptable with any overt complementizer in MS except in Swedish, where the
complementtzs must be som. The difference between rcsultative and depictive APs is that
resultative APs are marginally acceptable with sorz in Norwegian and Danish and sem in
Icelandic, in other words they are marginally like DPs, while depictive APs are marginally
acceptable with ar in Norwegian and Danish, in other words they are marginally like PPs.

To see how lexical category seems to be a relatively accurate way to organize these
categories, comparc a subject-controlled expression like 'without clothes' in (38), which is
semagqica[y similarto the depictive AP 'naked' in (35-37), but has the category PP, like 'in
tgup' from (30-32). More or less as in (35), and exactly as in (32), it is accep-table in MS in a
cleftconstnrction with no complementizer, as shown in(38).
(38)

It is also fully
the PP in (31),

(39) a.

b. :r

c.
d.

Paö er 6n

Det er utan
Det er utan

a.

b.
c.
d.

* klaöa hann pver gdlfiö
kläder han wättar golvet
klede han vasker golvet

(Ice)
(Swe)
(Nor)
(Dan)

(Ice)
(Swe)
(Nor)
(Dan)

gulvet
the.floor

and Swedish, and with aö n Icelandic, like

Paö er än klaöa aö hann pvar g61fiö

Det er utan kläder att han wättar golvet
Det er utan klede at han vasker golvet
Det er uden klader at han vasker gulvet
it is without clothes that he washes the.floor

Finally, with respectto som/sem,the PP here is acceptable in Icelandic, as was the case with
the PP in (30), in contrast to the example with a depictive in (36).

(40) z. Faö er dn klaöa sem hann pver gdlfiö (Ice)
b. Det er utan kläder som han wättar golvet (Swe)

c. * Det er utan klede som han vasker golvet (Nor)
d. * Det er uden klader som han vasker gulvet (Dan)

it is without clothes as he washes the.floor

In such cases it seems that generalizing over lexical category leads to a good approximation
of the facts, though a close examination of the data shows ttrat it is not ultimately adequate.

for example, there are subtle differences in acceptability depending on the type of PP in
Tocus. Ih (30-31), a locative PP was in focus. Comparing the results for directional PPs,
presented in compressed form in (41), it may be seen that at is slightly wor_s.e in_ Norwegian
and Danish, and ad is significantly worse in Icelandic, while som is slightly bener in
Nonvegian (the nult complementizer gives the same results as in (32), i.e. good for MS and
bad for Icelandic).

(41) a. Paö var til bejarins sem/*aö viö fdmm (Ice)

b. Det var til staden sorn/*att vi äIice (Swe)

c. Det var til byen ?som/ ?at vi for (Nor)

d. 
' 

Det var til byen *sorn/(?)at vi korte (Dan)
it was to the.town as / thatwe drove

In a sense, then, directional PPs are more like DPs than locative PPs are. I will not attempt
here to get closer to the heart of the matter, using category membership.as a good first
approximation, and taking locative PPs to be representative of PPs in general.'

5 Judgments varied somewhat with respect to the lcelandic. In particular two infomrants felt that the contrast
berween (37a) and (39a) was not so gpat as I have indicated, and one felt the same way about (36a) and (4Oa).
6 With locative PPs pa6ern for exaurple purpose clauses, which are PPs in Scandinavian (cf. (86b) in §6.3).

Det er uden klader han vasker
it is without clothes he washes

acceptable with at Ln Norwegiaq
but täss üke the depictive in (54.'

t
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2.5. STTMMARY OF §§2. l-2.4
Here I briefly summarize the basic facts language by language. The null complementizer is
impossible with a subject gap in all cases.

In Icelandic, sem is used with DP and PP; ad is also possible with PPs. The null
complementizer is never possible. Resultative APs are marginal with sem, and depictive APs
are impossible.

In Swedish, som is always possible, and att never is. Both resultative and depictive
APs are acceptable with sorz and with the null counterparL

In Norwegian and Danish, sam and the null complementttnr are both possible with
DPs; ar and the null complementtznr are both possible with PPs; and the null complementizer
is possible with APs. With APs, there is in addition a distinction between resultative APs,
which are marginally acceptable with sorz, and depictive APs, which are marginally
acceptable with ar.

2.6. MULTIPLY.FILLED COTvTp

There is one more set of data which will be relevant, available only from non-standard
varieties of Danish and Icelandic. It is possible to find multiple introducing elements in clefts,
as with relative clauses (cfl (15) in §1). The distribution of forms is not clear to me, and
judgmena are delicate, in part because the forms are stigmatized. Recall that in Danish, both
som'&s' and der 'there' are (standardly) possible with subject gaps, as shown in (42).

(42) a. Det er Henning som ryger (Dan)

b. Det er Henning der rygerit is Henning smol<cs
'It's Henning who smokes'

Recall, too, that multiple introducing elements were obsenred in relative clauses. This is the
case in clefts as well. The examples in (43) are from N01ke 1984:100, who suggests that
"[w]e may well find" them "in casual speech" (ibid.).

(43) a. Det er Peter, som der ryger (Colloquial Dan)
b. ? Det er Peter, at der ryger
c. Det er Peter, som at der rygerit is Peter as that there stnokes

Vikner 1991, as noted in §1.2, discusses rclative clauses with multiple introducing elements,
and notes that they are reduced in acceptability and that this may be the result of

-prescriptivism (cf. his pp. 132-3, esp. fn. l5). The reference grammar Allan et al. 1995:204
'identifies-the construction as being found (in relative clauses) in "colloquial language and
dialects." In my own experience, some informants reject them outright, and there has been a
tendency for informants from Western Jutland to accept them, suggesting that the form may
be dialectal. An investigation is clearly needed of their distribution. However, in keeping
with the observations of Vikner and others, I have simply labelled them as 'Colloquial
Danish.'

I have marked (43b) with a question mark to indicate that my own informants were
less comfortable with it, but Nglke does not indicate any such difference in relative
acceptability among the examples. My findings are generally in line with Vikner's
annotations for similar examples with relative clauses.

In addition, N6lke shows examples of som cooccurring with ar when the focus is a
non-subjot DP, as in (44c) (44a) is the standard form).

(Dan)
(Ice)

(Colloquial Dan)
(Colloquial Ice)

a'

(M) Det er Peter som hun elsker
Paö er Petur sem hün elskar
Det er Peter som at hun elsker
Paö er Petur sern aö hrin elskar
it is Peter as that she loves

My own informants were hesitant about such examples (as with similar- examples with
re[ative clauses, cf. (l6b) in §1.2 above) but on the whole, examples of the type in (44c)

a.

b.
c.?
d.?
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patterned with the examples in (43), and most closely with the type in (43b). As shown, the
same finding holds for Icelandic (cf. (16a)).

Such examples are particularly interesting as they suggest ttrat the various relative
elements do not occupy the same positions. As Nglke notes, no otler orders of the various
relative elements are possible (ttris is also the case for lcelandic). I discuss the implications
for these facts in more detail below.
_ _I_have not-yet encountered any Norwegian or Swedish speakers who accept such
forms. However, the constnrction is also possible in colloquial Icelandic when the focus is a
PP (compare (45a) to (30a) and (31a), and (45b) to (39a) and (40a)), and is in fact
significantly better than when the focus is a DP, as in (aad).

Faö var { bantrm sem aö 69 hitti Jdn
it wa,s in nwn as that I mct John
Faö er fui klaöa sem aö hann pvar 961fiöit is without clothes as that he washes the.floor

(Colloquial lce)(4s) 4..

b

?

Such patterns are not possible in Sundard Danish, and preliminary investigations suggest that
they are also unacceptable in West Jutlandic and colloquial Danish, but I have not been able
to make a systematic inquiry.

3. Three types of predicate
As a prelude to discussing the structure of clefts, I discuss here some basic ideas about
predicates. A widespread view of predicates is that they basically consist of an XP containing
a gap which is assigned a theta-role. This is consistent with the VP-internal subject
hypothesis outlined, e.9., in Koopman & Spöfiche 1988, which leads to stn"rctures like thät in
(46a), and with the view of phrase strucürre in Stowell 1981, by which subject positions are
available in all lexical XPs, as indicated in (46b-d). These assumptions, coupled with a theory
of small clauses which takes them to contain a functional head, as in Bowers 1993 (cf. atso
Svenonius 1994, 1996), leads to structures like that in (46c).The status of noun phrases is
more controversial, but assuming that predicative noun phrases are NPs and not DPs, the
structure in (46d), as suggested in Holmberg 1993, is fully parallel to the other structures
shown.

(46) a. Lemmingsi [w ti hibernate]

b. The doctorl was [pp ti in his office]
c. They regard himi as [ep ti unpredictable]

r 51.' Andersi is [Np ti a professor]

Assume, then, that the bracketed expressions in (46) represent a type of predicate, and call it
a type L[exical] predicate. Irxical predicates are XPs which contain a theta-marked trace of
the element they predicate over.

Howevei, it does not seem possible to assume that all predicate are type L. Heycock
1991 discusses a number of predicate types in which there does not seem to be a trace of the
element predicated over. Consider, for example, the postulated stnrctures in (47).

(47) a. Sea urchin roe is [sp exactl] whati I need til
b. Eels are [ep Opi hard to carch ti]

The equative construction in $7a) has a CP containing a wh-chain in the predicate position.
Assuming that the wh-word started in the empty theta-position, there is no theta-position to
serve as the origin of the subject sea urchin roe.ln @7b-c) are shown the classic construction
known as 'tough-movement,' which has been argued to contain a null operator, and which
consequently provides no theta-position for the subject (cf. It is hard to catch eels, where it
can be seen that hardß a one-place predicate).

Assume, then, that there is another type of predicate, an XP which contains an
operator-variable chain. Call this a type O[perator] predicate.

A thfud type of predicate, which will not be relevant in the discussion of clefts, is the
equative type illustrated in (48a-e).
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(48) a Clark Kent is [pp Superman]

b. That's [op me]

c. Spot is [pp my dog]

d. That's [ss a load off my mind]
e. For us to give up now would be [cp for Ed to get away with murder]
f. This analysis looks like [cp you've been reading too much Frege]

I1 such examples I know of no evidence for a gap or an operator. To this 6,pe might belong
the non-standard qpe.liscussed in Heycock 1991 and illustrated in (480. Th"y may bä
referred to as qrpe E[quative] (see Chieöhia 1985, Heycock 1991, Bowärs L993, §venonius
1994, and Heycock & Kroch 1997/this volume for discussion of this type).

4. Two analyses of RCs
Modifiers are a sort of predicate, an open expression. Some modifiers are plausibly type L,
for example attributive adjectives. Others, given this typology, must be type O, for example
relative clauses. Consider the classic analysis of English relative clauses sketched in (49)
(based on Choms§ & Lasnik L977).

(49) a. I saw the man [cp Opi that you described til
b. I saw the man [gp whoi you described ti]

Here the structure for the two relative clauses is the same, with the overt complementizer
pairing with the null operator, and the wh-operator cooccurring with a null complemenizcr.
There are also analyses of relative clauses as involving movement of the head out of the
relative clause. Schachter 1973, for example, analyzed relative clauses as being L-type
predicates (in my terms). Specifically, the relative clause is a phrase of category S, and it
modifies a node of category NOM. The NOM head of the noun phrase is empty (marked with
the 'dummy symbol' A) in the underlying structure, and some NP moves from S into the
empty NOU position. An illustration is provided in (50) (cf. Schachter 1973:33).

(50) a. [Np üe [no*rko, 
^ 

] [s we made [ypheadway]lll
b. [Np üe [roo"kor [Npheadway]il [s we made ti ]1I

Notice that the determiner takes a sister of the category NOM, while make takes an NP
complement. This means that an NP must move into a NOU position. Translated into
tontempofary categories (and adding the complementizer), Schachter's structure looks like
the one in (51), with CP adjoined to NP, NP a sister of D.

(51) a. [op the [Np [Np 
^ 

] [6p that we made [ppheadway]lll
b. [»p üe [r.rp[.rp [ppheadway]il [cp that we made ti ]11

Here a DP moves into an NP position. This falsely predicts structures llke *the sotne
hea.dway that we made. Compare the very similar stnrcture proposed in Kayne L994.

(52) a. [op the [cr [sp".ce ] [", that we made [Npheadway]lll
b. [pp ttre [cn [sp""cr [rypheadway]il [c. that we made ti ]11

Here there is no need for 'Ä' because the sister of the definite article is not a nominative
category with an adjoined CP, but the CP iaelf, which has an A-bar specifier position into
which some element can move. Kayne suggests furthermore that what moves is not DP but
NP, as indicated. However, sincn, make ordinarily takes a DP complement, it is still unclear
exactly what prevents*the somc headway thatwe tna.de. Furthermore, Kayne assumes that in
clefts (and in-wh-relatives),? the moved element is in fact a DP. Compare Schachter's cleft
structure in (53a) (category labels updated) with Kayne's in (53b).

7 Kayne's struchue for awhichrcliative starts out as in [i]; from there, the DP which bookmoves to SpecCP, as
in [ü]; then the NP äooß moves to Spe{DP within SpecCP, as shown in [üi].
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(53) a. It isn't [o- [pp the cough]il [cp that ti carries you off]
b. It's [cp [op linguistics]i that we're studying tilI

In Schachter's structure, the CP is extraposed, and a DP moves out of it into an empty 'A'
position in the VP, a sister of be labr-led 'PRED.' In Kayne's analysis, the sister of ää is not
PRED but CP; once again, the 'Ä' position is unnecessaD/, as a SpecCP position is available.
But in both analyses, wiat moves must be a full DP (or other XP, since various categories
can be focused in the cleft constnrction). On Schachter's analysis, CP is a type L predicate,
while on Kalme's uralysis, it is C'which is a type L predicate.

There are various issues remaining to be cleared up with respect to the postulated NP
movement for relative clauses. Various other problems arise with the movement analysis as
well; see for example Borsley 1997 and Platzack 1997 on $ayne's analysis. However,
movement analyses have been adopted for Scandinavian in Afarli 1994 and Christensen
1995. Below I will not treat relative clauses in any detail but will use the classical analysis as
a starting point for the inve.stigation of cleft structures. However, I do accrue some evidence
supporting a movement-type analysis for some qpes of cleftconstmctions.

5. An analysis of clefts
Consider again what I am calling the classical analysis of relative clauses. Here there is a null
operator which may appeareither with üat or with a null complementizer, and in addition the
possibility of wh-movement exists. Wh-movement always requires a null complementizer.
Thus some element in SpecCP binds a trace in either case.

(54) a. the elephant [cp Opi that ti escaped from the zoo]

b. the elephant [cp Opi A you released ti from the zoo]

c. the elephant [sp whichi6 tiescaped from the zoo]

This analysis is adopted, in essence, for Scandinavian in Taraldsen 1978, and more recently
in Platzack 1997, with sorz taking the place of that in (54a), and with the null variant in (54b)
being esseritially the same as the Scandinavian null variant. The version in (54c) is assumed
for the stylisticatly formal wh-relatives mentioned at the end of §1.2.

Since clefts are, as Schachter 1973 established, cross-linguistically similar to relative
clauses, the obvious starting point for an analysis of clefts is the analysis of relative clauses.
This leads to something like (55) (several analyses from the seventies have something like
these structures at a stage of the analysis, after extraposition of the clausal element from

.subject po.sition; cf. §1.3 above).

(55) a. It was an elephant [sp whichi I released ti from the zoo]

. b. It was the city zoo [sp from whichi I released an elephant ti]
c. * It was from the city zoo [sp whichi I released an elephant ti]
d. It was an elephant [cp Opi that I released ti from the zoo]

e. * It was the city zoo [6p from Opi that I released an elephant t1]

f. It was from the city zoo [cp Opi that I released an elephant ti]

The good examples are exactly parallel to the relative clauses. There are two bad examples,
(55c) and (55e). (55e) is ruled out because the null operator cannot pied-pipe a preposition.
And (55c) is ruled out because which is a DP; there is a matching requirement benreen the
element in SpecCP and the element in focus. In (55b), that element is a PP, but in (55c), it is
not.

The basic idea is that a relative clause-like CP is predicated over the element which I
have been calling the focus. The focus plus CP appears as the complement of the copula, and

i. [op the [cp I read [pp which [Np book]lll
ii. [op the [cp [op which [Np book]lj I read §]1
iü. [pp the [cp [op [Np book]i which rilj I read !))

Compare (52), where what moves to SpecCP is NP.

('
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a dummy subject appears. Thus the focus plus CP can be taken to form a small clause,
perhaps wittr a null functional head as is often assumed for small clauses.

In the following subsections I will discuss the structure in (55), which is in some
sense the zero assumption, and propose some modifications.

5. 1. PROBLEMS wrru AI{ oPERATOR BASED AC]CoI.,NT
The sketch of an analysis of cleft structure immediately above leaves several things to be
explained. The first difference to note between these CPs and relative clauses is the fact that
they can predicate over elements other than DP (or NP), as in (55f). Restrictive relative
clauses are very much limited to DP modification, while clefts allow a wide variety of
categories to be in the focus position Consider, for example, the examples in (56). (56a-b)
are attempts at modifying a PP. (56c1 is an attempt at modifying an AP. All are quite
ungrarnmatical.

(56) a. * We looked under the bed [Opi that Ed had hid the money ti]
b. * We sent it to the charity [Opi that Bridget always donates her clothes ti]
c. i The walls were bright green [Opi ttrat somebody had painted the ceiling ti]

If the null operator in (550 can bind a non-DP trace, it is unclear why the examples in (56)
are bad. Non-restrictive relatives can appear as clausal modifiers, but they do not se,em to be
able to modify XPs in a senten@ otherthan DP. Consider examples like those in (57).

(57) a. We found the money under the bed, which wrrs a terrible place to hide it.
b. We found the money under the bed, a tenibly ill-conceived hiding place.

s. * We found the money under the bed, which Ed had hidden it.

It may seem at first that (57a) has a relative clause modifying a PP. However, note that an
appositive DP, as in (57b), is also licit here. In general, the distribution and intonation of non-
restrictive relatives suggests that of appositive DPs. I suggest that non-restrictive relatives are
really appositive; possibly, there is a null DP head in (57a), so that which in (57a)
corresponds not to under the bed but to a null DP having the same force as a place does in
(57b). Note that when it is clear that the gap in the relative clause corresponds to a PP, as in
(57c), which is quite impossible.

However, some varieties of English may allow non-restrictive relative clauses at least
over verb phrases. This is suggested by the pair in (58).

(58) a. If we get the money, which I expect we will, we'll give it to you.
. b. * If we get the money, something which I expect we will, we'll give it to you.

Whatever the correct analysis of non-restrictive relative clauses, the operator that appears
witb that id restrictive relatives always binds a DP gap, and is therefore unlike the one in
(550. In fact" the problem is more general. Null operator constructions do not typically allow

-t a variety of categories (cf. Browning 1987). Consider the nugh construction in (59a) or the( 
parasitic gap constructions in (59b+).

(5e) After lunch is difficult [Opi o give a talk t1]

In which bed did you hide an egg [Opi before you slept tJ?
Why did you sell the car [Opi before you got rid of the motorcycle ti]?

(59b) cannot be read with a parasitic gap in rke before clause. This is explained if the null
operator which appears in parasitic gap constructions cannot bind a PP trace. If why leaves a
non-DP trace (plausible, given e.g. that it does not need Case), then this would also explain
why (59c) c:mnot be understood with a parasitic gap in the before clause.

Other questions are raised by the structures in (55) as well. For instance, if the copula
can appear generally with a small clause complement and a dummy ir subject, why are other
types of predicates not allowed? For instance, small clauses with AP and DP predicates, Iike
those in (60), are legitimate elsewhere, so why can they not appear in the cleft construction?

a. 'F

b.*
c.*
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(60) a. * It was an elephant upset

b. + It was an elephant my pet

Moreover,'if relative clause-type CPs like those in (55) are possible as small clause
predicates, why do they not show up morc generally in small clause contexts? Assuming that
the copula generally takes a small clause, and allows raising of the subject (as in Stöwell
1981), then (61a) is a small clause context; and (61b) is another one, on very common
assumptions. But the relative clause-type predicate is quite impossible.

(61) a. * An elephant was which you released from the zoo
b. * I consider the elephant that you rcleased from the zoo

I have now raised three quastions regarding the analysis sketched in (55). First, there is the
question regarding non-DP null operators. Second, there is the question regarding the
distribution of the postulated CP predicate. Third, there is the question regarding the
distribution of predicates in the cleft construction. I will now deal with these three questions
in turn.

5.2. AN ARGUMENTFOR MOVEMENT
First, with respect to the nature of the null operator, it is perhaps an overstatement to claim
ttrat null operators only bind DP traces. There are many examples in the literature of null
opemtors which have been postulated to bind categories other than DP. For example, yes-no
questions are commonly assumed to involve a null operator which presumably binds
something corresponding to the polarity of the sentence. Constructions such as comparative
deletion construction (Olaf was quicker than we were) have been taken to contain a null
operator (binding an AP trace in that case). It has been proposed, for exarnple in Aoun & Li
1993 for Chinese, that languages without overt wh-movement have null operator movement
instead. Such a null operator must bind non-DP categories in examples like that in (62) (from
Aoun & Li).

(62) [Op] ta renwei Zhangsan weishenme laile? (Mandarin Chinese)
he think Ztangsanwhy came

'Why does he think Zhangsan came?' 
.

A similar case can be made for Northern Norwegian, where degree questions fail to show any
overt wh-movement.

(63) [Op] er du gammel?
are you old

'How old are you?'

(Northern Norwegian)

?

The operator here, I argue in work in progress, binds a degree variable provided by the AP.' Thus it is reasonable to assume that there are in fact operators that bind elements other
than DP trace. However, the operators postulated in the work discussed above are restricted
to very specific bindees (polarity, for yes-no questions, a class of indefinites, in (62), a degree
variable, in (63)). It is still unclear that a null operator such as the one in (55d, 0 should be
postulated. It would have to be allowed to bind virtually any category, cf. the examples in (l)
in §1. If such an operator exists, it is quite unclear what prevents it from appearing in other
constflctions than the cleft" i.e. what prevents such constnrctions as (56-59).

Instead, I propose that that-clefs are, at least in some cases, the result of movement,
somewhat as in, e.g., Schachter 1973, Pinkham & Hankamer 1975, and Kayne 1994.
However, unlike those works, I do not assume that which-type clefts are the result of
movement out of the CP, and furthermore I am not committed to any modern Scandinavian
relative clauses being derived by movement of the NP head (cf. Platzack 1997). Specifically,
I assume the stnrctures in (65) for the CP predicate in E4glish clefts; the classical structures
for relative clauses are given here in (64) for comparison.'

t Pinkham & Hankamer 1975 argue as I do that there are two types of ctefts, one derived by movement of the
focus, and allowing a range of categories, and the other having the mid-70's equivalent of a null operator
analysis and allowing only DP foci. They argue on wholly different grounds, however, and it does not seem that
their argumentation goes througb. See Gundel 1977 for discussion.

a'
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(64) a- RC: [cp whi A tp... ti ...]I
b. RC: [cp Opi (tha0 tp...ti...]l

(65) a Cleft [cp wtri O tp...q ...]l
b. Clefü [gp q (tha$ tp...q...]I

Ttrc (a) stnrctues are essentially identical, while the (b) structures are importantly different:
in the relative clause, there is a null operator, which I assume is of the category DP; this
rnearrs that the whole relative claurc is a type O predicate, in the sense explained in §3. The
Cleft predicate in (65b), on the other hand, is a type L predicate: it contains a üace for a
moved element which is not bound within the predicate itself. This trace may be any
category, in principle.

These structures turn out to be nearly identical to the structures proposed for clefts
with that and which in Kiss 1996. There, what I have been calling a small clause is a FocusP,
headed by a Focus head. The element that moves (in clefts with that) or is base-generated (in
clefts with wlro or which) in SpecFocusP is interpreted as having 'exhaustive' focus, called
'identificational focus' in Kiss 1997. The only structural difference is that Kiss assumes that
tbe copula originates in R and raises out of it, while I assume that the copula selects the small
clause as its complement.

There is a slight contrist in (66) that might be taken as support for this distinction.
The idea would be that (66b) is perfect, because the reflexive actually moves, and can be
reconstructed, while (66a) is less than perfect" because the reflexive is never actually in a
position to be bound by its antecedent, and must be interpreted via an operator.

(66) a. ? It is himself who fohn likes best
b. It is himself ttrat John likes best

It may at first seem to be a disadvantage of this analysis that it fails to more closely unify
relative clauses and clefts. On the contrary, I believe that this is an advantage of the analysis.
There are several indications that cleft predicates and relative clauses are not the same. For
example, the distribution of wh-elements is different. Consider the pairs in (67).

(67) a. the part of the airpon where they stopped me

b. * It was in customs where they stopped me
c. the reason why they stopped me
d. * It was berause of my hair why they stopped me

Here it cah be seen that where ard why are possible relative operators, but not possible cleft
operators (note also that even the occasional wh-elements in MS relative clauses, such as
Sw.edish vars discussed in §1.3, are not possible in clefts). Similarly, Icelandic, Norwegian,
and Danish allow ailat rn clefts, but not in relative clauses, as discussed in §§1-2.

The operator analysis skerched in (65a) raises questions regarding case; there must be
some mechanism for assigning case to the focus. Examples like those in (68) show that in
English, this case is the objective one (but cf. §2.1 in which it is noted that Scandinavian
shows connectivity effects here, and that Icelandic also allows nominative in general).

(68) a. . It's me who always hurts myself/trimself.
b. * It's I who always hurt myself.

I will not propose any specific case-assignment mechanism here, leaving the problem
unresolved. More troubling is the fact that the movement analysis of (65b) falsely predicts
(69b) rather than (69a).

(69) a. It's me that always hurts myselflhimself.
b. * It's I that always hurt myself.

This problem does not arise in Scandinavian (cf. §§6.2-3 below), and I will leave it as an
unresolved problem for English.

If clefts and relative clauses are two different kinds of structure, then why are they so
alike, a faqt stressed by Schachter 1973'! I think that they are alike because they both

J.
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represent ways of converting a clause into a type of predicate. However, they are different in
that the relative clause, a modifier, is a predicate of type NPA'{P or DP/DP, in categorial
grammar tetms, while a cleft predicate is a pre$icate of type S/DP, in the case of ctefti wittr
which, and S/XP, in the case of clefts with that.'

It can be assumed that this distinction has its locus in the complementizer (assentially
following the line in Rizzi 1990). This means there is a variety of null complementizeri.
There must be a null +wh relative complementizer, which allows which, who,why, and
where, but disallows what,whichever, and various other wh-elements. It heads a CP which
can be adjoined to NP (or DP) (Rizzi 1990 marks it '+predicative'). I assume ttrat this has to
do with its semantic tyge; pgriaps this C converts thg operator-variable chain into an open
position 4 th9 semantics (-lik_§ a thetl-positi-o9) which can only be discharged throügh
identification, in the sense of Higginbotham 1985. Another way to describe the restriction öu
the distribution of relati.ve complementizers would be to say that the relative complementiz,er
creates an open NP position, rather than a DP position; since NPs are not valid arguments, it
would not be possible to use the relative clause as a small clause predicate.

In addition, there must be a +wh complementizer which appears withwhich and,wha
(but not what or why or where) and which heads a CP that appears as a small clause
predicate; this C head must convert the operator chain into an open DP position
(uncontroversially, in fact, since wlrich and who are DPs). Below I will propose an
explanation for why such CPs do not appear more generally as small clause predicates.

Continuing on the assumption that the differences among clauses are determined by
the features of the complementizer, there must also be a variety of -wh complementizers.
There must be a that which heads a relative clause, and which requires a null operator of the
category DP in its specifier (presumably handfed by checking theory). There must also be a
null variant of this complementizer, whictr- is not a proper governor (because it cannot
cooccur with a subject gap). There must be another complemenitnr that which,like the +wh
cleft complementizer, heads an open proposition, but which, unlike that element and unlike
the relative that, does not require any operator in its specifier. Finally, there must be a null
non-governing variant of this cleft that.

Another option would be to try to work out a theory of operators and chains that
derived the various differences. On such a theory, for example, there would not be many
complementizers that,but one; the null operator that appears in relative clauses would be of a
type that binds a DP gap but creates an open NP position. The cleft CP would become a type
L proposition simply by virtue of a constituent moving out of it. I will not try to work out
such a theory here but simply note its appeal.

5.3. AN§WERrNG rHE QUSSUONS
Now it is possible to answer the questions raised in §5.1 above regarding the first version of
the analysis sketched at the beginning of this section. The fust question had to do with why
such a wide range of categories were allowed , when null operators typically have a very
restricted range of binders. In the new version of the analysis, there is no null operator; the
clefts that allow a range of categories, namely the clefts with that and its null counterpart,
involve actual movement

The second question had to do with why other categories of predicate were not
possible in the cleft construction. Here I will suggest that this is because the it in subject
position in a cleft is extraposition ir, an element independently observed only to appear in
connection with elements of the category CP. I.e., the dummy subject ir in the cleft in (70) is
linked to the CP in essentially the same way as the subject in the structure in (70b).

e In Montague 1973, relative clauses are t)?e <e,b (basically equivalent to S/DP), and a special rule allows
them to combine (under intersection) with nominative elements §Ps in tie temrs assumed here), which are also
<e,D, to produce nominative elements of t;'pe <e,t>. However, intersection seems to me too coarse a device for
noun phrase modifircation, and I assume that relative clauses are actually second-order predicates over NPs, i.e.
tx)e <<e,t>,<e,D>.
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(70) a. It was this little tube of glue thathe shoplifted
b. It was unforhrnate foreverybody involved that he shoplifted

To see the CP restriction on extraposition ir, consider (71). Qla-b) show that extraposition ir
can appear even when the predication over the CP subject is equative. (71c) is an example
with a relatively heavy AP subject; cf. Svenonius 1994 on non--entity-denoting elements-as
subjects. (7ld) shows that extraposition wittr ir is not possible for the AP.

(71) a. That the king was foolish was the point of the story
b. It was the point of the story that the king was foolish
c. Expensive for me is cheap foreverybody else
d. * It is cheap for everybody else expensive for me

Thus, we do not expect to find cleft constructions with non-CP predicates. Consider the
derivations sketched n (72).

(72) a. was Ted Turner [q,who gave a billion dollars to the U§
b. It was Ted Turner [owho gave a billion dollars to the IJIrIJ

c. was Ted Turner [^p eccenuic]
d. 'l' It was Ted Turner [^r, eccentric]
e. Ted Turner was eccenüic

ln (72a-b), the copula takes a small clause, and because the predicate there is CP, ir can be
inserted in subject position. la (72c), the copula takes a small clause, but since there is no CP,
ir cannot be inserted. Instead, the only option to satisfy the EPP in the main clause is to raise
the subject of the small clause, resulting n (72e).

This leads to the third question originally posed in §5.1, namely, why do CP
predicates not turn up in other contexts than that of the cleft? Namely, why do we not find
structures of the type in (73), where for example (73a) is derived straightforwardly from
(72a)?

(73) a. * Ted Turner was who gave a billion dollars to the UN.
b. 'r I consider Bill Gates who has the most money.
s. + With Michael Milken that got out of jail, things should get fun.

Here I would like to suggest that this is because extraposition fr is not only possible in clefts,
it is in fact necessary. Specifically, I propose that ir serves not only to satisfy the EPP, but
also to anchor the CP predicate, in the sense of Svenonius 1994, an analysis of clausal
anchoring which builds on Eng L987, and Farkas 1992.

The concept of anchoring which is relevant here is a point of interface benveen the
syntax and the semantics. In order to be interpreted as a proposition, CP must be anchored to
some set of possible worlds. I have argued (Svenonius L994) that this anchoring is mediated
by the complementizer. Various factors affect the choice of anchor, including the verb used;
cf. the factive (74a), where the content of the embedded CP is presupposed to be true, and the
non-factive (74b).

(74) a. . The UN realizes that the US will never pay its debt
b. The UN s$pects that the US witl never pay its debt

It has been pointed out that anchoring is sensitive to syntactic structure (cf. Kiparsky &
Kiparsky 1970); although both of the sentences represented by (75a) are ordinary, the
sentences in (75b) are likely to induce factivity, with the result that the version with/a/se is
anomalous.

(75) a. It is true/false that Clinton has attacked kaq.
b. That Clinton has attacked Iraq is tnre/#false.

It seems that DPs can provide anchoring as well; compare (76a), which has a factive
interpretation, to (76b), which does not.
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(76) a. the realization that ozone depletion is harming amphibians
b. the suspicion that ozone depletion is harming amphibians

Given that a DP may provide anchoring, and that a CP must be anchored, I propose that in
the configuration of the cleft, there is no anchor for the CP, and this is why extraposition ir
must be inserted. Consider again the strucnres represented n (72a-b), slightly modifed here
as (77a-b).

(77) a.

b.

c. {3

was Ted Turner [cpüat gave a,billion dollars to the tII.{]
It was Ted Turner [cpüat gave a billion dollars to the tII.{]

[othat gave a billion dollars to the tII.ü was Ted Turner

ln Q7a), I argue, there is no anchor for the CP. This leaves it without a complete
interpretation. When extraposition ir is inserted, as in (77b), I suggest, CP is anchored to the
real world as a prcsupposition. This is the semantic contribution of extraposition it, not
substantially different from the semantic contribution assumed for referential ir, which is to
point out some familiar non-human entity in the context of the discourse. This anchoring is
overridden .in examples like Q5a), where the predicate provides a different, non-
presuppositional anchoring. The point with (75b) was that when the syntactic configuration is
disturbed, the anchoring supplied by the predicate is no longer available; in that case,
presupposition is the default anchoring (see Svenonius 1994 fsl dstails).

The next obvious question is why (77c) is not allowed, given that movement to
subject position is generally allowed for CPs. I assume that it is because the CP has no anchor
in that position. I must assume that the default anchoring (as in (75b)) is not available in
(77c) as a result of the CP in that exarnple being a predicate.

This is generally consistent with the rare nature of CP predicates. Most apparent cases
of CP predicates can be shown to actually be subjects, in inverse constructions (Moro 1997,
Heycock 1994). For example, (78a) looks like a case of a CP predicate. However, it should
actually be analyzed as in (78b), where a DP predicate has been promoted from the small
clause complement to the copula. Heycock 1994 demonstrates this with examples like those
in (78c-d), where, she argues, in the small clause complement to consider, inversion is not
possible.

John's problem was [that nobody wanted to know about his problem]
fohn's problemi was [that nobody wanted to know about his problem \J
I consider [that nobody cares the problem]

I consider [the problem that nobody cares]

(78) a.

b.

c.

d. ,F

t

The CPs in (78a-c), then, are in subject positions, and are different from the cleft CPs in not
being predicates (they also do not contain gaps or operator-variable chains). Truly predicative
CPs, it appears, cannot be licensed by their own subject, nor by any default rule. They can
only be saved by the insertion of extraposition ir.

6. Scandinavian Clefts
Here I briefly summarize the findings from §2 above, the patterns for Scandinavian clefts,
and then show how the analysis described in §5 applies to Scandinavian.

6.1. SwronH
First, reca[ that Swedish has som optionally in all cases, except where there is a subject gap,
in which case sorn is obligatory. A few representative examples are repeated here from §2.
Swedish clefts never contain an.

(79) L. Det var Jon (som) jag ttiffade i staden (Swe)
it was Jon as I mct in town

b. Det var i staden (som) jag träffade Jon
it was in town as I mct Jon

c. Det var rött (som) han mälade huset
it was red as he painted the.house
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This suggests, in the context of the curent analysis, ttrat Swedishsom is like English that, a
category-neutrd C head which allows movement to form an L-type predicate from the CP.
.Recall from §1 ttrat there was evidence that sorn was a head in Old Norse as well. The
optionality of som is most simply analyzed as being due to a null counterpart of som. As for
the difference benreen subjecrgaps and other gaps, I have no improvemönt to make on the
analysis of Taraldrcn 1986 of som as a proper govemor, its null counterpart failing to be one.
Recall that predicative and depictive APs are perfectly acceptable in clefts in Swedish, with
and without som. This is expected, given ttrat all cleffs are derived by movement

6.2. NORWEGIAN AT.ID DAI\IIsH
Next, there is the NorwegianlDanish pattem (there were, it will be recalled, only slight
differences benneen the nro standards). Norwegian and Danish fairly strictly use som only
with DP foci.ro

(80) a. Det var lon (som) eg mffi byen (Nor)
it was lon as I mct in town

b. Det var i byen (*som) eg uaff lon
it was in town as L,ut Jon

c. Det var raudt (?som) han mäla huset
it was red as he paintedthe.house

Thus it is natural to take som to be an operator of the category DP, like English which. Of
course, it could be maintained that som is a complementizer, as in the analyses (of relative
clauses) in Taraldsen 1986 and Vikner 1991, among others. This is especially natural in light
of the facts from subordinate interrogatives, in which som cooccurs with wh-elements, as in
(l4b) in §1 above, or the similar (81).

(81) Eg lurer pä kven som ikkje har betala (Nor)
I wonder onwho as not has paid
'I wonder who hasn't paid'

But if we are to ilssume that som is a head, then we nerd a way to restrict the cleft focus to
DP. This could be accomplished either by supposing that sam obligatorily enters into a spec-
head configuration with a null DP operator, essentially as in Vikner 1991, or that there is
mo\Ement but that sonr checks DP features in SpecCP, disallowing non-DPs from passing
out of CP. On any of these variants, som can in some sense be said to have DP features.
However, the multiply-filled COMP examples from non-standard Danish, some of which are
shown here, make it appealing to put relative and cleft som in SpecCP, rather than in C as in
interrogatites.

(82) a. Det er danskene som at der laver det bedste 0l (Colloquial Dan)' it is the.Danes as that there make the best beer
b. ? Det er Frankrig som at Danmark skal spille mod pä lgrdag

it is France as that Denmark slull play against on Saturday

Assuming, as is natural, that at is a complementizer element, either we must have CP
recursion in (82) (as explicitly argued for by Vikner 1991), or else sam is in SpecCP. I will
assume that som is in fact an operator that lands in SpecCP, exactly like Englishwhich.

Recall that Norwegian and Danish allow atwith PPs.

(83) iI. . Detvari byen at egtraff lon §or)it was in awn that I nut Jon
b. 'F Det var fon at eg traff i byen

it was Jon that I mct in town
c. ? Detvarnakenat hanvaska golvet

it was naked that he washedthe.floor

to Actually, finite clauses and infmitives with the infinitive marker d also appear fairly freely in clefs with sort,
but they appear generally in DP contexts in MS, for example as the complements to prepositions.
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Either there is an operator which binds just PP traces, or else clefts with ar are derived by
movemenL I will assume that they are the result of movement, and that ar is in C. This ar
must have prepositional features which prevent non-PPs from moving through SpecCP.

Recall that the one time at appe,arcd with a DP focus was in combination with other
relative elements, as in (82). If som is a complementizer in a CP above the one headed by at,
as Vilcrer 1991 proposes, then this remains unexplained. However, if sorz has whatever
feanrres a/ checks, then sentences like those in (82) are expecüed to be good. Thus, although
sorn orily binds DP trace, it appears to have P features.

Moving on to the null complementizer, recall that Norwegian and Dar,rish are rather
liberal with rcspegt to wtat catcgories could appear as the focus in a cleft (cf. the cxarnples in
(80), or those in (1) in §1). This kind of categorial frcedom was what motivated a movement
uralysis for English. Thus, I suggesg Norwegian also has a complementizer like English that
and Swedish som which allows any category to move out of CP; morc specifically, it is like
the null variants of those complementizers, since it,like them, is not pronounced and is not a
proper governor.

With respect to AP, recall that AP foci were acceptable with no
complementizer . This is now expected. In finer detail , a AP was marginally
acceptable with som (cf. (80c)

generally
resultative

relevant sense
are

(84)

. A depictive AP
like PPs.
also has the element der, with subject DPs.

Det var Jon der traf mig i byen
it wcts Jon there mct m.e in town

), suggesting that those APs are
was marginally acceptable with a

marginally DP-like in the
r (cf. (83c)), so those APs

(Dan)

Recall, too, that der can cooccur with other elements, in non-standard Danish.

(85) a. Det er Peter, som der ryger (Colloquial Dan)
b. ? Det er Peter, at der ryger
c. Det er Peter, som at der rygerit is Peter as that there smokes

Nglke 1984 proposed that der is in subject position, like expletive der. This is also adopted
and defended in Taraldsen 1992. Still assuming that ar is in C, this accounts neatly for the
obligatory ordering seen in the construction. Vikner 1991 argues against this approach,
suggesting that relaiive der occupies C0; but in order to explain the cooöcurrence hei§ forced
to allow CP-recursion, and in order to explain the obligatory order of the various relative
elements, he is forced to make additional assumptions. I will not review the various

'argument3 here, but refer the reader to the literature.
This set of assumptions straightforwardly captures the observed combinations of

re[ative elements: somis a DP operator in SpecCP, ar is in C and has P features, and der is or
can be in SpecIP and has subject features. One last comment is in order for (85b), because
there is no prepositional element in the specifier of. at.I must assume that although at
prevents non-PPs from entering its specifier, it does not require anything to appear there. The
subject Peter in (85b) is base-generated, as der creates a type O predicate, so nothing ever
moves tfuough the specifier of attn (85b).

6.3.ICE-AI.IDIC
The last pattern is the Icelandic one. In Icelandic, sem was seen to allow only DP and PP foci
in clefts, though perhaps also marginally AP, as in (86c) (from Thräinsson 1979l.77, who does
not mark it as marginal).

(86) a. Paö eru islendingarnir sem eru bestir f skäk. (Ice)
it are the.Icelanders as are best in chess
'It is the Icelanders that are best at chess'

b. Faö var til aö bria til kak6 sem viö keyptum mj61k.
it was to to prepare to cocoa as we bought milk
'It was to make cocoa that we bought milk'
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c. ? Faö er gulur sem blllinn er
it is yelbw as the.car is

The pattern can be captured by assuming, as for Norwegian and Danish, that sem is like
English which, an operator landing in SpecCP. However, unlike which and Norwegian and
Danish som, semis not strictly limited to binding DP trace; it can also bind PP trace. This can
be described by assuming that sem ts'-V,' the featural specification that N and P have in
common (recall that Norwegian and Danish som w:§ argued to have P features, even though
itcould only bind DP trace).

If this is the right analysis, then serz has apparently been reanalyzed since Old Norse
times (cf. (8b) in §1.1). This also means ttrat there must be a null complementizer in
Icelandic, though it can only cooccur with the operator element sem.lfihannes Gfsli Jdnsson
(personal communication) points out that the lack of inflection on sem makes it an unlikely
pronoun in Modern Icelandic. However, an advantage of the analysis is that it captures the
possibility, noted for colloquial lcelandic, of sem cooccurring with a4 without multiplying
head positions.

(87) a. ?

b.

(Colloquial Ice)

g6ltiö
the.floor

lf sem is not in SpecCP, then these examples require either CP recursion, as in Vikner 1991,
or a split Comp, as in Rizzi 1995. Note also that the assumption that sem is an operator, and
that the DP has not moved, allows an account of the cases in which the case on the focus fails
to match that of the gap, as seen tn (28-29) above, in §2.1, or as in (88a).

(88) a. Paö er brennivin sem hann varö fullur af (Ice)
it is liquor.NoM as he becamc drunk of
'It's liquor he got drunk on'

b. * Brennivfn varö hann fullur af
liquor.NoM becamc he druri* o7

c. Brennivfni varö hann fullur af
liquor.DATbecame he drunk of
'Liquor, he got drunk on'

(88b-c) show that topicalization requires the case on the fronted element to match that of the
gap, i.e. there is connectivity benreen the moved element and the gap. The argument here is
teminisaent of early arguments from failure of connectivity for non-movement analyses of
clefts, e.g. as in ttre examples in (89) (cf. also §5.2 above).

(89) a. It's myself I don't like
b. It's me I don't like
c. * Me,I don't like

(89a) shows connectivity, which is consistent with movement, but which of course can be
achieved in other ways as wetl. (89b) shows failure of connectivity, which is not consistent
with more uncontroversial cases of movement, such as topicalization, shown in (89c). The
failure of connectivity argues that there is (or can be) an operator in clefts with sem, not that
sem acttally is ttrat operator. However, I will continue to assume that sem in Icelandic clefts
is an operätor, and that it occupies SpecCP.

Thrdinsson 1979, chapter 2, argues, following Pinkham & Hankamer's 1975 analysis
of English, that Icelandic allows two different derivations for clefts: one is relative
extraposition, and the other is a cleft transformation. Clefts with DP foci are ambiguous, and
clefts with non-DP foci must come from the cleft transformation. Thus, the relative structuie
in (90a), which requires nominative citse on the predicative DP, is the source for the version
of the cleft in (90b) that has nominative case on the focus, while the version of (90b) that has
dative case on the focus is derived by a cleft transformation.

Paö er Pdtur sem aö hün elskar
it is Peter as thot she loves

Faö er än klaöa sem aö hann pvar
it is without clothes as that he washes
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(e0) a. Faö sem 69 gleymdi var stefrrumdtiö /*stefrrun6tinu.
it as I forgot was the.dnte.Nolü/ the.date.DAT
'What I forgot was the dare'

Faö var stefnumdtiö /stefnumdtinu sem 69 gleyrndi.
it was the.date.NoM/the.date.DAT as I forgot
'It was the date that I forgot'

(Ice)

b.

However, as noted in §1.3 above, an extraposition analysis raises more questions than it
answers. I will assume instead that both versions of (90b) involve the same structure, and that
the differerice has to do with the assignment of nominative case, which is less restricted in
Icelandic than in English or MS.

Icelandic, it will be recalled, also allows clefts just with a4 but only when the gap is a
PP.

(91) a. * Faö var J6n aö 69 hitti f banum (Ice)
it was Jon that I mct in town

b. Paö var f banum aö 69 hitti J6n
it was in town that I mct Jon

c. * Faö var rautt aö hann mälaöi hüsiö
it was red that he painted the.house

Here, as with Norwegian, it could be assumed that ad is a complementizer which allows
movement, like English täaq except that adchecks prepositional features. Interestingly, there
is also a preposition aö, historically the same word as the complementizer (Danish also has
the preposition, ad). Thus it is even more plausible for Icelandic than for Norwegian that aö
checks prepositional features on the trace in its specifier. In Icelandic, there is no null
counterpart to aö.

The facts about cooccurrence are also satisfyingly solved. Ad appears (albeit
marginally) alongside sent in clefts with DP foci, as in (87a), when it could not appear by
itself. The analysis allows an explanation of this fact: ad is impossible in clefts with DP foci
because ad must check prepositional features. But sem has been shown to be -V, neutral
between a prepositional and a nominal. So when sern appears in the specifier of ad, it
plausibly checks the prepositional features, even when itself binding a DP trace.

A final comment about Icelandic concerns the marginally acceptable resultative and
predicative AP examples, as in (86c). If they :re to be captured, a simple way to do so would
be to assume that they can marginally be treated as DPs, or rather, their traces can marginally
be treated as DP ffaces. Depictive AP was generally impossible in Icelandic clefts, and this is
'describedty the proposal made here.

T..Conclusion
As I stated in the introduction, this is a working paper and the primary goal has been to
present a tangled thicket of data in as clear a way as possible. In particular I have not done
justice to ttre previous literature, especially the wealth of literature on relative clauses. The
differences among the Scandinavian languages in the cleft construction turn up most clearly
in what relative element is used, and this is what I have concentrated on. Descriptively, there
is a correlation between what can show up as the focus of the cleft and what can show up as
the introducing element in the CP predicate of the cleft

In §5 I examined a similar correlation in English and suggested that there is evidence
for moverhent of the focus out of the cleft predicate,-in some casei (evidence which is lacking
in relative clauses). The fact that Kiss 1996 independently arrived at the same conclusion is
quite encouraging. However, the analysis entails that there ate movement and non-movement
structures that look superficially very similar, for example, the pair in (66), or the similar pair
in (92).

(92) a. ?. It was himself who John was going to talk about
b. It was himself that John was going to talk about

I have suggested that in the example with who, who is an operator occupying the specifier of
a CP which functions as a type O predicate over a base-generated small clause subject, while
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(94) a.

in ttre example with that, that heads a CP which functions as a type L predicate over a DP
which has moved out of it

Seuing this interpretation of the distinction to work on the Scandinavian data,I am led
to claim that the same contrast holds for the pair in (93), where Norwegian som is like
English wlo, wlile Swedish som is like English that.

(93) a^ ? Det var seg sj6lv som han skulle snakke om (Nor)
b. Det var sej sj?ilv som han skulle tala om (Swe)

it was REX self as he slpuld talk about

The judgments seem consistent with the hypotlresis, though the contrast is subtle, as it is in
(92), and the explanation for it is not entirely understood (specifically, it is unclear why the
(a) examples should be good at all). Note that there is no contrast in (94), nor is there
expected to be, since the null complementizers in Norwegian and Swedish are alike.

Det var seg sjolv han skulle snakke om
Det var sej sjlilv han skulle tala om
it was Rm self he should tolk about

I have stated the resuictions in terms of categorial features, and have located them in the
complementizers as well as on the various operators proposed. None of these moves have
been extensively justified. In particular, the restictions as stated are too coarse to capture the
observed patterns in the data, such as the differences benreen depictive and resultative APs,
or the difference between locative and directional PPs. I believe that a more refined
understanding of the relation between syntactic category and semantic interpretation is
needed.

Other shortcomings of the analysis are many. No explanation has been given for the
consistent failure of null complementizers to allow subject gaps; the claim that they are not
proper governors is simply descriptive. The connection benveen the Danish use of der as an
expletive and its use as a relative element has not been explored. The sorz discussed here and
the som whic[ appears in embedded interrogatives (and in main clause interrogatives in some
dialects; see Afarli 1986, Rice & Svenonius to appear) appear to be more distant from one
another than they are on other analyses, where they are both heads. The exceptional nature of
the predicates postulated in §5.2 , which predicate over such a wide range of categories, has
not been investigated. I can only say that I hope to address these and other problems in the
not too distant future.
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Transparent Free Relatives"

Chris Wilder
kntntm Iilr Allgemeine Sprachwis s ens chaft, B erlin

1. Whet it's ebout
The literaüre recogoizes two t5pes of Free Relative withwhat. Ordinary FRs as in (l) function like definite or
univcrsal argrrment DPs (Jacobson 1995). In specificational pseudocleft sentences (2), the wh-clause has been
argued to form the predicate of thc matrix clause, taking thc adjective as its subject (Williams 1983, Iatridou &
Varlokosta 1996).

The exaryles in (3) belong to a third §pe which does not reduce to either of the first two, although it shares
propcrties with both. This tlpc has gone largely unnoticed-the only discussion I have seen is in McCawley
(1988). I call them Transparent Free Relatives (TFRs), for reasons that will become clear. TFRs occur as

arguments (3a), predicates (3b) or attibutes (3c):

(1)
(2)

(3)

(4)

(s).

(6)

John likes [wha(ever) I cook]
angry is [what John is]

[what seerns to be a tourist] is lying on the lawn.
John is [what you might call a fool / stupid]
a [what you might call trickyJ example

he gave whoever she named a kiss

:* he V [whether I failed] NP

[op AD [6p wha\Ac[rp you ordered I ]ll

a.

b.

c.

This constnrction shows synactic behaviour which leads to a kind of paradox; with respect to various syntactic
tests, the free relative behaves as if it were invisible. The goals of this paper are to sort out the relevant
properties of TFRs, by contasting them with ordinary FRs, and to suggest how to resolve the paradox they
present. Section 6. adds some rernarks on the relation of TFRs to specificational pseudoclefts.

2. Transparent Free Relatives us Ordinary Free Relatives
Ordinary FRs have the internal sy:ntax of complement wh-clauses. The same wh-phrases (ignoring the -ever
morpheme) are used in both: what{eve) (N); which(aer) (l:{); who(ever). However, free relatives have the
distribution of DPs, being licensed in DP-only positions, such as the goal argument position of ditransitive verbs
(4)-(5). I shall assume a stucture like (6), where a zero deterrniner takes a wh-CP complement:

(there is no such verb)

(7)

(8)

FRs also get interpreted like DPs, rather than interrogatives. In particular, they get a definite or universal
reading, rather than an indefinite reading (7) (Jacobson 1995). As expectedo they are also barred from the
indefinites-only position in there-sentences (8).

[what you ordered] is on the desk
* something which you ordered ...
: the thing(s) which you ordered ..

* There is [what you ordered] on the desk.

The properties of bare what are important in what follows. Jacobson (1995) notices that Free relatives
with bare what zre semantically vague with respect to the cardinality of the sets they can denote. Thus, while

' Earliet versions of this papcr wcrc prescnted in Berlin (July and November I997), L,cipzig (Novcmber 1997), and at WCCFL XVII in
Vancouvcr (February 1998). For hclpful comments I wish to thank those audienccs, and especially A. Alexiadou, M. Den Dkken, H.-M
Gärher, J. Merchan! C. Maaßen, A. Mcinunger, A. Munn, O. Percus, C. Schmitt and A. Steube.
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cxaryle (9a) denotes a propcrly plural set and (9b) denotes a singleton set (9c) can be used denote either a
singlaon o,r a plural set However, bnre what is grammatically singular, regardless of interpretation: cf. (10),
where what itelf triggers singular agrecment inside the F& and the FR itself triggers singular agreement in the
highcr clause:

(e) a.

b
c.

whatever dishes John ordered
whatever dish John ordered
wha(ever) John ordered

# I liked what he invited
# I invited what he recornmended

trace ofwhat (DP*):Acc
... v [sc DPt to be )(P]

... V [sc DP* as )(P]

... v [5g DP* )(P]

trace af what (DP*) :Nom

[p DP* .. v [sc top to be ){P]l

[r, DP* .. V [sc tpp as )(P]]

[r, DP* [sc top ](P]l

i)
ii)
iii)
iv)
v)
vi)

proper plural
atom
either

(ok: what students)

(V : consider, take, etc)

(V : describe, regard, etc.)

(V: call, etc.)

(V: seern, be considere( etc.)

(V : be describe4 etc.)

(V : be, be called, etc)

weak indefinite reading also possible
can appear in 'indefinites-only' position
plnral agreement possible with bare what

[+human] possible with bare what
wh-phrase can only be bare what
no island effect w.r.t. extaction from Fpneo

(10) [wha(ever) is (*are) on the tableJ, belongs (*belong) to me.

Alsö, FRs with bare what c,anaotbeused to refer to humaas. The dcviance of (t la,b) is due to the fact thzt invite
selects a [+human] object. Neithcr barc what nor an FR headed by what can fulfrll that requirement.

(1 1) a.

b.

Norc that neither [singular] nor [-human] is a rigid prop€rty of what, which as a determiner combines freely
with [+human] NPs and with plural NPs.

Transparent FRs bave the form of wh{?s headed by bare what with the specific format (12). They
always contain an interaal small clause whose zubject iswhat, and whose predicate XP can either be a DP or an
AP. The wh-pronoun can be moved from a asminativs or an accusative position, depending on the governing
verb, cf. §"ical frames given in (13).

(12) [6p wha! ... V [sc t fpnrD ] ... l

(13) a.

b.

All Transparent Free Relatives have this stmcture, but not all free relatives that have this structure are
necessarily transparcnt, as we will see.

As noted TFRs can function as arguments, predicates or attributes. When they appear in argument
position, they appear to bc ordinary referential DPs, like ordinary free relatives. But they differ with regard to
the properties just reviewd and more besides. (14) liss six imporAnt differences:

(14) a. Ordinary FRs i) definite/universal reading only
ii) barred from'indefinites-only' position
iii) singular agreement only with bare what
iv) [-human] only with bare what
v) wh-phrase can also be whatever Of), who(ever) etc.
vi) stong island for extraction

b. Tronsparent Ffu
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In contrast to ordinary free relatives, TFRs can bave indefmite or weak existential interpretation, cf. (l5a)
(from McCawley 1988:733); and can also stand in the indefinites-only position (l5b):

(15) t. [what could best be described as pebbles] were stewn across the lawn.
b. there were [what could be best described as pebbles] stewn across the lawn.

This case is a first illustration of the paradoxical properties of TFRs. The XP in the small clause clearly acts as a
predicate within the FR However, the FR is 'transparent' in tüe sense that XP simultaneously determines
propcrties of the whole free relative. Thus, in (15), the FR seems to inherit indefiniteness from the )(P predicate,
which is an indefinite DP (pebbles\.

This transparency is both syatactic and sematrtic. The prcdicate XP seems to form the semantic head of
the TFR consituent; while the remainder of the FR fimctions as a modifier, cf. thc paraphrase in (16):

(16) a. there is [what appears to be an error] in this program.

b. there is [an apparent error] in this program.

Syntactically, also, the predicate XP shows all signs of being the head of the constuction. Most strikingly, it is
the category of XP that determines 6e distibutional possibilities for a TFR. If the predicate XP is adjectival, the
TFR must be in an AP-position (17); and if thc prcdicate is a DP, the TFR must be in a DP-position (18) (note
that while copular sentences accepts DPs or APs in predicate positior, subject positions accept DPs but not APs
and prenominal attibutes inside DP can be AP but not DP):

(17) a. John is [what you might call stupid]
b. * [what you might call stupid] just walked ip
c. a I what ['d describe as stupidJ decision -

predicate
subject
attribute

predicate
subject

attribute

(*seerns)
(ok: seems)

( 18)

(te)

1

(21)

a. John is [what you might call a fool]
b. [what you might call a fool] just walked in
c. * a [what I'd describe as a failure] decision

Where the predicate XP is a DP, it also determines other properties of the F& such as definiteness and

number. If the predicate is definite (l9b), the whole TFR takes on a definite reading, and can no longer appear in
the fäere-sentence:

a.

b. *
there is [what appears to be [a virus]J in this program
there is [what app€ars to be [the virus]J in this program

she invited [what I took to be [a policeman]l

lf the predicate is plural, the TFR triggers plural agreement (20) (cf. also ( I 5)); and if the predicate is [+humaa1
(21), the FR takes a human referent:

(20) [what seem/*seerns to be [tourists]] arel*is lying on the lawn.

Recall that ordinary FRs headed by bare what do not tigger plural agreement even if denoting a semantically
plural entity; nor do they permit human referents. Howev€r, in whquestiots (22), we see plural agreement with
wiar, though only in (22a),i.e. in precisely the TFR configuration (12). This can be relaüed to facts (23) showing
that a plural.DP predicate as in (22a) is incoryatible with a singular subject. So arguably, the plural in (20) does
not show that the predicate DP directly determines the number features of the FR; as the transmission may be
mediated by wh-movementof whaf

(22)

(23)

*
a.

b.

what seem to be r the worst problems?

what seem to be , on the table?

a. * this seeurs to be I r the worst problems]
b. I consider [these (*this) terrible scissors]

t93

(ok: these seem...)



A similar line might be atteryod rith [+hrman]-it could be üatwllr,t may inherit [+human] from its DP
predicate and tansmit it via whoucmcnt to the whole FR However, in wh-qucstions, even those with the
TFR-confrgnration (12), what wfr lcss coryatblc with human referc,lrcc:

(24'

(2s)

a. ? what did you take b bE e policeman?
b. * what do you considerb bü your best friend?

a. 'l the student that h{ary inritcd [whdevcr) likes t J

b. * something that Mary inn'ibd [whoever is angry about t ]

TFRs are not only transpaltü wilü rcspcct to catcgory and other features, they are also tansparent with
respect to extraction. Ordinary FRs fu sürory hlflrds, like conplex NPs (e:pectcd if FRs are in fact DPs):

(26)

(27)

Now consider (26). As far as cxtrectftn out of the prcdicate XP is concemc{ TFRs are not islands at all. The
conEast between (26) and (25) is bugc. In tcrms of grammaticality, the cxtactions in (26) exactly match those in
(27), where there is no FR at all cmiuing XP:

? the professor who I mct [what you might call [a student of t J]
something that John i§ [rrrhat you might call [angry about t J]

? the professor who I mct [a sEdent of t ]
something that John is faogfy about t ]

To sunrmarize: with respcct to a mnge of syntactic tests, a Transparent Free Relative seems to have no
interaction with the matrix clause cmtaining it. Rather, it is the XP constituent-apparently a predicate
contained inside the TFR--that iffiacts dircctly with the matrix clause.

3. XPpnn» is the head of theTFRcorstituent
McCawley (1988:732-733) cites a proposal from Kajita (1977) to account for the special properties of what I am
calling TFRs. This invokes a proce$i of 'Reanalysis' which tansfomrs the stmcture (28a), with the predicate XP
contained within the FR, into (28b). )G becomes the head of the stnrctrue, the FR a kind of modifier or adjunct:

(28) a. [rn .... XPpRED J --] b- [xp [rn...- J PpnEp ]

(29) a. John bought [rn what he took to be [pp a gurtar] l
1 b. . , John bought [»p [rn srhat he took to be ] a guitar ]

This is intuitively correct. (29) is In one reading, associated with the ordinary Free Relative structure
(29a), the object of bought is a dcfmite; 'fhs rhing that he thought was a guitar'. In the second reading, the object
of bought is indefinite: 'a guitar (or so he thought)'. h this reading the Free Relative is tansparent; it merely
modifies the indefinite a guitar (as McCawley notes, lhis modification has a metalinguistic flavour-the FR
'hedges' the description in thc NP).

Assuming that .fFR's have a stmcture like (28b) offers an immediate solution to most of our problems.
The reason why )(P (and not thc free relative) determines grammatical properties of the TFR constitueng is that
)(P is the head of that constituenl This gocs for numbcr agreement, human reference, definiteness, and for the
symtactic category of the constitucnt. As for why the frec relative does not interfere with cxtaction out of XP,
the reason is.simple-the free relative docs not conain XP.

How does the stnrcture (28b) arise? There can be no tansformational rule of Reanalysis deriving (28b)
from (28a)---such a rule would alter tüea-relations, tundng an argument (the Free relative) into a modifier, and

tuming a predicate ()(P) into an argument Hence, we must assume that (28a) and (28b) are two independently
generable structures.

Looking more closely at the hansparent structure (28b), it becomes apparent that the free relative is
incomplete. The trace of what is an argument variable; it needs a theta-role. Yet there is no predicate in the
relevant position to assign that theta-role. The missing predicate is of course XP. Thus, XP in the 'reanalyzed'
structure is in fact a 'shared constiürent'-it needs to be in two places simultaneously. Transparency dictates that
XP is outside the FR; but XP must also be inside the FR where it acts as a predicate, theta-marking the tace of
what-

a.

b.

a.

b.

194



So we have reached threc conclusions about TFRs: (i) XP heads üe TFR constituent, as in (28b); (ü) the
stnrcture (28b) is not transformationally relarcd to ordinary FRs; and (üi) )0 is in some seruie a 'shared
constituent'. We now face two furthcr questions about (28b):

(30) a.

b.

What is the relation of the FR to the host sentence?
What is the nature of constituent-sharing?

IP

VP

bought FR

VP

For (30a), I see two possible alswers. Either the FR is an adjunct-i.e. is adjoined to XP in syntax; or the
FR is some kind of parenthetical expression. There are grormds f61 35srrming that the FR is a parenthetica!
which I take to mean that it is slntactically disconnected from the host sentence, and that it gets inserted into the
host sentence only in the PF-coryonent (this is only tcntative<ther approaches to parentheticals are
conceivable). In section 5, it is argued that TFRs have more in common with parenthetical expressions than with
classical adjunct modifiers.

With rcspect to constituent sharing (30b), there are also two possible answers. In one view, sketched in
(31), )(P is lilerally simultaneously the daugbter of two VP nodes, the VP in the FR and the VP of the matrix
clause. This approach rcquües a theory of phrase structure which givcs up the unique mother condition, to
permit multiple dsminanss (cf. Moltmann 1992 for such aa approach to constituent sharing in coordination):

(3 l)

DP

A
John

V

v
I A

what he took to be a guitar

The alternative, preserving standard assumptions about phrase structure, is to assume an ellipsis approach: there
are two copies of XP, oue in the FR and one in the matrix, one which surfaces as an empty category, giving one
of the t'ro options in (32):

1

(32)

(33) a.

a.

b.

John bought [rn *hat he took to be [op a guitar ]l [op- O ])
John bought lnn what he took to be [pp O ] I [pp. a guitar ]

Syntax : independent phrase markers

[he bought [op a guitar]l [what he took to be [op a guitar]l

Here, I will adopt the ellipsis approach. In particular, I will argue for (32b)-the deleted copy of XP is
the copy inside the TFR There is no known ellipsis mle that could give us (32a); but there is 6 6lliFsis rule that
could generate (32b). This is Backward Deletion, also involved in so-called Right Node Raising constructions
(see Wilder 1997).

Qe6lining these two answers, my proposal is summarized in (33). In syntax, only )(P is present in the
matrix clause, where it interacts directly with üe matrix with respect to argumenUpredicate status, category,
definiteness, agreement, and extraction. Deletion takes place in the PF-cornponent, following parenthetical
placement (pnly then is the input configuration for Backward Deletion created).

Phonolog: parenthetical placement and deletion
John bought < what he took to be ftlllitar > a guitar

Two additional stipulations are needed to ensure correct placement and to guarantee that deletion takes
place. If either of the conditions (3a) is not met, the constnrction simply fails. (34a) excludes cases like (35a!-
the FR cannot be placed farther left from the matrix XP, though there is no reason why Backward Deletion

b
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a.

b.

a.

b.

(3s)

should not apply in such ca.ses. (3ab) is needed to exclude (35bFif there is no deletion in the F& we get
gibberish:

(34) the TFR must be left-adjacent to XP in the host sentence
)(P in the TFR must h dcleted

* <what he took to be o€uitar> John bought a gultar
* John bought <what he took to be a guitar> a banjo

4. Evidence for Backwerd Ihletion
This section gives two argum€nts to support the Backward Deletion approach. One concerns identity, the second
ooncerns word order.

4.1 Identi§
We have alrcady scen that deleted and overt XPs can fulfill different syntactic functions-the deleted XP is
always a predicatc in a small clause; the overt XP can be an argumcn! a predicate or an attributive adjective. If
there really is phonological dcletion in TFRs, we might expect that the deleted constituent and its overt
antecedent would necd to bc identical phonologically, but not necessarily morphosyntactically. Evidence for rhis

is provided by the contmst bctwcen (36a) and (36b). Itr the frame call YP XP, cf. (37), the predicate XP can be
nominal or adjcctival but not vcrbal. This takes case of (36b). In (36a), though, the verbal forlrt snoring is able to
license deletion of the homophonous nominal gerund in the F& as in (38):

a. ? John is what I'd call snoring
b. :t John what I'd call snores

I'd call that [ap boring] / [r.rp snoring} / * ['yp snores]

John is < what Id call [r.rp saoring] > [w snoring]

4.2 Word order: placement of the overt copy of XP
The second argttment for Bachnard Deletion concems word order. The shared constituent of TFRs underlies the
restriction (39): it must be positioned in the swface string so as to stand at the right edge of üe Free relative. In
other words, the shared constihrent cannot appear properly contained within the FR If we assume Backward
Deletion, this is exactly what we expect-the spelled-out copy must be outside and to the right of the FR. Add to
this the assumption about placement (34a), aud (39) follows.

t:gl ' ' 
The 'shared )(P'must appear at the right edge of the FR

. The data in (40)-(42) illustrate this condition. Recall that TFRs in DP position can be ambiguous between
an indefinite transparent free relative and a definite ordinary free relative (a0a). If (39) is not me! as in (40b),
the Eansparent indefinite reading disappears. The same goes for TFRs in predicate position (a1). (ala) is
ambiguous between a 'hedged AP' reading and a 'definite DP' reading; (alb) loses the '6p' 1sading. In
prenominal modifier position (42), only the transparent stmcnre is available, and the stmcture fails if the AP is
not at the right edge of the free relative.

(40) a. John bought [what I described as a guitar ambiguous
b. John bought [what I described as a guitar to him] *TFR

(36)

(37)

(38)

(4 l)

(42)
*

a.

b.

a.

b.

This was [what I described as stupid ambiguous
This was [what I described as stupid to John] * TFR

a [what I described to John as stupid decision TFR only
a [what I described as stupid to John] decision

43 The'right edge'condition on the deletion target
There is a further fact that supports the generalization of constituent-sharing in TFRs to right oo6s raising in
coordination. Example (43a) is excluded because the ro-PP cannot intervene between as and its adjective, cf.
(43b). However, this account depends on an additional assumption, viz. that the AP-gap in the FR must be at the
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right cdge of tüe FR. (43a) could have had another derivation (43c), based on the word order in (41b), with the
deleted adjectiv.e preceding the PP:

(43) a. * a <q/hat I described as to John sfi#d> stupid decision
b. * I described this as to John stupid
c. (*) this is a <what I described as eeryid to John> stupid decision

'lVe can nrle out (43c) out by appealing to the condition (44), which holds of Backrvard Deletion generally (cf.
Oehrle 1991, Wilder 1997). The deletion sitc must bc right-p€ripheral in the TFR (the domain refered to in (47);
in coordinations, this conesponds to the conjunct):

(U) A Backr*rard Deletion target is at the right edge of its domain.

With respect to 'Right Node Raisi'g', (tl4) accounts for contrasts like (a5). In (45a), the deleted NP can be at the
right cdge of its conjunct, if it undergoes Hcavy NP-shift. In (45b), the deleted NP is the goal object of a double
constnrction. Such NPs camot undergo Heavy M-shift<f. (45d), hence there is no way for the deletcd NP in
(45b) to be at the right edge ofits conjunct.

(4s)

(46)

*

*

a.

b.

c.

d.

Sue gave _ to Bill thlt+ld{iaqrefahs and Mary will read that old diary of mine
Sue gave _ roses *s+e5res*tde€r and Mary visited the boy next door

Dies ist [was ich als dumm bezeichnen wärde]
fhis is what I as srupid ducribe would

Dies ist [was ich bezeichnen u/tirde als dumm]

Sue gave _ to BiU [that old diary of mine] ok HNPS
Sue gave _ roses [the boy next door] * HNPS

4.4 OV-languages
These facts about TFRs seem to hold crossJinguistically as well. We predict that a language can only have a

TFR modifying a prenominal adjective if the word order rules of that language allow an adjectival predicate to
srand 3f the right edge of the free relative, that is, in postverbal position.

German is an OV language that does not allow predicative APs to follow the verb in free relatives (46);
and Gerrran does not have TFRs (47). In Dutcb, another OV language, predicative APs can follow the verb in
free relatives (a8|-and Dutch does have TFRs (49) (Dutch data from Marcel den Dikken, p.c.):

(47) a. :l erne [*as ich als dumm bezeichnen würde] Entscheidung
a what I as stupid describe would decision

a.

b. *

b. *

(48)

eine [*as ich bezeichnen wärde als J durnm-e Entscheidung
a what I descibe would as stupid-AcR decision

Dit is [wat ik beschouw als tamelijk stomm ]
this is whot I regard as fa@ stupid

een (wat ik beschouw als > tamelijk stomm-e beslissing

. a what I regard as foirly stupid-AcR decision
(4e)

5. TFRs as parentheticals
Tuming now to the claim that TFRs are parentheticals and not standard adjuncts, it is a quite general fact abour
English that finite clauses axe not tolerated inside premodifiers of adjectives, cf. (50a). If TFRs were adjuncts.
then in prenominal position they would have to be analysed as pre-modifiers of the prenominal adjectrve. a

blatant counterexample to the generalization. On the other han4 sentence parentheticals can pre-modifl
adjectives (50b):

(50) a. * an [ep [as clearly as mine is] stupid] decision

b. This is a, [she thinl§], stupid decision
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Senteuce par,entheticals and TFRs also share propcrties of intonation and information stucture. In (50b), the host
s€trtcnce is foregroundd üe parrenthetical backgrounded. In a 1T& the shared constituent in the matrix is
foregroundd &e free relative (minus the shared )(P) is backgrounded.

Ordinary senteNrcc parcnth*icals do not bave the 'constituent sharing' property of TFRs, but there is
another §pe of parcnüetical wüich docs. This is be Sluice Parenthetical, discussed by Lakoff (1974) (cf. also
McC;aw§ 1988:739). (51) involvcs a scntence parenthetical containing a sluiced interrogative complement
(Sluicing-1P-cllipsis), which scrves to mcb-linguistically 'modi$' the matix object, much like TFRs do.

(51) John invited <you'll never guess what kind of) pegple to his parry

Sluicc parentheticals involve constitrc,nt sharing at the right edge of the parenthesis-the noun of the wh-phrase
is simulaneously the @arc indefinite Eass or plural DP) object of the rnatix clause. This is shown by the fact
that neither clause of (51) is corylerc without tüe aowpeople:

(52) a. John invited people to his party
b. * John invited to his party
c. You'll never guess what kind of people [rp A 1

d. * You'll never guess what kind of

The analysis developed for TFRs can be applied directly to Sluice Parentheticals-aarenthetical placement
followed by Backward Deletion:

(53) John invited <you'll never guess what kind of peeph> people to his party

In German, word order rules are such that the wh-phrase in a sluice ends up at the right edge of its clause. This
means that we expect Sluice Parentheticals (unlike TFRs) to be possible in German, as indeed they are:

(54) Hans hat <du kannsl dir nicht vorste[en, was für l*uie> Leute eingeladen
H. has you can REFL not imagine what-son-of people invited

Notice also that we have to make the same two stipulations (55) for Sluice Parentheticals as we did for TFRs, to
guarantee that the parenthetical is placed conectly and that deletion takes place, excluding examples like (56):

(55) a.

b.
the Sluice-SP must be left-adjacent to )(P in the host sentence
)(P in the Sluice-SP must be deleted

John is whaU*whatever Id call angry
I'd call what/*whatever John is angry

John is whaU*who (I thought) was a policernan
what/*who John is is a policerran

156) ". 
.*' <you'll never guess whatkind of peeple> John invited [people] to his party

b. + John invited <you'll never guess what kind ofpeople> [idiots] to his pa§

These similarities between Sluice Parentheticals and TFRs underscore the claim made here that TFRs are a
species of parenthetical ocpression.

6. TfRs and.Pseudoclefts
One difference bctwccn ordinary FRs and TFRs still to bc addressed (cf. (14) above) concenrs ttre "what-oaly"
restrictioeTFRs can only be formed with bare what, cf. (57)-(58). lolslsstingly, this is also a property of
specificatiorial pseudoclefts (SPCs) (cf. Iatidou and Varlokosta 1996). To conclude, I comment briefly on the
relation between the two constnrctions.

\\e what-only restriction bas two subcases . Firsl whatever is not possible (57). Secondly, it concems the
choice between what arrrdr,yfto in FRs with [+human] predicate DPs; wio is not possible in (58).

(s7) a.

b.

a.

b.

TFR
SPC

TFR
SPC

(58)

The SPCs in (5+(58) are like lüe sentences containing TFRs, only turned inside out, as it were. The
predication relation inside lhe TF& betwcen the tace of what and angry in (59a), is the same as the external
predication in the SPC (59b), between the Free Relative arnd angry:
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(se) a. John is < what I'd call [g6 t aagry ] > angry
L_J

b. Id call [sc what John is angry ]ll
This suggests that the what-only restriction may reflect a cornmon property holding of the internal predication
(the small clause) inside TFRs and of the external predication between the FR and ib associate in SPCs.

Suppose that the predications marked in (59) are underlyingly predications involving bare tiat as its
subject, as in (60).

(60) a. td call I üat angUl TFR
tl

b. Id call tu (r*: *"0-3gry §Pc

\\e what-only restriction follows on the reasonable assumption that bare what is the only wh-pronoun that can
realip* that.

If this is on the right track, then TFRs and pseudoclefts should have other properties in common with
predications having bare that as their subject (cf. Higgins 1979:ch.5 for relevant discussion of copular sentences
with that as subject). There is another restriction that holds of all three cases, illustrated in (61) to (63)-none of
them works with remain or become:

TFR

(61) * rx'hat John is remains / has become angry

SPC

SPC

TFR

that-oredication

(62) * John is < what rernains / has become asg+y > angry

(63) (Did )'ou hear him shouting?)
a. that \Ä'as (what you'd call) angry

b. :t that remains / has become (what you'd call) angry.

The correlatiou '*'ith predications having bzre that as their subject may prove important in understanding why
TFRs can only be formed from free relatives having the format (12). Also suggestive is the fact that the contast
in (64) between ordinary FRs headed by what and TFRs with respect to [+human] also corelates with the
compatibility of that in (65a) but not (65b) with [+human] denotation.

(64) <What I'd call a+elieeman> a policernan just walked in.
I rnvited I who / #]il/hat you met last night ]

(6s) That's a policeman lI'd call that a policernan
I met him I t*that last night.

Of course, the ideas sketched in this section need careful working out, but that's a topic for another paper
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