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Preface 
 
Optimality theory as used in linguistics (Prince & Smolensky, 1993/2004; 
Smolensky & Legendre, 2006) and cognitive psychology (Gigerenzer & Selten, 
2001) is a theoretical framework that aims to integrate constraint based knowl-
edge representation systems, generative grammar, cognitive skills,  and aspects 
of neural network processing. In the last years considerable progress was made 
to overcome the artificial separation between the disciplines of linguistic on the 
one hand which are mainly concerned with the description of natural language 
competences and the psychological disciplines on the other hand which are in-
terested in real language performance.  

The semantics and pragmatics of natural language is a research topic that is 
asking for an integration of philosophical, linguistic, psycholinguistic aspects, 
including its neural underpinning. Especially recent work on experimental 
pragmatics (e.g. Noveck & Sperber, 2005; Garrett & Harnish, 2007) has shown 
that real progress in the area of pragmatics isn’t possible without using data 
from all available domains including data from language acquisition and actual 
language generation and comprehension performance. It is a conceivable re-
search programme to use the optimality theoretic framework in order to realize 
the integration.  

Game theoretic pragmatics is a relatively young development in pragmatics. 
The idea to view communication as a strategic interaction between speaker and 
hearer is not new. It is already present in Grice' (1975) classical paper on con-
versational implicatures. What game theory offers is a mathematical framework 
in which strategic interaction can be precisely described. It is a leading paradigm 
in economics as witnessed by a series of Nobel prizes in the field. It is also of 
growing importance to other disciplines of the social sciences. In linguistics, its 
main applications have been so far pragmatics and theoretical typology. For 
pragmatics, game theory promises a firm foundation, and a rigor which hope-
fully will allow studying pragmatic phenomena with the same precision as that 
achieved in formal semantics.  

The development of game theoretic pragmatics is closely connected to the 
development of bidirectional optimality theory (Blutner, 2000). It can be easily 
seen that the game theoretic notion of a Nash equilibrium and the optimality 
theoretic notion of a strongly optimal form-meaning pair are closely related to 
each other. The main impulse that bidirectional optimality theory gave to re-
search on game theoretic pragmatics stemmed from serious empirical problems 
that resulted from interpreting the principle of weak optimality as a synchronic 
interpretation principle.  

In this volume, we have collected papers that are concerned with several as-
pects of game and optimality theoretic approaches to pragmatics.  
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The first paper about Optimality-Theoretic Pragmatics (Blutner and Zeevat) 
gives an overview about the application of OT to the domain of pragmatics. It 
reviews the three basic views – Relevance theory, Levinson’s theory of pre-
sumptive meanings, and the Neo-Gricean approach –, and it gives an optimality-
theoretic restructuring of their core ideas. Further, it illustrates how bidirectional 
OT accounts for the synchronic and the diachronic perspective on pragmatic in-
terpretation.  

The second paper, Optimality-Theoretic Pragmatics Meets Experimental 
Pragmatics (Blutner), is discussing recent findings concerning the psychological 
reality of optimality-theoretic pragmatics.  Further, the paper seeks to close the 
gap between experimental pragmatics and neo-Gricean theories of pragmatics. 

Based on research by Smolensky and Gärdenfors, the paper entitled Neural 
Networks, Penalty Logic and Optimality Theory (Reinhard Blutner) is discuss-
ing the potential of OT as a theory that overcomes the gap between symbolic 
and neuronal systems.  In the light of the proposed logical analysis notions like 
recoverability and bidirection are explained, and likewise the problem of found-
ing a strict constraint hierarchy is discussed. Moreover, a claim is made for 
developing an “embodied” OT closing the gap between symbolic representation 
and embodied cognition. 

The role of evolutionary strategies and signalling games for the development 
of natural language constructions is discussed in a joint paper by Tom Lentz and 
Reinhard Blutner (Signalling Games and Optimal Constructions). This paper is 
a reworking of an earlier squib written in Dutch. 

Michael Franke’s contribution (An Epistemic Interpretation of Bidirectional 
Optimality Based on Signalling Games) is concerned with an epistemic interpre-
tation of bidirectional optimality in terms of beliefs and strategies of players in a 
signalling game. In particular, the author demonstrates that strong optimality can 
be linked to an unsophisticated belief formation. Weak optimality, one the other 
hand is shown to correspond to higher-order iterated best response reasoning 
with an even more severe limitation on the belief formation process of agents. 

In their paper History and Grammaticalization of “doch”/“toch”, Henk 
Zeevat and Elena Karagjosova compare the Dutch particle “toch” with the Ger-
man pendant “doch”. As first noted by Doherty (1985), this comparison leads to 
a paradoxical question: If the sentence is presented with stress on “toch”/“doch” 
the conditions of use become the opposite from the same sentences with the 
stress removed. Zeevat and Karagjosova provide a new, historically based ex-
planation of the paradox.  
 The paper by Anton Benz (Outline of the Foundations for a Theory of Impli-
catures) is an investigation into the foundations of the optimal answer approach 
as developed in (Benz, 2006; Benz & v. Rooij, 2007).  It interprets the speaker's 
signalling and the hearer's interpretation behaviour as an objective natural regu-
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larity. As natural regularity, communication can be described by causal Bayes-
ian networks (Pearle, 2000). Benz uses this representation for explicating the 
notion of common natural information. From this notion, a general definition of 
implicature is derived. In the second part of the paper, this framework is ex-
tended to communication with efficient clarification requests and noisy speaker 
strategies. 
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The article aims to give an overview about the application of Optimality Theory 
(OT) to the domain of pragmatics. In the introductory part we discuss different 
ways to view the division of labor between semantics and pragmatics. Rejecting 
the doctrine of literal meaning we conform to (i) semantic underdetermination and 
(ii) contextualism (the idea that the mechanism of pragmatic interpretation is 
crucial both for determining what the speaker says and what he means). Taking 
the assumptions (i) and (ii) as essential requisites for a natural theory of pragmatic 
interpretation, section 2 introduces the three main views conforming to these 
assumptions: Relevance theory, Levinson’s theory of presumptive meanings, and 
the Neo-Gricean approach. In section 3 we explain the general paradigm of OT 
and the idea of bidirectional optimization. We show how the idea of optimal 
interpretation can be used to restructure the core ideas of these three different 
approaches. Further, we argue that bidirectional OT has the potential to account 
both for the synchronic and the diachronic perspective on pragmatic 
interpretation. Section 4 lists relevant examples of using the framework of 
bidirectional optimization in the domain of pragmatics. Section 5 provides some 
general conclusions. Modeling both for the synchronic and the diachronic 
perspective on pragmatics opens the way for a deeper understanding of the idea of 
naturalization and (cultural) embodiment in the context of natural language 
interpretation. 

 

 
 
 
1 Introduction 
 
Optimality Theory is an integrated approach to cognition that combines the 
advantages of symbolic, constraint-based models with the advantages of 
subsymbolic, neuron-style models of cognition (cf. Smolensky & Legendre, 
2006). In the study of natural language, OT was successfully applied to the main 
linguistic disciplines phonology, morphology and syntax, and also to the 
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explanation of natural language acquisition and other performance traits. OT 
pragmatics is an application of the integrated approach to the domain of Gricean 
pragmatics. It has its origin in the attempt to explain certain phenomena of 
lexical pragmatics (Blutner, 1998) and is inspired by the optimal interpretation 
approach proposed by Hendriks & de Hoop (2001).  

The view of seeing OT pragmatics within the scope of a naturalistic 
(explanatory) approach to cognition (as represented by the main proponents of 
OT) is not without problems.  This has to do with the normative character that is 
attributed to the Gricean setting. Speakers, as Grice puts it, must 
 

make their contribution such as is required, at the stage at which it occurs, by 

the accepted purpose or direction of the talk exchange in which (they) are 

engaged. (Grice, 1975: 45) 

 
It’s obvious that this principle of cooperation is normative, and so are Grice’s 
conversational maxims.  If a person acts in a particular situation in a particular 
way we can ask why she did it the way she did; alternately, we can ask if it was 
reasonable what the person did, and if other options were possibly more 
reasonable in the given situation. Good Griceans are expected to ask the second 
type of questions whereas the first question is expected to be asked by cognitive 
scientists. While the normative and the naturalistic aspects of understanding 
human actions can be clearly separated from each other that does not mean they 
predict different action patterns in most cases. The idea of a rational world isn’t 
so irrational to be excluded in ordinary affairs. Evolutionary game theory has 
presented us with many examples demonstrating that the reasonable is naturally 
arising (Axelrod, 1984). In other words, though there is a philosophical gap 
between Gricean pragmatics as a normative theory and OT as a scientific, 
explanatory theory of natural language there is not a deep empirical conflict 
between an interpretation oriented pragmatics and a speaker ethics. It seems the 
speaker better be cooperative or pretend to be cooperative if she wants to use 
language to bring about effects in hearers. 

The naturalistic stance taken by OT pragmatics is one characteristic that 
brings it close to Relevance Theory (Sperber & Wilson, 1986/1995; Sperber & 
Wilson, 1995). Another point of agreement has to do with the way OT 
pragmatics views the division of labor between semantics and pragmatics. 
Taking the lead from Atlas (e.g. Atlas, 2005), both relevance theory (RT) and 
OT pragmatics reject the doctrine of literal meaning.  And both approaches 
conform to the ideas of 
 
(i) semantic underdetermination 
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(ii) contextualism (the suggestion that the mechanism of pragmatic 
interpretation is crucial both for determining what the speaker says and 
what he means).  

 
In the broad view of OT, this framework can be seen as a general scheme that 
can be used for expressing many different and possibly diverging views. For 
instance, it is possible to give optimality-theoretic reconstructions of a speaker-
oriented normative pragmatics like the one developed by Grice. It is also 
possible to reconstruct hearer-oriented naturalistic pragmatics as in RT 
(Hendriks & de Hoop, 2001; Zeevat, 2007b).  These systems are important for 
online synchronic accounts of speaking and interpretation. But – perhaps most 
surprisingly – it is also possible to reconstruct the Neo-Gricean systems of Horn 
(1984), Atlas & Levinson (1981) and Levinson (2000). In contrast to RT where 
there is only one fundamental pragmatic principle (the presumption of optimal 
relevance), the Neo-Gricean systems have two opposing optimization principles, 
the Q- and the I-principle (Atlas and Levinson 1981, Horn 1984 who writes R 
instead of I) by two simultaneous optimization directions (the speaker and the 
hearer direction) and so obtain a bidirectional OT pragmatics. OT pragmatics in 
the narrower sense will start from this system and will show that Levinson's M-
principle (iconicity) can be reduced to it. The system can also explain the 
emergence of mono-directional pragmatic systems that can account for online 
incremental interpretation in the style of RT. Given the divergences within the 
Neo-Gricean camp1, it cannot be expected that a coherent theory like 
bidirectional OT-pragmatics can reconstruct all the views of all representatives 
of this camp. 
 The present chapter aims to give an overview of the application of OT to 
the domain of pragmatics. The assumptions (i) and (ii) are essential requisites 
for a natural theory of pragmatic interpretation. In section 2 we will introduce 
the three main views conforming to these assumptions: (a) RT, (b) Levinson’s 
(2000) theory of presumptive meanings, and (c) the Neo-Gricean approach. In 
section 3 we explain the general paradigm of OT and the idea of bidirectional 
optimization. We show how the idea of optimal interpretation can be used to 
restructure the core ideas of these three different approaches. Further, we argue 
that bidirectional OT has the potential to account both for the synchronic and the 
diachronic perspective of pragmatic interpretation. Section 4 lists relevant 
examples of using the framework of bidirectional optimization in the domain of 
pragmatics. Section 5 provides some general conclusions. It argues that OT 
pragmatics has the potential to account both for the synchronic and the 

                                           
1 For instance, Horn (2005) points out that Levinson’s (2000) view is very close in important 

respects to that of RT.  
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diachronic perspective in pragmatics. This bolsters the way for a deeper 
understanding of the idea of naturalization and (cultural) embodiment in the 
context of natural language interpretation. 
 
2 The naturalization of pragmatics: three variations on Grice 
 
The naturalization of pragmatics refers to a research program that aims to 
provide a cognitively realistic picture of utterance interpretation and production. 
Hence, the proponents of this program such as relevance theorists take the 
stance of seeing natural language interpretation as a cognitive phenomenon and 
thus considering the basic principles of communication as a consequence of the 
nature of human cognition. A prerequisite of this program deals with the levels 
of cognitive representations and the boundary between semantics and 
pragmatics. There is a strong tendency among current researchers to follow the 
tradition of radical pragmatics and to accept the following three claims: 
 

1. There is a level of logical form or semantic representation. The represent-
ations of this level do not necessarily provide truth conditions. Rather, they 
underspecify truth-conditional content in a number of ways.  

2. There is a mechanism of enriching underspecified representations; sometimes 
this mechanism is called development of logical form. The result of this 
development is propositional content. It expresses the utterance meaning of 
the expression under discussion. 

3. There is a level of implicatures proper, understood as separate thoughts 
implied by the utterance. It is implicit propositional content that can be 
inferred from the explicit content mentioned in 2.  

 

Obviously, the consensus is about rejecting the Gricean doctrine of literal 
meaning (logical form conforms to literal meaning), accepting the role of 
underspecification (logical forms are underspecified with regard to the 
expressed semantic content) and acknowledging that implicature is a graded 
category (some implicatures are closer to LF than others). Obviously, this view 
sharply contrasts with the paradigm of Generative Semantics – a view that tries 
to ground pragmatic phenomena by using particular syntactic stipulations.
 Before we come to a discussion of three variations on Grice and the 
naturalization of conversational implicatures in utterance interpretation it is 
useful first to introduce the distinction between global and local approaches to 
conversational implicatures (cf. Chierchia, 2004). According to the global (Neo-
Gricean) view one first computes the (plain) meaning of the sentences; then, 
taking into account the relevant alternatives, one strengthens that meaning by 
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adding in the implicature.’ (Chierchia 2004: 42). This contrasts with the local 
view, which first introduces pragmatic assumptions locally and then projects 
them upwards in a strictly compositional way where certain filter conditions 
apply. Representatives of the global view are Atlas & Levinson (1981), Gazdar 
(1979), (Horn, 1984), Soames (1982), Krifka (1995), Blutner (1998), Sauerland 
(2004), and Sæbø (2004); the local view is taken by Chierchia (2004), Levinson 
(2000), and Relevance Theory (Sperber & Wilson, 1986/1995; e.g. Carston, 
2002).  

Usually, the globalists argue against the local view and the localists against 
the global view. We will argue, instead, that proper variants of both views are 
justified if a different status is assigned to the two views: global theories provide 
the standards of rational discourse and correspond to a diachronic, evolutionary 
scenario; local theories account for the shape of actual, online processing 
including the peculiarities of incremental interpretation. In this way, we will 
argue that seemingly conflicting approaches such as relevance theory and the 
neo-Gricean approach are much closer related than expected by its opponents. In 
section 3, once more OT will prove his power of unification in giving hints how 
to relate theses different frameworks in a systematic way.  

RT assumes the representational/computational view of the mind, and, on 
this basis, gives a naturalization of pragmatics adopting Jerry Fodor’s language 
of thought hypothesis (Fodor, 1975). The central thesis of RT is the 
Communicative Principle of Relevance, according to which utterances convey a 
presumption of their own optimal relevance. In other words, any given utterance 
can be presumed: 

 
(i) to be at least relevant enough to warrant the addressee’s processing effort  
(ii) to be the most relevant one compatible with the speaker’s current state of 

knowledge and her personal preferences and goals.  
 
From these two assumptions relevance theorists derive the following general 
procedure that the cognitive system follows in comprehending an utterance (cf. 
Sperber, Cara, & Girotto, 1995: 95): (a) test possible interpretations in their 
order of accessibility, (b) stop once the expectation of (optimal) relevance is 
satisfied (i.e. a certain context-dependent threshold value of relevance is 
reached). The procedure makes sure that the wanted effect (a certain value of 
relevance) is reached with the minimal cognitive effort.  

Levinson’s (2000) theory of presumptive meaning is a chameleon that in a 
certain sense adapts general assumptions of RT and in another sense crucially 
conflicts with RT, for instance in assuming more than one basic principle 
(maxim) for formulating the interpretational mechanism. In short, these are the 
general assumptions: 
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(i) Differing from both RT and the standard neo-Gricean view, Levinson 

assumes three levels of meaning corresponding to sentence meaning, 
utterance-type meaning and utterance-token meaning 

(ii) utterance-type meanings are in correspondence with Grice’ generalized 
conversational implicatures. They are a matter of preferred interpretation 
calculated by a particular default mechanism. Basically, there are three 
such defaults or heuristics: 
- Q-heuristic: What isn’t said is not the case 
- I-heuristic: What is expressed simply is stereotypically exemplified 
- M-heuristic:  What’s said in an abnormal way isn’t normal 

(iii) In contrast to Grice’ generalized conversational implicatures, which are 
calculated in a global manner, presumptive meanings are local, i.e. they 
arise at the point at which they are triggered (for instance, the word some 
triggers the default interpretation NOT ALL via the Q-heuristics). The 
feature of local pragmatics is essential to artificial intelligence pragmatics 
(e.g. Hobbs & Martin, 1987) and likewise to RT. 

 
Presumptive meanings are very useful for understanding natural language 
interpretation, especially for explaining the predominantly incremental character 
of utterance comprehension. 

Neo-Griceans (Atlas & Levinson, 1981; Horn, 1984; Blutner, 1998; e.g. 
Atlas, 2005; Horn, 2005) are assuming two countervailing optimization 
principles: the Q-principle and the R-principle.2 The first is oriented to the 
interests of the hearer and looks for optimal interpretations; the second is 
oriented to the interests of the speaker and looks for expressive optimization. 
Here is a standard presentation of the two principles (cf. Horn, 1984, 1989, 
2004, 2005): 
 
The Q-Principle (Hearer-based): 
 Make your contribution sufficient! 
 Say as much as you can!  (modulo R) 
 (Grice’s first quantity maxim and the first two manner maxims) 
 
The R-Principle (Speaker-based): 
 Make your contribution necessary! 
 Say not more than you must! (modulo Q) 

                                           
2 In OT, these ‘principles’ correspond to different directions of optimization where the content 

of the optimization procedure is expressed by particular OT constraints. This will be 
pointed out in more detail in the following section.   
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 (Grice’s second quantity maxim, relation maxim and the second two manner 
maxims) 

 
It is tempting to identify the Q-principle with Levinson’s Q-heuristic and the R-
principle with the I-heuristics. However, they are not identical though there is a 
correspondence between them. The difference has to do with the different status 
of principles in the global, neo-Gricean pragmatics on the one hand and 
heuristics (defaults) in Levinson’s local pragmatics on the other hand. 
According to the neo-Gricean picture the principles constitute a kind of 
communication game – either between real speakers and hearers or between 
fictive speakers and hearers in the mind of a language user. In this game both 
principles are applied in a recursive way (corresponding to the modulo-clause in 
the formulation of the principles). In Levinson’s theory, no such interaction 
between real or fictive Speakers/Hearers takes place. Instead, presumptive 
meanings are default interpretations and they are processed in a nearly automatic 
way. No ‘mind reading’ facilities or other mechanisms of controlled processing 
are required.3  The difference will become quite clear in the following section 
when we give formalization in terms of bidirectional OT. 
 Sometimes it is stressed that there is a fundamental difference in perspective 
and goals between the neo-Gricean and the RT approaches to pragmatics. For 
instance, Horn (2005) claims the following: 
 

Grice’s goal of developing an account of speaker meaning (of which 

implicature constitutes a proper subpart) is distinct from Relevance theorists’ 

goal of developing a cognitive psychological model of utterance interpretation, 

which does not address the question of how and why the speaker, given what 

she wants to convey, utters what she utters. (194). 

 
This seems to express the difference between the naturalistic stance and the 
normative stance mentioned in section 1. However, we agree with Carston 
(2005) that this statement is too strong as it stands since RT (as does Horn’s 
theory) makes some predictions about why the speaker, given her 
communicative intention, utters what she utters.  Further, the difference between 
the normative stance and the naturalistic stance should not be overestimated 
because in practice there is seldom a deep empirical conflict between the two 

                                           
3 However, presumptive meanings can demand a lot of effort as soon ‘conflicts’ arise and the 

corresponding assumption has to be cancelled. Conflict resolution can be very resource 
demanding. Hence, for the overall mechanism we have to take into account the 
peculiarities of controlled processing.  Of course, this does not refer to any mind reading 
facilities. 
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stances (Spohn, 1993). A much more important question concerns the status of 
the theory with regard to synchrony versus diachrony. Both RT and Levinson’s 
theory of presumptive meaning takes the synchronic view where neo-Griceans 
take both views (and, sometimes, confuse them).  In the following section  we 
will see how OT relates both views/perspectives.  
 
3 The framework of OT 
 
OT can be seen as a general framework that systematizes the use of optimization 
methods in linguistics.4 One component of OT is a list of tendencies that hold 
for observable properties of a language. These tendencies take the form of 
violable constraints. Because the constraints usually express very general 
statements, they can be in conflict.  Conflicts among constraints are resolved 
because the constraints differ in strength. Minimal violations of the constraints 
(taking their strength into account) define optimal conflict resolutions. 
 Standardly, OT specifies the relation between an input and an output. This 
relation is mediated by two formal mechanisms, GEN and EVAL. GEN (for 
Generator) creates possible output candidates on the basis of a given input. 
EVAL (for Evaluator) uses the particular constraint ranking of the universal set 
of constraints CON to select the best candidate for a given input from among the 
candidate set produced by GEN. In phonology and syntax, the input to this 
process of optimization is an underlying linguistic representation. The output is 
the (surface) form as it is expressed. Hence, what is normally used in phonology 
and syntax is unidirectional optimization. Obviously, the point of view of the 
speaker is taken. This contrasts with OT semantics where the view of the hearer 
is taken (de Hoop & de Swart, 2000; Hendriks & de Hoop, 2001). 

Bidirectional optimization (Blutner, 1998, 2000) integrates the speaker and 
the hearer perspective into a simultaneous optimization procedure. In 
pragmatics, this bidirectional view is motivated by a reduction of Grice's 
maxims of conversation to two principles: the R-principle, which can be seen as 
the force of unification minimizing the Speaker's effort, and the Q-principle, 
which can be seen as the force of diversification minimizing the Auditor‘s 
effort. In a slightly different formulation, the R-principle seeks to select the most 
coherent interpretation5 and the Q-principle acts as a blocking mechanism which 
blocks all the outputs which can be expressed more economically by an 
alternative linguistic input. This formulation makes it quite clear that the neo-

                                           
4 A recent overview is given in Smolensky & Legendre  (2006). For OT pragmatics the reader 

is referred to Blutner & Zeevat (2004) and Blutner, de Hoop & Hendriks (2005). 
5 What is meant by coherence has to be expressed by particular OT constraints, such as 

formulated by Zeevat (2007a, 2007b) for instance.  
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Gricean framework can be conceived of as a bidirectional optimality framework 
which integrates the speaker and the hearer perspective. Whereas the R-principle 
compares different possible interpretations for the same syntactic expression, the 
Q-principle compares different possible syntactic expressions that the speaker 
could have used to communicate the same meaning. 

We will give a very schematic example in order to illustrate some 
characteristics of the bidirectional OT. Assume that we have two forms f1 and f2 
which are semantically equivalent. This means that GEN associates the same 
interpretations with them, say m1 and m2.  We stipulate that the form  f1 is less 
complex (less marked) than the form f2 and that the interpretation m1  is less 
complex (less marked) than the interpretation  m2 . This is expressed by two 
markedness constraints: F for forms and M for interpretations – F prefers f1 over 
f2 and M prefers m1 over m2.  This is indicated by the two leftmost constraints in 
table (1).  

 
 

Table 1: Markedness and bias constraints in a 2-forms  2-interpretations design 

 

 F M FM *F*M F*M F*M 
<f1, m1>     *  
<f1, m2>  * *    
<f2, 
m1> 

*   *   

<f2, m2> * *    * 
 

 
Besides the markedness constraints, four so-called linking constraints can be 
formulated. There are precisely four independent linking constraints in the 
present example. The linking constraint FM says that simple (unmarked) 
forms express simple interpretations. Hence, this is a straightforward 
formalization of Levinson’s (2000) I-heuristics as an OT constraint. The 
constraint *F*M says that complex forms express complex interpretations, 
and this is an expression  of Levinson’s M-heuristics6. The two remaining bias 
constraints express the opposite restrictions. In the present case linking 
constraints can be seen as lexical stipulations that fix a form-interpretation 
relation in an instance-based way. With only two forms and two meanings, the 

                                           
6 Levinson’s M-principle should not be confused with the markedness constraint M 

introduced in Table 1. 
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substance of the Q-heuristics is not really different from that of the M-
constraint.7  
 In the so-called strong version of bidirectional OT, a form-interpretation 
pair <f, m> is considered to be (strongly) optimal iff  
 

 Interpretive Optimization: no other pair <f, m’> can be generated that 
satisfies the constraints better than <f, m> and  

 Expressive Optimization: no other pair <f ’, m> can be generated that 
satisfies the constraints better than <f, m>.  

 
From the differences of markedness given by the constraints F and M the 
ordering relation between form-meaning pairs can be derived as shown in Figure 
1. The preferences are indicated by arrows in a two-dimensional diagram. Such 
diagrams give an intuitive visualization for the optimal pairs of (strong) 
bidirectional OT: they are simply the meeting points of horizontal and vertical 
arrows.8  The optimal pairs are marked with the symbol  in the diagram. 
 

 
 

 

 

 

 

 
 

Figure 1: Diagram to illustrate strong 
bidirection 

 
The scenario just mentioned describes the case of total blocking where some 
forms (e.g., *furiosity, *fallacity) do not exist because others do (fury, fallacy). 
However, blocking is not always total but may be partial.  This means that not 
all the interpretations of a form must be blocked if another form exists. 
McCawley (1978) collects a number of examples demonstrating the 
phenomenon of partial blocking. For example, he observes that the distribution 
of productive causatives (in English, Japanese, German, and other languages) is 

                                           
7 Harmonic alignment (Prince & Smolensky 1993, Aissen 2003) is precisely the fact that 

these two linking constraints hold.  
8 Dekker & van Rooy (2000), who introduced these diagrams, gave bidirectional OT a game 

theoretic interpretation where the optimal pairs can be characterized as so-called Nash 
Equilibria. 

 

f1                             
  
 
 

  f2                            
        m1          m2   
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restricted by the existence of a corresponding lexical causative. Whereas lexical 
causatives (e.g. (1a)) tend to be restricted in their distribution to the stereotypical 
causative situation (direct, unmediated causation through physical action), 
productive (periphrastic) causatives tend to pick up more marked situations of 
mediated, indirect causation.  For example, (1b) could have been used 
appropriately when Black Bart caused the sheriff's gun to backfire by stuffing it 
with cotton. 
 
(1) a.  Black Bart killed the sheriff 

b. Black Bart caused the sheriff to die  
    
To make things concrete we can take f1 to be the lexical causative form (1a), f2 
the periphrastic form (1b), m1 direct (stereotypic) causation and m2 indirect 
causation. 

Typical cases of partial blocking are found in morphology, syntax and 
semantics. The general tendency of partial blocking seems to be that "unmarked 
forms tend to be used for unmarked situations and marked forms for marked 
situations" (Horn 1984: 26) – a tendency that Horn (1984: 22) terms "the 
division of pragmatic labour". 

There are two ways of avoiding total blocking within the bidirectional OT 
framework and to describe Horn’s division of pragmatic labour. The first 
possibility makes use of linking constraints and fits the intended form-
interpretation relation by stipulating the appropriate ranking of the constraints 
such that partial blocking comes out. Let’s assume that the two bias-constraints 
FM and *F*M  are higher ranked than the rest of the constraints. This can 
be depictured as in Figure 2a. Hence, strong bidirection can be taken as 
describing Horn’s division of pragmatic labour when the appropriate linking 
constraints are dominating.  
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        (a)                   (b) 
 

Figure 2: Two ways of describing Horn’s 
division of pragmatic labour: (a) by assuming 
two dominant bias constraints; (b) by assuming 
markedness constraints and weak bidirection 

 
The second possibility is to weaken the notion of (strong) optimality in a way 
that allows us to derive Horn’s division of pragmatic labour by means of the 
evaluation procedure and without stipulating particular bias constraints. Blutner 
(2000) proposes a weak version of two-dimensional OT, according to which the 
two dimensions of optimization are mutually related:  
 
Super-Optimality 
 A form-interpretation pair  <f, m> is called super-optimal iff  

- Interpretive Optimization: no other super-optimal pair  <f, m’> can be 
generated that satisfies the constraints better than <f, m>;  

- Expressive Optimization: no other super-optimal pair <f ’, m> can be 
generated that satisfies the constraints better than <f, m>.  

 
This formulation looks like a circular definition, but Jäger (2002) has shown that 
this is a sound recursive definition under very general conditions (well-
foundedness of the ordering relation). The important difference between the 
weak and strong notions of optimality is that the weak one accepts super-optimal 
form-meaning pairs that would not be optimal according to the strong version. It 
typically allows marked expressions to have an optimal interpretation, although 
both the expression and the situations they describe have a more efficient 
counterpart.  
 Figure 2b shows that the weak version of bidirection can explain the effects 
of partial blocking without the stipulation of extra bias constraints; especially it 
can explain why the marked form f2 gets the marked interpretation m2. This is a 

 

f1                           
            [M] 
         [F] 
 

  f2                         () 
       m1               m2   

 

f1                         
                   F→M 
  
          [*F→*M] 

  f2                          
       m1              m2   
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consequence  of  the  recursion  implemented  in weak bidirection:9 the pairs  
<f1, m2> and <f2, m1> are not super-optimal. Hence, they cannot block the pair 
<f2, m2> and it comes out as a new super-optimal pair. In this way, the weak 
version accounts for Horn’s pattern of the division of pragmatic labour. 
 The two parts of Figure 2 describe the same set of solution pairs but the 
calculation of the solutions is completely different in the two cases. In the first 
case unidirectional optimization (either hearer or speaker perspective) is 
sufficient to calculate the solution pairs. It is plausible to assume that this kind 
of OT systems can be used to construct cognitively realistic models of online, 
incremental interpretation (cf. Blutner 2006). The second case – using the 
recursion of weak bidirection (super-optimality) – has a completely different 
status. Because of its strictly non-local nature the proposed algorithm that 
calculate the super-optimal solutions do not even fit the simplest requirements of 
a psychologically realistic model of online, incremental interpretation (Zeevat, 
2000; Beaver & Lee, 2004)10. The proper understanding of weak bidirection 
relates best to an off-line mechanism that is based on bidirectional learning 
(Blutner, Borra, Lentz, Uijlings, & Zevenhuijzen, 2002; Benz, 2003b; Van 
Rooy, 2004). In these approaches the solution concept of weak bidirection is 
considered as a principle describing the results of language change: super-
optimal pairs emerge over time in language change. This relates to the view of 
Horn (1984) who considers the Q and the I principle as diametrically opposed 
forces in language change. This conforms to the good old idea that synchronic 
structure is significantly informed by diachronic forces. 
 For the sake of illustration let’s go back to our example illustrated in (1). 
Let’s assume a population of agents who realize speaker- and hearer strategies 
based exclusively on the markedness constraints F and M. In this population 
each content is expressed in the simplest way (f1) and each expression is 
understood in the simplest way (m1). Let’s assume further that these agents 
communicate with each other. When agent x is in the speaker role and intends to 
express m1, then expressive optimization yields f1. Agent y is a hearer who 
receives f1 and, according to interpretive optimization, he gets the interpretation 
m1 – hence the hearer understands what the speaker intends: successful 
communication. Now assume the speaker wants to express m2. With the same 

                                           
9 In the original formulation given in section 2, the recursion is indicated by the modulo-

clause. 
10 There are several arguments why bidirectional OT cannot yield an online mechanism of 

linguistic competence. Beaver & Lee (2004) argue that if more rounds of optimization are 
allowed, the bidirectional OT-model severely overgenerates in the sense that in later 
rounds peculiar new form-meaning pairs will emerge as winners. Before the Beaver & Lee 
paper, Zeevat (2000) argued against the symmetric view of OT pragmatics starting from 
the famous rat/rad problem and its pragmatic counterparts.  
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logic of optimization he will produce f1 and the agent y interprets it as m1. In this 
case, obviously, the communication is not successful. Now assume some kind of 
adaptation either by iterated learning or by some mutations of the ranked 
constraint system (including the bias constraints). According to this adaptation 
mechanism the expected ‘utility’ (how well they understand each other in the 
statistical mean) can improve in time. In that way a system that is evolving in 
time can be described including its special attractor dynamics. In each case there 
is a stabilizing final state that corresponds to the system of Figure 2a where the 
two Levinsonian (2000) constraints I (= [FM]) and M (= [FM]) outrank the 
rest of the constraints. It is precisely this system that reflects Horn’s division of 
pragmatic labour. The only condition we have to assume is that the marked 
contents are less frequently expressed than the unmarked contents.11 
 Hence, the important insight is that a system that is exclusively based on 
markedness constraints such as in Figure 2b is evolutionary related to a system 
based on highly ranked bias constraints such as in Figure 2a. We will use the 
term fossilization for describing the relevant transfer.12 
 Now we come back to the earlier goal of giving an OT reconstruction of 
the three variations on Grice (section 2). For reconstructing Levinson’s (2000) 
presumptive meaning theory, unidirectional optimization is sufficient where a 
system of OT constraints has to be formulated conforming to his I, Q and M 
heuristics and Levinson's putative ranking Q > M > I. The unidirectional 
optimization procedure (interpretive optimization) is conform with a  local 
approach to conversational implicatures, one which satisfies the requirements of 
incremental interpretation. 
 The neo-Gricean approach, on the other hand, is globalist in nature. Hence, 
the idea of (weak) bidirectional optimization fits best to this theory and can be 
used for a straightforward formalization. Unsurprisingly, this conception can be 
seen best from a diachronic perspective, at least so far we take a naturalistic 
stance towards Gricean pragmatics. As a model of actual language interpretation 
(or production) this approach does not make real sense and never was designed 
for this purpose.  
 Like Levinson’s (2000) approach, RT conforms to the localist approach 
and can be formulated in terms of unidirectional optimization. Let’s stipulate a 
constraint EFFECT for describing the wanted effect (a certain value of relevance) 
and  a constraint EFFORT for describing the cognitive effort. Then the stipulation 

                                           
11 For more discussion of the role of frequencies in an evolutionary setting cf. Stalnaker 

(2006). The general conclusion is  that the solution concept of weak bidirection can be 
seen as a rough first approximation to the more adequate solution concepts of evolutionary 
game theory that describe the results of language change. 

12 In a somewhat different context, Peter Cole (Cole, 1975) calls it “lexicalization of 
contextual meaning”. 
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EFFECT > EFFORT makes sure that the wanted effect is reached with the minimal 
cognitive effort. Obviously, there are many questions left concerning the 
concrete content of the constraints EFFECT and EFFORT, the RT literature 
contains a number of specifications. These specifications typically have the 
character of linking constraints. It might be interesting to investigate recent OT 
models of pragmatics (see section 4) in the light of the general structure of RT – 
a task that goes beyond what can be done in the present paper.13 
 We have mentioned already that there is a relation between diachronic and 
synchronic systems, and we have introduced the term fossilization for describing 
the relevant transfer.14 Taken the existence of this transfer, it can be 
demonstrated that the three discussed variations on Grice are much closer 
related than the occasional polemics let us expect. 
 In order to get an impression of OT pragmatics at work we shortly will 
discuss Zeevat’s (2002, 2007a, 2007b) reconstruction of presupposition theory 
as formulated by Van der Sandt (1992) and Heim (1983). In both these theories 
there are two defaults or preferences. The first one prefers identifying the 
induced presupposition in the context of the utterance (resolution), the second 
one prefers the addition of the presupposition to the global context (Heim) or to 
the highest accessible context where that is possible (Van der Sandt). The 
reconstruction makes use of the following constraints that are used in finding an 
optimal interpretation: FAITH > CONSISTENCE > DO NOT ACCOMMODATE > 
STRENGTH. CONSISTENCE demands that there is no conflict of the current 
utterance with what is known already, FAITH asks for the presence of the 
presupposed information at an accessible position, DO NOT ACCOMMODATE 
forbids the addition of the presupposed information and STRENGTH forbids 
interpretations if there are informationally stronger ones available.  The OT 
system improves in several ways on the theories that it tries to reconstruct. DO 

NOT ACCOMMODATE prefers partial resolutions to full accommodations and does 
not militate against copies of presuppositions. STRENGTH often gives a better 

                                           
13 Another important aspect concerns pragmatic acceptability. The RT account of pragmatic 

(un)acceptability is carefully worked out in connection with bridging phenomena (Wilson 
& Matsui, 1998). In RT, “unacceptability can result from (a) inadequate effects or (b) 
gratuitous effort” ((Wilson & Matsui, 1998: 19). That means there have to be thresholds 
for (a) effects and (b) effort, and when these thresholds are reached unacceptability results. 
This kind of argumentation is not possible within an OT approach because in OT the 
absolute strength of constraint violation is not of importance. What counts is the 
comparison with other expressions that lead to the same interpretation and the possibility 
of blocking an interpretation by a cheaper expression alternatives (e.g. Blutner, 1998). It’s 
an open issue what are the  empirical consequences of this view in case of bridging.  

14 Concerning the debate whether certain pragmatic inferences are truly conversational or 
whether they have become lexically encoded the reader is referred to Cole (1975) and 
Potts (to appear). 
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prediction of the accommodation site than van der Sandt (1992). Zeevat (2002) 
uses the reconstruction to explore particles like "too". These particles have an 
exceptional behaviour within accounts of presupposition: they do not allow 
(full) accommodation and are obligatory in the contexts in which they occur. 
The second phenomenon needs a max(F) constraint as in OT phonology: certain 
relations to the context need to be marked. But the other phenomenon seems to 
allow a bidirectional explanation. DO NOT ACCOMMODATE in a bidirectional 
interpretation prohibits candidate expressions that force accommodations, if 
there is a simple alternative that means the same and does not force the 
accommodation. For particles, the sentence without the particle always is an 
alternative of this kind. 
 
4 Some applications of bidirectional OT in pragmatics 
 
OT pragmatics has been used for describing a series of phenomena and 
observation in the domain of natural language interpretation. This section gives 
an overview of some of these applications without going into any technical or 
empirical details.  
 

 Centering theory.  (Beaver, 2004) is using bidirectional OT as framework for 
the reformulation of centering models of pronoun resolution. 

 Disambiguation. Gärtner (2004b, 2004a) analyses Icelandic object-shift and 
differential marking of (in-)definites in Tagalog  addressing the issue of 
disambiguation and partial iconicity in natural language.  

 Differential object marking: Aissen (2003), Nilsenova (2002), and Jäger & 
Zeevat  (2002) discuss the relevant correlation between grammatical 
functions and semantic/pragmatic properties. 

 Binding theory. Mattausch (2004a, 2004b) introduces the influential work of 
Levinson on the origin and typology of binding theory (summarized in 
Levinson, 2000) and reformulates the different historical stages assumed by 
Levinson in bidirectional optimality theory. Mattausch’s work is of essential 
importance as one of the first in-depth studies showing the importance of the 
diachronic view for bidirectional OT. For early work on discourse anaphora 
in a bidirectional framework we refer to Buchwald, Schwartz, Seidl & 
Smolensky  (2002). 

 Pragmatics for propositional attitudes. Aloni (2001, 2005b) has argued that a 
number of seeming paradoxes emerging from logical analyses of attitudes 
and questions can be explained in terms of shifts in perspective over the 
universe of discourse. Shifts in perspective have a cost and, therefore, are 
generally avoided. However, under certain circumstances such shifts are 
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required to comply with general principles of rational conversation, which, 
for example, disallow vacuous or inconsistent interpretations. Aloni’s work 
suggests a formulation of a perspective selection procedure in the framework 
of bidirectional OT. 

 Discourse particles and presupposition. Zeevat (2002, 2004) treats discourse 
particles within an extended OT reconstruction of presupposition theory and 
concludes that more particles can be treated and the analysis becomes 
simpler if one starts from the fact that discourse particles are obligatory if the 
context of utterance and the current utterance stand in one of a number of 
special relations, like adversativity, additivity, contrast, etc. In another paper, 
Zeevat (2007a) provides a full solution to the projection problem for 
presuppositions. Jäger & Blutner (2000, 2003) suggest an bidirectional 
analysis of the different reading of German ‘wieder’ (again). 

 Complex implicatures. Blutner (2007) gives an OT account of implicature 
projection and explains the relevance theoretic distinction between 
implicatures and explicatures in terms of a neo-Gricean framework. 

 Interpretation of stress and focus.  Several articles deal with a bidirectional 
perspective for stress on anaphoric pronouns and the interpretation of focus 
(Beaver, 2004; de Hoop, 2004; Hendriks, 2004; Aloni, Butler, & Hindsill, 
2007) 

 Marking and Interpretation of negation. Henriëtte de Swart (2004) provides 
a bi-directional OT approach to the syntax and pragmatics of negation and 
negative indefinites (see also, de Swart, in press). 

 Scalar implicatures and exhaustification. Exhaustivity implicatures and also 
scalar implicatures depend on the issue under discussion which can be 
formalized using Groenendijk & Stokhof’s theory of question and answers.  
Combining this framework with those of bidirectional OT, Aloni (2005b, 
2005a) explains several puzzles in this area. 

 Permission sentences. A series of other articles deals with the interpretations 
of permission sentences and the analysis of the particular conditions which 
constitute a so-called  free choice interpretation (Sæbø, 2004; Aloni, 2005a, 
2005b; Blutner, 2006).  

 Stage level/individual level contrast: Maienborn (2004, 2005) argues against 
the popular view that the distinction between stage level predicates and 
individual level predicats rests on a fundamental cognitive division of the 
world that is reflected in the grammar. Instead, Maienborn proposes  a 
pragmatic explanation of the distinction, and she gives, inter alias, a 
discourse-based account of Spanish ser/estar. 

 Aspectual interpretation of the Dutch past tenses. Van Hout (2007) applied 
bidirectional reasoning about tense forms and their aspectual meanings. 
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 Lexical pragmatics: Lexical Pragmatics investigates the processes by which 
linguistically-specified (‘literal’) word meanings are modified in use. Well-
studied examples include narrowing (e.g. drink used to mean ‘alcoholic 
drink’), approximation (e.g. square used to mean ‘squarish’) and 
metaphorical extension (e.g. battleaxe used to mean ‘frightening person’). 
Lexical Pragmatics can be formulated by using the formal instruments of 
OT-based pragmatics (Blutner, 1998; Blutner et al., 2005). Prototypical 
applications include the pragmatics of dimensional adjectives (Blutner & 
Solstad, 2000),  the analysis of Dutch om/rond (Zwarts, 2006), the 
pragmatics of negated antonyms (Blutner, 2004; Krifka, to appear), the 
approximate interpretation of number words (Krifka, 2007), several examples 
of semantic change (Eckardt, 2002).  

 Language acquisition and learning: There are several studies that test the 
role of weak bidirection in developing interpretation and production 
preferences in connection with indefinite NPs (deHoop & Kramer, 
2005/2006) and pronominal anaphors (Hendriks & Spenader, 2005/2006; 
Hendriks, Rijn, & Valkenier, 2007; Mattausch & Gülzow, 2007). From a 
theoretical perspective, the problem of learning is investigated by Benz 
(2003a, 2003b). 

 
5 Conclusions 
 
The error in many formulations of pragmatic inferences is that synchrony and 
diachrony are confused. OT pragmatics accounts both for the synchronic 
perspective – by formulating a localist, incremental model based on 
unidirectional optimization using a emerging system of linking constraints – and 
the diachronic perspective – using the solution concept of weak bidirection 
which conforms to a strictly global view. The perspectives are connected by the 
idea of fossilization. 

Many patterns in language have been proposed to be directly or indirectly 
influenced by the conflict between multiple influences on output form. Within 
phonology for example, the notion that conflict between minimization of 
articulatory effort and maximization of perceptual distinctiveness has an 
influence on grammatical patterns has held currency at least since Baudouin de 
Courtenay (1895). Contemporary work grounding phonological patterns in 
optimization of conflicting influences on output form include work done within 
Natural Phonology (Stampe, 1973), Grounded Phonology (Archangeli & 
Pulleyblank, 1994), and Optimality Theory (Prince & Smolensky, 1993/2004; 
Boersma, 1998) to name but a few. Weak bidirection describes the interaction of 
these forces in an approximate but simply to understand way. However, for fully 
understanding the bidirectional game that leads to the resolution of the conflict 
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between the opposite forces, evolutionary game theory provides a more 
adequate model (e.g. Van Rooy, 2004). 

Relevance Theory and Levinson’s theory of presumptive meaning account 
for the resolution of the conflict between effort minimization and effect 
maximization in different ways. In a certain sense, the crux of both approaches 
can be translated in OT pragmatics by making use of particular linking 
constraints. This translation makes the advantage of both approaches visible: 
both conform to the incremental, online character of natural language 
interpretation.15   

We have argued that OT pragmatics has the potential to account both for 
the synchronic and the diachronic perspective in pragmatics, and for the way 
both are related to each other. We further have pointed out that the concepts of 
fossilization can help to understand the idea of naturalization and (cultural) 
embodiment in the context of natural language interpretation. However, there 
are also important open questions regarding the status of fossilization. In a by 
now classical paper Cole (1975) considered the following example of a true 
conversational implicature, where a girl called Pamela upon being asked (2) 
might reply (3): 
 
(2) How are you doing in your new position at San Andreas Fault University? 
(3) Well, I haven’t been fired yet. 
 
Although the logical content of (3) is roughly that of the proposition that Pamela 
has not yet lost her job, more than that is implicated, namely that Pamela is not 
doing well. In this example, the implicature is really novel. There is no 
construction involved whose frequent use could lead to the fossilization 
phenomenon (Cole’s term is ‘lexicalization’). Hence, this implicature is 
different from many other cases where a certain amount of fossilization is 
plausible. The important question is how to discriminate between offline 
implicatures that are not fossilized and their fossilized counterparts. Where is the 
boundary between aspects of interpretations that are truly conversational and 
aspects which have become lexically (or syntactically) encoded? We think the 
former aspect of interpretation can require some real mind reading capacities, 

                                           
15 In discussing processing characteristics, incrementality and automaticity of processing have 

to be discriminated. Whereas automaticity of processing implicates the incremental 
character of processing the opposite is not true: incrementality does not implicate 
automatic processing. RT explains the incremental character of processing and has good 
reasons for assuming controlled processing in order to account for the processing of 
conversational implicatures. That’s different from Levinson’s account which assumes 
automatic processing for generalized conversational implicatures. It seems that RT is 
better justified on empirical grounds (cf. Noveck & Sperber, 2005). 
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requires conscious reflections and proceeds offline. So far we can see, none of 
the discussed pragmatic theories has an interesting answer for this long-standing 
and intriguing question. 
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The main concern of this article is to discuss some recent findings concerning the 
psychological reality of optimality-theoretic pragmatics and its central part – 
bidirectional optimization. A present challenge is to close the gap between 
experimental pragmatics and neo-Gricean theories of pragmatics. I claim that OT 
pragmatics helps to overcome this gap, in particular in connection with the 
discussion of asymmetries between natural language comprehension and 
production. The theoretical debate will be concentrated on two different ways of 
interpreting bidirection: first, bidirectional optimization as a psychologically 
realistic online mechanism; second, bidirectional optimization as an offline 
phenomenon of fossilizing optimal form-meaning pairs. It will be argued that 
neither of these extreme views fits completely with the empirical data when taken 
per se.  

 

 
 
 
1 Introduction 
 
Recent approaches to experimental pragmatics (e.g. Noveck & Sperber, 2005) 
are mainly concentrated on the investigation of scalar implicatures. 
Characteristically, the interpretive perspective (hearer’s view) is taken in this 
research. A theoretical main issue is to decide between two rivalling theories: 
Sperber & Wilson's (1986/1995) Relevance Theory (RT) and Levinson's (2000) 
theory of presumptive meanings or generalized conversational implicatures 
(GCIs). Levinson claims that GCIs are calculated automatically – i.e. without 
demanding much processing resources. In contrast, RT argues that the 
calculation is controlled and is strongly influenced by the available processing 
resources. Neo-Griceans (Atlas & Levinson, 1981; Horn, 1984; Blutner, 1998; 
e.g. Atlas, 2005; Horn, 2005) are normally ignored in this research.  A defense 
for this pretermission is that neo-Gricean theories are normative theories that do 
not directly make predictions about processing. Unfortunately, this argument 
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exaggerates the philosophical issue of distinguishing between the normative and 
the naturalistic realm. Surely, these two aspects of understanding human actions 
can be clearly separated from each other. However, that does not mean they 
predict different action patterns in most cases. The idea of a rational world isn’t 
so irrational to be excluded in ordinary affairs. Evolutionary game theory has 
presented us with many examples demonstrating that the reasonable is naturally 
arising (Axelrod, 1984). In other words, though there is a philosophical gap 
between Gricean pragmatics as a normative theory and experimental pragmatics 
as a scientific, explanatory theory of natural language interpretation, there is no 
deep empirical conflict between interpretation oriented pragmatics and speaker 
ethics. It seems the speaker better be cooperative (or pretend to be cooperative) 
if she wants to use language to bring about effects in hearers. 
 The aim of this article is to close the gap between experimental pragmatics 
and neo-Gricean theories of pragmatics. The version of neo-Gricean pragmatics 
I will consider here is called optimality-theoretic (OT) pragmatics. While the 
automatic/controlled issue of processing has dominated the recent theoretical 
debate, OT pragmatics will raise several additional issues. One new issue 
concerns the asymmetries between comprehension and production. How to 
explain the experimentally observed asymmetries and what is their status in 
theories of language acquisition? Seeing comprehension and production as 
different optimization processes, a further research topic concerns the question 
of how the two optimization processes are integrated with each other 
(bidirectional optimization). That relates to the psychological reality of 
bidirectional optimization in the domain of pragmatics. Another new issue 
concerns the nature of conventionalization (or fossilization) in pragmatics.  
 The following quotation from Noveck & Sperber (2005) fully applies to the 
raised new pragmatic issues.  
 

Properly devised experimental evidence can be highly pertinent to the 

discussion of pragmatic issues, and pragmatics might greatly benefit from 

becoming familiar with relevant experimental work and from contributing to it. 

(Noveck & Sperber 2005, p. 210) 

 
Without careful experimental research linguistic pragmatics cannot really 
mature and will remain in a phase of rampant speculation and questionable 
research habits. 
 Optimality theory (OT) will be used in this article both in the broad sense 
of a general methodology dealing with resolving conflicting constraints by using 
universal optimization procedures and in the narrower sense of developing an 
explicit model that concern the essentials of neo-Gricean pragmatics. 
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 In the following sections we assume some familiarity with the basic 
conceptions of OT pragmatics as provided in the first paper of the present 
collection. Further, I assume some knowledge about the three main views 
conforming to a naturalistic pragmatics: RT, Levinson’s (2000) theory of 
presumptive meanings, and  the neo-Gricean approach. In the first contribution 
to this volume, I have demonstrated how the idea of optimal interpretation can 
be used to restructure the core ideas of these three different approaches. Section 
2 explains the idea of fossilization. It is pointed out how the general setting of 
cultural evolution can help to make this idea precise. Further, a series of 
important theoretical problems is raised - mainly concerning the distribution of 
labor between online processes (optimization procedures) and offline processing 
(fossilization processes).  In section 3, I discuss several experimental findings 
and come to a preliminary conclusion about the relationship between online 
processes and fossilization phenomena. Section 4 draws some general 
conclusions relating to a deeper understanding of the idea of naturalization and 
(cultural) embodiment in the context of natural language interpretation. 
 
2 Fossilization: a bidirectional OT account 
 
In the first contribution to this collection, I have introduced weak 
bidirectionality and it was illustrated how this solution concept explains Horn's 
division of pragmatic labour. If we assume that the optimization procedure is 
supplemented by a system of ranked (heuristic) constraints – in order to provide 
the content of the optimization – then Horn's R-principle/Q-principle is in exact 
correspondence to interpretive/expressive optimization. Further, the modulo-
clause in the formulation of the Q-/R-principle is explicitly expressed by the 
recursive term in formalism defining weak bidirectionality.   
 An important question concerns the status of the theory with regard to 
synchrony versus diachrony. Obviously, both RT and Levinson’s theory of 
presumptive meanings take the synchronic view and both suggest a model of 
online language interpretation. Within the neo-Gricean camp, the situation is not 
so clearly decided. Whereas researchers like Atlas (2005) take a synchronous 
view, researchers like Horn (1984) clearly emphasize the diachronic perspective.
 In the framework of OT pragmatics it is very natural to take weak 
bidirection as expressing a basic principle of natural language change. As a 
consequence, bidirectional optimization has nothing to do with online processes 
that run during normal language interpretation/production. Rather, the results of 
bidirectional optimization are routinized or fossilized – a phenomenon that takes 
place on an evolutionary time scale. Hendriks et al. (to appear) put this point as 
follows: 
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On Blutner and Zeevat’s evolutionary view of bidirectionality, form-meaning 

pairs that have been determined by bidirectional optimization constitute fixed 

relations to a learner who sets out acquiring the language. No learner, indeed 

no user of the language, needs to perform a bidirectional computation for any 

form-meaning pair she encounters.   
 

In contrast to this view there are representatives of OT pragmatics who suggest a 
procedural formulation of week bidirection and propose it as a realistic model of 
natural language interpretation and/or natural language production (e.g. Zeevat, 
2000; Jäger, 2002; Beaver & Lee, 2004; Hendriks & Spenader, 2005/2006). This 
position is also taken in Hendriks et al. (to appear): 
 

However, we take the position that bidirectionality is not in the first place an 

evolutionary mechanism. Some form-meaning pairings have not been fossilized 

or automatized, but must be computed anew in a given situation. This view of 

bidirectionality raises the question of whether bidirectionality is a property of 

an individual’s linguistic performance from the onset of language acquisition, 

or whether it is acquired or instantiated at some later time. We believe that the 

latter is the case. Whenever a bidirectional pair has to be computed online in a 

given situation, it is necessary for the hearer to realize which options were 

available to the speaker, and also to realize that the speaker’s eventual choice 

is codetermined by the speaker’s assumption that the hearer is able to share 

his perspective. It is to be expected that such online computation requires 

considerable cognitive resources. 

 
In section 3, I will discuss  recent empirical studies that relate to the two 
different positions. 
 
In natural language pragmatics, the idea of fossilization was introduced first in 
Geis & Zwicky's (1971) paper about ‘invited inferences’ as a mechanism of 
conventionalization for implicatures. A closely related approach is Morgan's 
(1978) theory of short-circuited implicatures where some fundamentally 
pragmatic mechanism has become partially grammaticalized. Leaning on this 
idea, Horn & Bayer (1984) propose an elegant account of so-called neg-raising, 
“the availability (with certain predicates) of lower clause understandings for 
higher clause negations” (p. 397). There is a principal difficulty for nonsyntactic 
treatments of these neg-raising interpretations. The difficulty has to do with the 
existence of lexical exceptions to neg-raising, i.e. we find pairs of virtual 
synonyms of which one member allows the lower clause understanding and the 
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other blocks it.1 Horn & Bayer (1984) argue that conversational implicatures 
may become conventionalized (“pragmatic conventions”) and this 
conventionalization sanctions neg-raising. The short-circuiting of implicatures 
as a matter of convention has important empirical consequences, some of them 
we will discuss in the following section.2  

In an early paper, Cole (1975) investigates similar phenomena in the lexical 
realm. Calling the conventionalization phenomenon “lexicalization of contextual 
meaning” he makes quite clear that the relevant conventions are built on the 
basis of particularized conversational implicatures (i.e. what Levinson (2000) 
calls utterance token meanings). Further, he proposes a diagnostics for 
discriminating between implicatures proper and their lexicalized counterpart. 
This may help to clarify the synchronic/diachronic status of conversational 
implicatures. 
 Traugott and her colleagues (e.g. Traugott, 1989; Traugott & Dasher, 2005) 
applied the idea of fossilization to explain language change. According to this 
model innovation may arise in the individual and spread or propagate through 
the community. In their invited inferencing theory of semantic change, Traugott 
and co. postulate a cycle starting with coded meaning, exploiting particularized 
conversational implicatures, transforming these implicatures into generalized 
conversational implicatures (= conventionalization), and finally resulting in new 
coded meanings (cf. Traugott & Dasher, 2005). Figure 1 shows a simplified 
picture of this model. 

                                           
1 One of Horn & Bayer's (1984) examples concerns opinion verbs. For instance, Hebrew 

xogev 'think' permits NR readings while maamin 'believe' does not. Interestingly, the 
opposite pattern obtains in Malagasy. In French souhaiter 'hope, wish' exhibites neg-
raising, but its near-synonym espdrer does not – although it’s Latin etymon sperare did. 
(cited after Horn & Bayer, 1984, p. 400). 

2 For example, we expect to find differences between speakers and between languages as to 
just which conventions of usage are operative. And exactly this happens as it is pointed 
out in Horn & Bayer (1984). 
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Figure 1: Simplified representation of the invited 
inferencing theory of semantic change (see Traugott & 
Dasher 2005: 38)  

 
In the domain of syntax, Levinson (2000) und Mattausch (2004) used very the 
same idea for explaining the development of binding principles.  
 I will use the term fossilization here in a very broad sense that covers the 
whole spectrum of the mentioned phenomena. It stands for processes of 
individual fossilization or routinization that take place in individual language 
acquisition, i.e. on a time scale of seconds, hours and months. What's more it 
stands for social processes of cultural fossilization that take place in language 
change on a historical time scale of years up to centuries; the relevant 
mechanism is iterated learning/cultural evolution. 
 In OT pragmatics, fossilization relates to a transformation of knowledge 
systems. As we have seen in the first contribution to this volume, it is possible to 
describe the same solution space in two different ways. In the first case (Figure 
2a, p. 11) unidirectional optimization (either hearer or speaker perspective) is 
sufficient to calculate the solution pairs. It is plausible to assume that this kind 
of OT systems can be used to construct cognitively realistic models of online, 
incremental interpretation (see Blutner, 2006, 2007). The second case (Figure 
2b, p. 11) is using the recursion of weak bidirection (super-optimality) and has a 
completely different status. Because of its strictly non-local nature the proposed 
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algorithms that calculate the super-optimal solutions do not even fit the simplest 
requirements of psychologically realistic models of online, incremental 
interpretation (Zeevat, 2000; Beaver & Lee, 2004).3 
 The proper understanding of weak bidirection and super-optimality relates 
best to an off-line mechanism that is based on bidirectional learning (Blutner, 
Borra, Lentz, Uijlings, & Zevenhuijzen, 2002; Benz, 2003; Van Rooy, 2004; 
Benz, 2006). In these approaches the solution concept of weak bidirection is 
considered as a principle describing the results of language change: super-
optimal pairs emerge over time in language change. This relates to the view of 
Horn (1984) who considers the Q and the I principle as diametrically opposed 
forces in language change, and it conforms to the good old idea that synchronic 
structure is significantly informed by diachronic forces. 
 For the sake of illustration let’s go back to the example illustrated in Figure 
2 of the first contribution to this collection (p. 12). Let’s assume a population of 
agents who realize speaker- and hearer strategies based exclusively on the 
markedness constraints F and M. In this population each content is expressed in 
the simplest way (f1) and each expression is understood in the simplest way (m1). 
Let’s assume further that these agents communicate with each other. When 
agent x is in the speaker role and intends to express m1, then expressive 
optimization yields f1. Agent y is a hearer who receives f1 and, according to 
interpretive optimization, he gets the interpretation m1 – hence the hearer 
understands what the speaker intends: successful communication. Now assume 
the speaker wants to express m2. With the same logic of optimization he will 
produce f1 and the agent y interprets it as m1. In this case, obviously, the 
communication is not successful. Now assume some kind of adaptation either 
by iterated learning or by some mutations of the ranked constraint system 
(including the linking constraints). According to this adaptation mechanism the 
expected ‘utility’ (how well they understand each other in the statistical mean) 
can improve in time. In that way a system that is evolving in time can be 
described including its special attractor dynamics. In each case there is a 
stabilizing final state that corresponds to the system of Figure 2a (p. 12) where 
the two Levinsonian (2000) constraints I (= [FM]) and M (= [FM]) outrank 
the rest of the constraints. It is precisely this system that reflects Horn’s division 

                                           
3 There are several arguments why bidirectional OT cannot yield an online mechanism of 

linguistic competence. Beaver & Lee (2004) argue that if more rounds of optimization are 
allowed, the bidirectional OT-model severely overgenerates in the sense that in later 
rounds peculiar new form-meaning pairs will emerge as winners. Before the Beaver & Lee 
paper, Zeevat (2000) argued against the symmetric view of OT pragmatics starting from 
the famous rat/rad problem and its pragmatic counterparts.  
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of pragmatic labour. The only condition we have to assume is that the marked 
contents are less frequently expressed than the unmarked contents.4 
 Hence, the important insight is that a system that is exclusively based on 
markedness constraints such as in Figure 2b (p. 12) is evolutionary related to a 
system based on highly ranked linking constraints such as in Figure 2a. It is 
opportune to present some more details at this point. Our own simulation studies 
(Blutner et al., 2002) have provided the following results assuming the three 
different strategies illustrated in Figure 2. Here the Horn-strategy describes the 
famous pattern of iconicity (Horn's division of pragmatic labour). The anti-
Horn-strategy  describes  a  kind  of  anti-iconicity, and  the Smolensky-strategy 
describes the presumed initial state of a learner where unmarked forms and 
unmarked meanings are preferred simultaneously.  

 
 
 
 

 

 

 

 

 

Figure 2: Three different strategies – based on the 
indicated three different rankings of the constraints  

 
 

 Horn- und anti-Horn-strategies are the only evolutionary stable strategies. 

 If the initial state represents a uniform Smolensky-population, then the 
systems develops into  

- a pure Horn-population, assumed the frequency of the realization of m1 
is higher than  that of m2: P(m1) > P(m2) 

- a pure anti-Horn-population, assumed the frequency of the realization 
of m2 is higher than  that of m1: P(m2) > P(m1) 

 The corresponding proposition is true if the initial state represents a mixed 
population 

 

                                           
4 For more discussion of the role of frequencies in an evolutionary setting cf. Stalnaker 

(2006). The general conclusion is  that the solution concept of weak bidirection can be 
seen as a rough first approximation to the more adequate solution concepts of evolutionary 
game theory that describe the results of language change. 

  f1           m1  
  f2          m2 

 
{KF , KM} >> … 

   f1       m1  
   f2       m2 

 
{FM,*F*M} >> … 

  f1          m1  
  f2           m2 

 
{F*M, *FM} >> … 

Horn-Strategy              Anti-Horn-Strategy                 Smolensky-Strategy
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Hence, the probabilities for the situations that are described, i.e. P(m1), P(m2), 
are decisive for the result. The classical pattern of iconicity is predicted only in 
cases where the unmarked situation has the highest probability. McCawley 
(1978) has listed numerous cases of constructional iconicity in the lexicon. 
Krifka  (2007) has observed that the phenomenon is the decisive factor in 
determining the precise/vague interpretation of measure expressions. 
 Interestingly, there are also examples of anti-iconicity. They are found in 
connection with semantic broadening where the initial meaning is described as 
that of an ideal shape, figure or state. A good example can be found in Dutch, 
where besides the preposition om (= Engl. round; German um) the expressions 
rond and rondom are in use. The expression rond is a word borrowed from 
French. It refers to the ideal shape of a circle. Starting with its appearance it 
comes in competition with the original (and unmarked) expression om. The 
results is a division of labour as demonstrated in the following examples (cf.  
Zwarts, 2003, 2006): 

 
(1)    a. Ze zaten rond (?om) de televisie 

  ‘They sat round the television’  
   b.  Een man stak zijn hoofd om (?rond, ?rondom) de deur 

   ‘A man put his head round the door’  
  c. De auto reed om (?rond, ?rondom) het obstakel heen 
   ‘The drove round the obstacle’ 
  d. het gebied rondom (?om) het stadje 
   ‘the area round the little town’ 
 
According to the principle of iconicity we would expect that the unmarked form 
(om) is paired with the ideal of the circle shape and the marked form (rond) with 
the detour interpretation.5 However, the opposite is true. I think there is a simple 
explanation for this fact: ideal shapes/situations are much less frequent then non-
ideal situations; hence, since P(m1) < P(m2), the present evolutionary approach 
predicts anti-iconicity. 
 I think these examples and many other examples in the area of lexical 
pragmatics (e.g. Blutner, 1998; Wilson, 2003) strongly suggest the reality of 
fossilization. Accepting that both possibilities are real to some extend  – the 
online calculation of implicatures and the access of their fossilized counterparts, 
the question concerns the distribution of labor between online processes 

                                           
5 The assumption that the ideal path description (circle) is realizing the unmarked 

interpretation and the detour interpretation is realizing the marked interpretation is 
justified by independent thoughts about the preference of the logically strongest 
interpretation (e.g.  Dalrymple, Kanazawa, Kim, Mchombo, & Peters, 1998). 
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(calculating optimal outcomes) and offline processing (fossilization processes). 
We can ask this question for standard scalar implicatures, as well as for other 
types of pragmatic inferences. In the next section I will review some 
experiments that are claimed to decide the issue. These experiments are closely 
related to the issue of asymmetries between comprehension and production 
processes. 
 
3 Asymmetries between natural language comprehension and 

production 
 
It's a common observation that we often are not able to produce what we can 
understand. The opposite situation, where we are able to produce a certain 
expression but unable to understand, it is observed much less often. The 
phenomenon of aphasia gives a feasible illustration of the existence of both 
kinds of asymmetries (e.g. Jakobson, 1941/1968). Likewise, in the domain of 
language acquisition both sides of the phenomenon can be detected. It is well 
known that children‘s ability in production lags dramatically behind their ability 
in comprehension (e.g. Benedict, 1979; Clark, 1993). It was only recently that 
attention was devoted to the opposite case where children’s comprehension 
performance lags years behind their ability of production (cf. Hendriks & 
Spenader, 2005/2006) . 
 There are three different ways to deal with these observations. The first 
approach is to assume dissociation between a comprehension grammar and a 
production grammar. Unfortunately, this account requires some ad hoc 
stipulations which conflict with general assumptions of parsimony.  
 The second approach is to assume different processing restrictions for 
production and comprehension. Joshi (1987) was possibly the first who 
discussed the asymmetry issue from the viewpoint of artificial intelligence:  
 

Comprehension and generation, when viewed as functions mapping from 

utterances to meanings and intentions and vice versa, can certainly be 

regarded as inverses of each other. However, these functions are enormously 

complex and therefore, although at the global level they are inverses of each 

other, the inverse transformation (i.e., computation of one function from the 

other) is not likely to be so direct. So, in this sense, there may be an asymmetry 

between comprehension and generation even at the theoretical level. (Joshi 

1987, p. 183) 

 

Joshi further suggests (p. 184) that the human generation mechanism involves 
some monitoring of the output, presumably by the comprehension mechanism. 
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A corresponding monitoring (by generation) is not assumed for the human 
comprehension mechanism.  
 The third way of dealing with the asymmetry follows from an optimization 
approach. This was first demonstrated by Smolensky (1996). As we have seen in 
the previous sections, natural language production in OT goes from a given 
interpretation to an optimal expression and natural language comprehension 
goes from a given expression to an optimal interpretation. It is these different 
directions of optimization which impose different boundary conditions on the 
process of optimization. As a result, the same system of constraints and the same 
constraint hierarchy can account for the observed asymmetry, without taking 
recourse to multiple grammars or different processing restrictions for production 
and comprehension. 
 In this section I will discuss asymmetries between comprehension and 
production in the context of recent experimentation. The natural language 
expressions investigated are pronouns, reflexives, referential and quantifying 
expressions – the latter in connection with scalar implicatures. The fundamental 
questions asked are twofold:  
 
(i) How to explain the observed differences between comprehension and 

production in a certain stage of development? 
(ii) What is the mechanism that handles how to overcome the gap between 

comprehension and production during natural language acquisition?  
 

OT has a very simple answer to the question (i). In order to account for the usual 
observation that comprehension can be perfect while production is not, 
Smolensky (1996) assumes two kinds of constraints: (a) markedness constraints 
for forms and (b) linking (faithfulness) constraints – linking forms and meanings 
in an adequate way. Further, he assumes that the markedness constraints initially 
dominate the linking constraints. It is exactly under these conditions that we get 
the expected pattern.  
 For sake of illustration, let us go back to the example with two forms and 
two meanings (first article of this volume). We introduced the markedness 
constraint for forms F and the two linking constraints FM and *F*M (see 
table 1, p. 10). If {F} >> {FM, *F*M} then comprehension is always 
correct (interpreting f1 as m1 and f2 as m2). However, the production perspective 
sometimes gives the wrong result. This is because of the dominance of the 
markedness constraint F, and it gives the result that all meanings mi (i = 1,2) are 
expressed by the simpler form  f1. 
 Interestingly,  the opposite pattern of delayed comprehension is also 
possible. In this case we have to assume an incomplete system of linking 
constraints that outranks the system of markedness constraints. A very simple 
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example is {FM} >> {F}. In this case m1 produces f1 and m2 produces f2. 
However, while  f1 is always interpreted correctly as m1 the form f2 comes out as 
ambiguous. It can be interpreted both as m1 and m2, and this constitutes a case of 
delayed comprehension.   
 The research question (ii) is much more difficult to answer. The difficulty 
arises from the fact that there is not only one potential mechanism to overcome 
the gap between comprehension and production. There are at least two such 
mechanisms, and I will consider them in correspondence with the two ways of 
viewing bidirection discussed earlier. The first mechanism is based on an OT 
learning mechanism that re-ranks the involved constraints.  That's exactly 
Smolensky's view as taken in Smolensky (1996). The second mechanism is a 
mechanism of maturation resulting in a processing system that integrates the 
comprehension and the production perspective. The resulting integrated system 
can be either the symmetric system of bidirectional OT or an asymmetric 
version such as proposed by Joshi and worked out by Zeevat (2000).  
 In a slightly different formulation, the first mechanism is realizing the 
diachronic view of bidirection where bidirectional optimization takes place 
offline (during language acquisition) and leads to some kind of fossilizing 
optimal form-meaning pairs.  In contrast, the second mechanism presumes 
bidirectional optimization as a psychologically realistic online mechanism. 
According to this online/synchronic view, speakers (hearers) optimize 
bidirectionally and take into account hearers (speakers) when selecting 
(interpreting) a referring expression. In the following I will consider some 
experimental investigations that shed a light on the empirical adequacy of these 
two positions. 
   
3.1 The Pronoun Interpretation Problem 
 
In a recent research article Hendriks & Spenader (2005/2006) give a new 
interpretation of children‘s delay of the comprehension of pronouns (see also 
Hendriks, Rijn, & Valkenier, 2007). I discuss the validity of their interpretation 
and present an alternative account in terms of iterated learning. 

A series of experiments has shown that children make errors in interpreting 
pronouns as late as age 6;6, yet correctly comprehend reflexives from the age of 
3;0 (e.g. Chien & Wexler, 1990; McKee, 1992; Koster, 1993; Spenader, Smits, 
& Hendriks, 2007). For example, children were confronted with a context where 
two boys, Bert and Paul, are introduced, and the following sentences were 
given:  

 
(2)   a. Bert is washing himself 

b. Bert is washing him 
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Sentences like (2a) are correctly understood from a young age (95% of the time 
according to some studies). However, children misinterpret the pronoun in (2b) 
as coreferring with the subject about half the time. Hence, it seems that children 
did not yet realize that the coreferring reading of (5b) must be blocked given the 
existence of the sentence (2a) which clearly has the coreferring reading.  
 Contrasting with the comprehension data, language production experiments 
consistently have shown that children do not have problems in producing 
reflexives or pronouns correctly. For example, Bloom et al. (1994) demonstrated 
that even in the youngest age groups investigated (ranging from 2;3 to 3;10) the 
children consistently used the pronoun to express a disjoint meaning, while they 
used the reflexive to express a coreferential interpretation. It can be concluded 
from the production data that children have competence of binding principles. 
Why they don’t use this knowledge in comprehension?  
 I cannot go into all the different theoretical proposals concerning the 
pronoun interpretation problem. Instead, I will be mainly concentrated on the 
possibilities opened by OT pragmatics. Recently, several authors have agued 
that the observed delay in comprehension can be explained by assuming that 
children are only able to consider their own perspective, whereas adult hearers 
are able to simultaneously take into account the perspective of the speaker 
(deHoop & Kramer, 2005/2006; Hendriks & Spenader, 2005/2006; Hendriks, 
Rijn et al., 2007).  
 As explained at the beginning of this section it is possible to account for the 
delay of comprehension by assuming an incomplete system of linking 
constraints that outranks the system of markedness constraints for forms, for 
instance the system {FM} >> {F}. In the concrete case of pronoun/reflexive 
interpretation f1 stands for the reflexive, f2 for the pronoun, m1 for the 
coreferential interpretation and m2 for the disjoint interpretation. The 
markedness constraint F prefers he reflexive over the pronoun and can be read 
as “referential ecomomy” (see Burzio, 1998). The linking constrain FM 
excludes the reflexive from the disjoint interpretation – that’s just the binding 
principle A (a reflexive must be bound locally) expressed as a violable 
constraint. Figure 3 shows the preferences between the four possible form 
meaning pairs arising from the system. 
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Figure 3: Diagram illustrating the pronoun 
interpretation problem. It shows the preferences 
between the four form-interpretation pairs based on the 
system {FM} >> {F} of ranked constraints  

 
Assume now that children begin with unidirectional optimization. In the case of 
production everything goes right: the meanings m1 and m2 are expressed by f1 
and f2, respectively. However, in case of comprehension the form f2 (the 
pronoun) exhibits an ambiguity: both he interpretation m1 and m2 are optimal 
taken the interpretive perspective for optimization. And that’s exactly the 
expression of the pronoun interpretation problem.  
 Optimizing bidirectionally inherently involves reasoning about alternatives 
not present in the current situation. In the present case a child who is hearing f2 
(a pronoun) must reason what other non-expressed forms the speaker could have 
used. It can realize then that a coreferential meaning m1 is better expressed with 
f1 (a reflexive). Then, by a process of elimination, the child must realize the 
pronoun should be interpreted as disjoint meaning  m2 and this resolves the 
ambiguity.  Since the ability to optimize bidirectionally may be a skill acquired 
relatively late, this idea gives a plausible explanation of the lag in acquisition. 

Summarizing, the online processing account of Hendriks & Spenader 
(2005/2006) provides a new way to explain children‘s delay of the 
comprehension of pronouns. What’s essential for this solution is the hypothesis 
that the hearer has to take a potential speaker into account. Thus, the authors are 
able to derive principle B effects (pronouns are free) from principle A alone, 
through bidirectional optimization. The approach nicely combines a pragmatic 
explanation with a processing account (lack of processing resourses). Besides 
the stipulation of the constraints and their ranking no other stipulations are 
required.  

However, there are also some arguments that challenge the discussed view. 
First at all there is the question of constraint grounding. Other systems of 

 

f1                            
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constraints are conceivable and successfully used in the literature  (see, e.g., 
Levinson, 2000; Mattausch, 2004). Further, there is no answer on the question 
why the particular ranking {FM} >> {F} is assumed. Another problem has to 
do with children’s abilities for mind reading (theory of mind) that is explicitly 
assumed in Hendriks’ and Spenader’s approach. The assumption of mind 
reading as a prerequisite for making the transition to bidirectional reasoning has 
the consequence that there should be strict correlations between the behaviour in 
standard tests of theories of mind  (see Perner, Leekam, & Wimmer, 1987) and 
the behaviour in tasks involving bidirectionality (such as pronoun 
interpretation). Unfortunately, such strict correlations never were found (Flobbe, 
Verbrugge, Hendriks, & Krämer, 2007). Further, mind reading requires 
awareness of other conversation participant’s choices. Hence, it is based on 
controlled rather than automatic processing. However, pronoun processing 
appears to be automatic rather than controlled. There is no explicit hint for mind 
reading capacities in such tasks. 
 In the following subsection I will propose an alternative account that can 
describe the same kind of data and in addition has some conceptual advantages.   
   
3.2 Pronoun interpretation and related task: individual fossilization 
 
In section 2, I described an approach to fossilization and I made a distinction 
between individual fossilization (or routinization) and cultural fossilization. 
Cultural fossilization was successfully used by Mattausch and Jäger (Jäger, 
2004; Mattausch, 2004). I will consider now individual fossilization in 
connection with the pronoun interpretation problem.  
 In the informal description given here the focus is on pointing out the 
differences to the processing account provided by Hendriks & co. Let’s start 
with Hendrik’s initial system {FM} >> {F}. In order to apply OT learning 
theory we assume that a complete system of constrains is present in a 
background of equally ranked constraints.  The following system which is 
functionally equivalent with the system described before is used: {FM} >> 
{F} >> {F*M, *FM *F*M}. The learning rule then says: promote 
constraints that favour wanted behaviour over unwanted, demote constraints that 
favour unwanted behaviour over wanted.  If a competent adult acts as speaker 
and the child as hearer, then this learning rules lead to the promotion of  
*F*M (principle B). Figure 4 illustrates the transfer between the two systems.6 
                                           
6 Alternatively, we could start with the system {*F, *M} >> {FM, F*M, *FM, 

*F*M}. The two dominating constraint *F and *M express  that f2 (pronoun) is the 
preferred form and that m2  (disjoint interpretation) is the preferred interpretation. The 
linking constraints cancel each other. Then it can be shown that iterated learning leads to 
different stages of development. First the principle A is evolving if the plausible 
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Figure 4: Transformation between two systems of 
ranked constraints provided by individual fossilization  

 
It is obvious that this transfer is dependent of parameters of use. Hence, we 
expect frequency effects when the fossilization mechanism is at work. Further, 
we would expect no significant differences between the comprehension of 
pronouns and the comprehension of reflexives. The reason is that their 
processing loads are not significantly different. Hendriks’ online view of 
processing (involving bidirection) conflicts with both hypotheses. It suggests a 
domain-independent transition from the unidirectional to the bidirectional case. 
Consequently, we shouldn’t expect significant effects of use (frequency effects). 
Further, for adult subjects we should expect significant differences in processing 
between pronouns and reflexives, since the pronoun requires bidirectional 
processing but the reflexive does not.  
 I think both hypotheses supporting the fossilization view can be confirmed. 
Though there is no direct verification of the second hypothesis at the moment, I 
think in the light of the eye tracking investigations of Karabanov, Bosch, & 
König (to appear) it is not probable that the comprehension of pronouns takes 
significantly more time than the comprehension of reflexives assuming 
comparable conditions. For the first hypothesis, it’s important to see that there 
are some other domains which realize the same structural relations as exhibited 
in the case of pronoun interpretation shown in Figure 3. Consider first the 
domain of natural language quantifiers and consider dual quantifiers such as 
some(A) and all(A), where A stand for a certain restrictive term. Logically, 
all(A)(B)  has the set inclusion interpretation stating AB, and some(A)(B) has 
an interpretation expressing nonempty intersection AB. Of course, this 
                                                                                                                                    

stipulation is made that P(m2) > P(m1).  Hence we have a motivation why the system of 
preferences as given on the left hand site of Figure 4 appears – it reflects delayed 
comprehension – instead of a system exhibiting delayed production. Only later the 
principle B becomes dominant, giving the preferences shown on the right hand site of 
Figure 4. 
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interpretation does not exclude the set inclusion reading. It’s the scalar 
implicature that excludes this interpretation – leading to a some_but_not_all 
interpretation. The ordering of all form interpretation pairs given in Figure 3 can 
be applied to the quantifier case when we assume that f1 stands for all, f2 for 
some, m1 for the set inclusion interpretation, and m2 for the some_but_not_all 
reading. The markedness constraint F now prefers all over some. We can see 
that as a realization of the strongest meaning hypothesis (Dalrymple et al., 
1998). Further, the dominating constraint FM  expresses the meaning 
postulate for all, and the potential constraint *F*M expresses the scalar 
implicature for some. 
 The first systematic investigation of the acquisition of scalar implicature 
can be attributed to Noveck (2001). From his experiments it can be concluded 
that young children initially treat a relatively weak term logically before 
becoming aware of its pragmatic potential, and that, in this respect, “children are 
more logical than adults” (Noveck, 2001: 165). Concluding, we can speak of 
delayed comprehension of the pragmatic potential of the weak quantifier. 
 Another domain where we find similar effects is the interpretation 
indefinite expressions. In several languages it has been observed that indefinite 
noun phrases such as a boy take on different interpretations depending on 
whether they appear in a scrambled or unscrambled word ordering (e.g. de Hoop 
& Krämer, 2005; Unsworth, 2005). Adults interpret unscrambled indefinites (f1) 
as ‘non-specific’ (m1) whereas they interpret scrambled indefinites (f2) as 
‘specific’ (m2). Again we find a delayed comprehension effect: children interpret 
scrambled indefinites in both ways. Only later they realize that the ‘specific’  
interpretation is the proper one.  
 In a recent article Hendriks et al. (2007) discuss the results of diverse 
experiments in different domains and conclude that children seem to differ in the 
ages at which they provide adult-like responses for particular linguistic forms.  
 

Whereas from the age of 6 or 7 on children start to interpret pronouns 

correctly, children until roughly 11 years old select a non-adult meaning for 

indefinite objects (Unsworth, 2005), and many 10- and 11-year-olds do not 

draw a scalar implicature where most adults would (Noveck, 2001). This 

suggests that bi-directional optimization is not a general strategy that has to be 

learned by children in one step, but rather that the possibility of bi-directional 

optimization is dependent on the frequency of use of the relevant production 

rules. (p. 1893) 

 
Hence, the first hypothesis suggested above – predicting a domain-independent 
transition from the unidirectional to the bidirectional view – seems to be 
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falsified. And this might be a powerful argument supporting the fossilization 
view.   
 Thought the domain independence of he transfer from unidirectional to 
bidirectional processing is a natural consequence of the online processing view, 
it is not a necessary consequence. Hendriks et al. (2007) provide an 
improvement of their online processing view in order to describe the empirically 
found domain dependency. This improvement is formulated in terms of the 
ACT-R model (Anderson & Lebiere, 1998; Anderson et al., 2004).  
 ACT-R understands itself as an integrated theory of the mind. Different 
from Smolensky’s (Smolensky & Legendre, 2006) theory of harmonic mind 
which sees the symbolic part (i.e., OT) as a high-level description of the neural 
realm, ACT-R  is a hybrid theory that relates different symbolic modules with 
certain subsymbolic processes. These subsymbolic processes serve to guide the 
selection of rules to fire as well as the internal operations of modules and much 
of learning.   
 Hendriks et al. (2007) model unidirectional and bidirectional OT in terms 
of the ACT-R model. In this model bidirectional optimization is described as the 
serial application of two unidirectional processes of optimization. A crucial 
property of ACT-R is the assumption that actions take time to perform and that 
performance is limited by the serial processing bottleneck. Since bidirectional 
optimization needs much more processing resources than unidirectional 
optimization does, a process of production compilation7 comes in increasing the 
processing efficiency. The result of product compilation conforms to an instance 
based kind of automatization (Logan, 1988).  I think what is described here 
comes very close to the idea of fossilization. Whereas fossilization leads to the 
introduction of new linking constraints product compilation leads to the 
generation of new productions who describe the results of certain bidirectional 
actions.  
 
3.3 Choosing the right referring expression 
 
The standard case of production/comprehension asymmetries is delayed 
production. Comprehension can be perfect while production is not. A good 
example is given by production and understanding of R-expressions and 
pronouns as illustrated in (3). 
 

                                           
7 In production compilation, two existing production rules are integrated into one new 

production rule. Production compilation occurs when two existing production rules are 
repetitively executed in sequence. 
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(3) Discourse context: A woman is waiting at the corner. Her girl is eating an 
ice cream cone.  
a.  She wears a red shirt. 
b. The woman wears a red shirt. 

 
The interpretation of the pronoun in (3a) clearly refers to the discourse topic (the 
girl). If we want to express the alternative meaning as in (3b) we cannot use the 
pronoun. Interestingly, young children very often produce such subject pronouns 
when intending to refer to non-topics. Karmiloff-Smith (1985) found this pattern 
of production in children until the age of 6. 
 I have already mentioned that the phenomenon can be modeled by 
assuming markedness conventions that initially dominate linking constraints. 
Figure 5 shows the corresponding diagram. Hereby, f1 stands for the pronoun 
and f2 for an R-expression. Further, m1 is the interpretation referring to the 
topicalized discourse referent while m2 refers to the non-topicalized one. F can 
be seen as referential economy (preferring pronouns to R-expressions) and 
FM  expresses the preference for pronouns to be interpreted as the topic of the 
discourse.  
 
 
 
 
 
 
 
 
 
 

Figure 5: Diagram illustrating the pronoun production 
problem. It shows the preferences between the four 
form-interpretation pairs based on the system  {F} >> 
{FM} of ranked constraints  

 
Using unidirectional optimization, the diagram describes the OT system of an 
agent who can properly understand pronouns and R-expressions but who 
overuse pronouns when intending to refer to non-topics.  
 The two considered models now make different assumptions for describing 
the transfer from the child system to the adult system. The online processing 
model handles the production problem by assuming that the producer takes the 
hearer into account and begins to reason bidirectionally at some point of 
development. In contrast, the fossilization view says that unidirectional 
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optimization is sufficient if it is assumed that the relevant information has been 
fossilized at some part of the human development. 
 In a recent research article, Hendriks, Englert, & Wubs (2007)  argue that 
the investigation of elderly adults could decide between the two models. Elderly 
adults possess the required pragmatic and grammatical knowledge to select and 
interpret referring. However, their linguistic performance can be defective, due 
to a decreasing working memory capacity.  And indeed, the authors found that 
elderly adults produce non-recoverable pronouns significantly more often than 
young adults when referring to the old topic in the presence of a new topic. With 
respect to the comprehension task, no significant differences were found 
between elderly and young adults. 
 Obviously, this experimental outcome is a great problem for the 
fossilization view, since a stipulation of a mechanism of ‘de-fossilization’ does 
not make any sense in the present context. Hence, the assumption that the 
speaker takes the hearer into account is well motivated for such examples. 
Zeevat (2000) has argued for this kind of active, creative processes. 
 However, there is also a problem for the bidirectional processing view. It 
says that both the speaker takes the hearer into account and, vice versa, the 
hearer takes the speaker into account. If that is right, then the same 
argumentation that is given in the paper by Hendriks, Englert, & Wubs (2007) 
can be applied for the delayed comprehension experiments discussed in the 
previous subsections. Thought I don’t know of any experiments with elderly 
people concerning the delayed comprehension task, I bet more than my finger 
that the behavior of elderly people does not go down to that of young children in 
the relevant respects. Hence what we can conclude from these experiments is an 
asymmetry of processing: the speaker takes the hearer into account but not 
necessarily vice versa. This is actually Zeevat’s (2000) view of making a 
distinction between the active and creative process of production and the rather 
passive process of interpretation.8 The idea of fossilization is needed in order to 
account for the delayed comprehension data.  

                                           
8 “The situation can be fruitfully compared to the habit of hiding easter eggs for one's 

children. The parents engaged in hiding the eggs balance the amount of effort with the 
desired amount of difficulty in finding the egg. (They also picture the child looking for it 
and try to keep it possible for the child of finding the egg, without spoiling the fun.) For 
the child it is another matter. They just have to throw in the effort required for finding the 
eggs. Not more of course, but definitely not less. It is not a complicated balancing act.” 
(Zeevat 2000: 245) 
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4 Conclusions 
 
The aim of this article was to close the gap between experimental pragmatics 
and neo-Gricean theories of pragmatics as formulated in OT pragmatics. I have 
argued that OT pragmatics has the potential to account both for the synchronic 
and the diachronic perspective in pragmatics. I further have pointed out that the 
concept of fossilization can help to understand the idea of naturalization and 
(cultural) embodiment in the context of natural language interpretation.  
Concerning modern pragmatic theories such as RT and Levinson’s theory of 
presumptive meanings, the conflict between effort minimization and effect 
maximization is resolved in different ways. In a certain sense, the crux of both 
approaches can be translated in OT pragmatics by making use of particular 
linking constraints. This translation makes the advantage of both approaches 
visible: both conform to the incremental, online character of natural language 
interpretation.9   
 In the last part of the paper I have discussed recent work about the 
phenomenon of delayed comprehension and delayed production. This is a 
phenomenon which was not discussed within experimental pragmatics, though 
the importance of the problem was clearly recognized within OT pragmatics. I 
have discussed two models which conceptualized bidirection in different ways: 
the online processing model and the fossilization account. I have argued that 
neither of these extreme views gives a complete fit to the empirical data when 
taken per se. While it is obvious that fossilization phenomena are real to some 
extent it can be argued that a restricted online version of bidirection is correct: 
speakers optimize bidirectionally and take the hearer into account when 
calculating the optimal expression; in contrast, hearers normally do not take the 
speaker into account when calculating the optimal interpretation. 
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Ever since the discovery of neural networks, there has been a controversy between two modes of 

information processing. On the one hand, symbolic systems have proven indispensable for our 

understanding of higher intelligence, especially when cognitive domains like language and 

reasoning are examined. On the other hand, it is a matter of fact that intelligence resides in the 

brain, where computation appears to be organized by numerical and statistical principles and 

where a parallel distributed architecture is appropriate. The present claim is in line with 

researchers like Paul Smolensky and Peter Gärdenfors and suggests that this controversy can be 

resolved by a unified theory of cognition – one that integrates both aspects of cognition and 

assigns the proper roles to symbolic computation and numerical neural computation. 

The overall goal in this contribution is to discuss formal systems that are suitable for 

grounding the formal basis for such a unified theory. It is suggested that the instruments of modern 

logic and model theoretic semantics are appropriate for analyzing certain aspects of dynamical 

systems like inferring and learning in neural networks. Hence, I suggest that an active dialogue 

between the traditional symbolic approaches to logic, information and language and the 

connectionist paradigm is possible and fruitful. An essential component of this dialogue refers to 

Optimality Theory (OT) – taken as a theory that likewise aims to overcome the gap between 

symbolic and neuronal systems.  In the light of the proposed logical analysis notions like 

recoverability and bidirection are explained, and likewise the problem of founding a strict 

constraint hierarchy is discussed. Moreover, a claim is made for developing an “embodied” OT 

closing the gap between symbolic representation and embodied cognition. 

 

 
 
 
1 Introduction 
 
To date, progress in cognitive neuroscience has been hindered by the enormity 
of the gap between our understanding of some low-level properties of the brain 
on the one hand, and of some very high-level properties of the mind on the other 
hand. Research on parallel distributed processing and neural networks 
(connectionist paradigm) has tried to reduce this gap but was only partially 
successful. A main characteristic of mainstream connectionism is its eliminative 
character, i.e. the idea that the basic architecture of symbolism (including its 
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crucial concepts such as representations, rules, compositionality, and 
modularity) has to be replaced by the concepts of neural networks (cf. 
Churchland, 1986). In this way, the main advantage of traditional symbolism – 
the transparency and relative simplicity of descriptions and explanations – are 
likewise eliminated.  

In contrast, there are other researchers who like to play down the neuronal 
perspective as an issue of implementation. Representatives of this position are, 
inter alia, Fodor and Pylyshyn (1988), who insist that the proper role of 
connectionism in cognitive science is merely to implement existing symbolic 
theory. According to this view, the systematicity of our linguistic competence 
can be explained only by assuming a classical, symbolist architecture of 
cognition. If this position reflects an adequate research programme, then the task 
of overcoming the gap between symbolism and its neural embodiment is not 
really important for the understanding of our higher-level cognitive abilities.  

The methodological position pursued in this article is an integrative 
position. It claims that both modes of computation – symbolic and neural – are 
theoretically justified and equally important and that there is no need to 
eliminate one of them. In the case under discussion the point is to assume that 
symbols and symbol processing are a macro-level description of what is 
considered as connectionist system at the micro level. This position is not unlike 
the one taken in theoretical physics, relating, for example, thermodynamics and 
statistical physics, or, in a slightly different way, Newtonian mechanics and 
quantum mechanics. Hence, the idea is that the symbolic and the subsymbolic 
mode of computation can be integrated within a unified theory of cognition. If 
successful, this theory is able to overcome the gap between the two modes of 
computation and it assigns the proper roles to symbolic, neural and statistical 
computation (Balkenius & Gärdenfors, 1991; Smolensky, 1995; Kokinov, 1997; 
Blutner, 2004; Graben, 2004; Smolensky & Legendre, to appear). 

There is a second methodological aspect that relates to the status of 
theoretical models in integrated research. My primary aim is the demonstration 
that the tools of logic and algebraic semantics are useful for understanding the 
emergent properties of neural networks dynamics. However, the dynamics of 
real neural networks is rather complicated. These systems are perhaps among the 
most complex known to science. And it is completely unrealistic to understand 
the emergent properties of such systems by trying to model in detail all what is 
known about the basic principles of neural operation and causal mechanisms of 
individual nerve cells.  Rather, radical simplification is in order even if these 
simplifications appear completely unrealistic.  These simplifications may lead to 
different theoretical models which make different views explicit, and this makes 
it easier to structure the debate for or against a certain position. Theoretical 
models bring out the hidden assumptions of an approach, particularly with 
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respect to the elementary neural mechanisms that are required. Moreover, they 
help to assess the plausibility of certain assumptions, for example with respect to 
the assumed network architecture. They may invite the construction of new 
models that make another view and other functional determinants explicit. Even 
if it is not possible to collect the necessary empirical data to make the model 
predictions empirically grounded, a lot can still be learned about the causal 
determinants of certain forms of behavior. Finally, even oversimplified 
theoretical models may suggest new experiments for empirical data collection. 

A third methodological aspect concerns a potential misunderstanding. In 
the following I will pursue a certain kind of propositional default logic to 
describe inferences in neural networks. This might suggest that certain logical 
systems get a deeper justification in terms of neural processing, or it might even 
suggest that I'm proposing a neural underpinning of certain types of natural 
reasoning. Hence, it might appear as if we are running in a neuro-cognitive 
Frege-fallacy by seeing logic as part of cognitive neuroscience. However, such 
conclusions are unjustified. I only suggest to consider the proposed logical 
system as a kind of meta-language which is useful for modelling certain 
constraint-based symbolic systems. This is analogous to the use of Prolog as a 
logical programming language. Without doubt, Prolog can be used for many 
different applications starting from the modelling of parsing and natural 
language comprehension and going on to the modelling of planning mechanisms 
and the abilities of logical inference agents. Nobody would suggest that these 
applications – if successful – give a deeper justification for Prolog as part of 
Cognitive Linguistics (at least if we reject the strong view of Artificial 
Intelligence; see Searle (1980)).  In a similar way, the present logical system can 
be used for many different purposes. This becomes pretty clear when we 
enlighten the close connection to Optimality Theory (OT) – a general 
framework which was introduced by Prince & Smolensky (1993/2004) for 
describing constraint interaction in Generative Grammar.  

In the following I will address the issue of formal tools and logical systems 
which are suitable for grounding the basis for a unified theory of cognition, and 
I will suggest that an active dialogue between the traditional symbolic 
approaches to logic, information and language and the connectionist paradigm is 
possible and fruitful. An essential component of this dialogue refers to OT 
(Prince & Smolensky, 1993/2004) – taken as a theory that likewise aims to 
overcome the gap between symbolic and neural systems.  

Section 2 introduces symmetric neural networks and explains their basic 
properties. The idea of inferences in neural networks is explained in Section 3. 
The developed inferential notion rest on the (non-symbolic) concept of 
information states and is adequate for describing how neuron activities spread 
through a symmetric network. Section 4 discusses Penalty Logic – a logic that 
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was introduced by Pinkas (1995) in order to demonstrate what kind of logical 
systems symmetric networks can implement. In Section 5 a logic called 
Penalty/Reward logic is introduced and it is shown that such logic is an adequate 
tool for dealing with underspecification and conceptual enrichment in symmetric 
networks. In Section 6 I will discuss the relations to OT, and Section 7 draws 
some conclusions and shows the connection to recent efforts toward developing 
an embodied view of cognition. 
 
2 Symmetric networks 
 
Connectionist systems aim at modelling aspects of the nervous system on an 
abstract computational level. (Good introductions are given in McClelland & 
Rumelhart, 1986; Rojas, 1996; Bechtel, 2002). The central concept in a 
connectionist system is the individual unit ('node') which models the 
functionality of a neuron or a group of neurons. In fact, the units/nodes of most 
connectionist models are vastly simpler than real neurons. However, such 
networks can behave with surprising complexity and subtlety. This is because 
processing is occurring in parallel and usually interactively. In many cases, the 
way the units are connected is much more important for the behaviour of the 
complete system than the details of the individual units.  
 In the following we will assume that the individual units of a connectionist 
network correspond to larger groups of neurons, sometimes called columns, 
pools or assemblies (Hebb, 1949; Feldman & Ballard, 1982; Maass, 1999; 
Wennekers & Palm, 2000). A central idea of the assembly concept is that 
assemblies can overlap, meaning that one and the same neuron can be part of 
different assemblies. The organization of assemblies is done according to 
functional criteria and can be different for different functional contexts. 
Necessary conditions for constituting an assembly are strong internal couplings 
within the assembly. 
 The simplest form of describing the activation dynamics of single units is 
to assume a nonlinear function that yields the (average) firing rate of the unit 
given the sum potential of the unit. This sum potential can be calculated by 
weighted linear combinations of the firing rates of the incoming units. In the 
present approximation it goes without calculating the full action potentials 
(spikes). All  that is needed are the firing rates of the units, which are directly 
transferred to the other cells. It has been argued that this method yields a valid 
approximation of realistic spiking behaviour under certain conditions (for 
details, see Maass, 1999; Wennekers, 1999; Gerstner & Kistler, 2002). 
However, it has also been argued that simple rate-based models are not 
sufficient to model information processing in neuronal systems.  There is 
increasing evidence that the information transferred by a unit consists not only 
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in the average firing rate but also includes the phase of the spiking functions. 
This might be relevant for explaining binding by synchronization (e.g. von der 
Malsburg, 1981; Shastri & Ajjanagadde, 1993; Singer & Gray, 1995). In the 
following I will simply ignore this complication.1 
 There are different kinds of connectionist architectures. In multilayer 
perceptrons, for instance, we have several layers of nodes (typically an input 
layer, one or more layers of hidden nodes, and an output layer). A fundamental 
characteristic of these networks is that they are feedforward networks, that 
means that units at level i may not affect the activity of units at levels lower than 
i. In typical cases there are only connections from level i to level i+1. In contrast 
to feedforward networks, recurrent networks allow connections in both 
directions. A nice property of such networks is that they are able to gather and 
utilize information about a sequence of activations. Further, some types of 
recurrent nets can be used for modelling associative memories. If we consider 
how activation spreads out we find that feedforward networks always stabilize. 
In contrast, there are some recurrent networks that never stabilize. Rather, they 
behave as chaotic systems that oscillate between different states of  activation.  
 One particular type of recurrent networks is a symmetric network, which is 
also called a Hopfield network (Hopfield 1982). Such networks always stabilize. 
Hopfield proved that by demonstrating the analogy between this sort of 
networks and the physical system of spin glasses and by showing that one could 
calculate a very useful measure of the overall state of the network that was 
equivalent to the measure of energy in the spin glass system. A Hopfield net 
tends to move toward a state of equilibrium that is equivalent to a state of lowest 
energy in a thermodynamic system.  
 As mentioned already, neural networks can be considered systems of 
connected units. Each unit has a certain working range of activity, which can be 
represented by an interval [a, b] if an analogous unit is assumed (e.g. Hopfield, 
1984; Hopfield & Tank, 1985); a indicates the minimal firing rate of the unit 
and b indicates the maximal firing rate. Usual choices for the working range of a 
node are the interval [0, 1] (e.g. Balkenius & Gärdenfors, 1991; Pinkas, 1995) or 
the interval [-1, +1] (Blutner, 2004). In the latter case the value 0 can be taken as 
indicating the resting rate. Though neurons with different working ranges can be 
assumed to be basically equivalent (supposing the thresholds are adapted 
appropriately), there may be differences (i) due to the interpretation of the 
activations, (ii) due to the simplicity of the resulting equations, and (iii) due to 
the stipulation of different discrete subsets when it comes to the introduction of 

                                           
1 Some authors doubt that "binding by synchronization" is really such a realistic solution to 

the binding problem as it often is suggested. For instance, Palm & Wennekers (1997) 
argue that also other mechanisms are thinkable based on purely rate-based information.    



Reinhard Blutner 

58 

logical values. The discrete values typically taken are {0, 1}  [0, 1]  in the first 
case (classical binary logic) and {-1, 0, +1}  [-1, +1] in the second case (tree-
valued logic). 
 A possible state s of the system describes the activities of each node: s  
[a, b]n, with n = the number of units. A possible configuration of the network is 
characterized by a connection matrix w. Hopfield networks are defined by 
symmetric configurations and zero diagonals (– < wij < +, wij = wji , wii = 0). 
That means node i has the same effect on node j as node j has on node i, and the 
nodes don't affect themselves.2 The fast dynamics describes how node activities 
spread through that network. In the simplest case this is described by the 
following update function: 
 

(1) f(s)i = (j wij sj)  ( a nonlinear function, typically a step function or a 
sigmoid function). 

 

Equation (1) describes a nonlinear threshold unit. This activation rule is the 
same as that of Rosenblatt’s perceptron. It is applied many times to each unit. 
Hopfield (1982) employed an asynchronous update procedure in which each 
unit, at its own randomly determined times, would update its activation 
(depending on its current net input).3 
 Using the interval [0, 1] as working range of a unit, Balkenius & 
Gärdenfors (1991) have argued that the set S =  [0, 1]n  of activation states of a 
network with n units can be partially ordered in accordance with their 
informational content. Assuming that the vector 0 = <0, 0, …, 0> represents a 

                                           
2 It is often mentioned that these assumptions are highly implausible when taking the units of 

the network as real neurons. It is not clear why real networks should be symmetric and 
irreflexive. If the assembly idea comes in, we can overcome this problem since it is 
plausible to assume that the formation of assemblies happens under the pressure of 
stabilisation, and this might be one of the reasons for symmetry and irreflexivity.  

Some people doubt the plausibility of the 'neuron doctrine'. Based on the finding that 
in the cerebral cortex the majority of neurons have only dendrites and the axons are 
missing there (this contrasts with the preripheral nervous system system where almost 
every neuron has an axon) (Jibu & Yasue, 1995, p. 100ff ).  Hence, it has been argued that 
the working of the cerebral cortex can be better understood by certain microscopic 
physical processes taking place in the sophisticated network of dendrites of neurons 
without axons, that is, in the dendritic network (Pribram, 1991; Jibu & Yasue, 1995). The 
spin-glass model (or, equivalently, the Hopfield network) can be seen as a first 
approximation to the dendritic network (Jibu & Yasue, 1995). Hence, Hopfield networks 
can be seen as a good starting point for modelling brain activity independent of whether 
we accept the neuron doctrine or not.  

 
3 The use of asynchronous updates helps to prevent the network from falling into unstable 

oscillations. 
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scheme with minimal informational content and that the vector vector 1 = <1, 1, 
…, 1> represents maximal informational content, then the following ordering 
can be seen as reflecting greater positive informational content: 
  
(2) st  iff  siti0, for all 1in    
 

We call this interpretation of the activation states which is based on the ordering 
(2) the Boolean option.4  
 Sometimes it is useful to assume that both endpoints of the unit's working 
range carry maximal information and one value in the centre of the scale carries 
minimal information. The plausibility of such a choice was mentioned by 
Balkenius & Gärdenfors (1991). These authors suggested to take both 0 and 1 as 
states of maximal information and to assume that there is a resting state  ½  that 
represents minimal information. Unfortunately, they didn't work out this 
proposal. 
 In Blutner (2004) the working range of each unit is stipulated to be [-1, +1]; 
the activations +1 and -1 indicate maximal specification; the resting activation 0 
indicates (complete) underspecification. Generalizing Balkenius & Gärdenfors' 
(1991) idea, the set S =  [-1, +1]n  of activation states can be partially ordered in 
accordance with their informational content:  
 

(3) st  iff  siti0 or siti0, for all 1in.   (Read st as s is at least as 
specific as t) 

 

It is a simple exercise to show that the poset <S, > doesn't form a lattice yet. 
However, it can be extended to a lattice by introducing a set  of impossible 
activation states:  = {s: si =nil for 1in}, where nil designates the 
"impossible" activation of an unit, i.e. a clash between positive and negative 
activation (for details, see Blutner, 2004). Further, it is possible to show that the 
extended poset of activation states <S, > forms a DeMorgan lattice. This 
allows us to interpret these activation states as propositional objects 
('information states'). It is convenient to call this interpretation of the activation 
states the DeMorgan option.5 
 Symmetric networks may be viewed as searching for the local minima of a 
quadratic function called an energy function (or Ljapunov function). The 

                                           
4 <S, > forms a Boolean algebra if the underlying neural network is binary (cf. Balkenius & 

Gärdenfors, 1991) 
5 There is another option for modelling activation states: ortho-algebras. The interested reader 

could consult  www.quantum-cognition.de in order to learn more about this alternative 
option. Unfortunately, space limitation forbids us to discuss the ortho-algebraic approach 
in the present article. 
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important fact proven in Hopfield (1982) says that in the case of asynchronous 
(non-deterministic) updates, the function 
 

(4)  E(s) = i>j wij si sj   
 

is a Ljapunov function of the dynamic system described by the equation in (1)6; 
i.e., when the activation state of the network changes, E can either decrease or 
remain the same. Hence, the output states lim n fn(s) can be characterized as 
the local minima of the Ljapunov-function. A consequence of this result is that 
all states s in a symmetric network develop under asynchronous updating into 
resonances, i.e. into stable states of the network that attract other states (for 
details, see Cohen & Grossberg, 1983). 
 Usually, asynchronous updating results in stable states that are local but not 
global minima of the energy function E. The Boltzman machine (Hinton & 
Sejnowski, 1983; Hinton & Sejnowski, 1986) is a modification of the Hopfield 
network that realizes the global minima, i.e. their output states lim n fn(s) can 
be characterized as the global minima of the Ljapunov-function. Like the 
Hopfield net, the Boltzman machine updates its units by means of an 
asynchronous update procedure. However, it employs a stochastic activation 
function rather than a deterministic one. This activation function can be 
considered to realize some stochastic noise (“faults”) in a decreasing rate during 
the processing of a single pattern.7 
 Updating an information state s may result in an information state f...f(s) 
that does not include the information of s. However, if we want to handle logical 
inferences, it is important to interpret updating as specification. That means we 
have to make sure that the initial state s has to be informationally included in the 
resulting update. Hence, we have to "clamp" s somehow in the network. A 
technical way to do that has been proposed by Balkenius & Gärdenfors (1991) 
making use of an update function f that 'clamps' s in the network (see also  
Blutner, 2004).8 Fortunately, the aforementioned formal results derived for 
asymptotic updating without clamping also hold for asynchronous updating with 
clamping.  
 Hence, the following set of asymptotic updates of s is well defined if we 
use an asynchronous update function f with clamping: 
                                           
6 The simple form of the energy function is due to assuming zero thresholds. We can always 

mimic the case of non-zero thresholds by assuming bias nodes with a fixed input 
activation.  

7 The procedure is called 'simulated annealing' (based on an analogy from physics). For 
details see Hinton & Sejnowski, (1983; 1986). 

8 Clamping is not only required if we try to model logical inferences in a connectionist 
network but also applies in the case of pattern completion (see, e.g. Rumelhart, Hinton, & 
McClelland, 1986; Smolensky, 1986). 



Neural Networks, Penalty Logic and Optimality Theory 

61 

 

(5) ASUPw(s) = {t: t = lim n fn(s)} 
 

Further, in the case of the Boltzman machine, we can characterize the set of 
asymptotic updates as the set of all specifications of s that minimize the energy 
E of the system. Using the expression minE(s) to indicate this set of global 
energy minima, we have 
 

(6) ASUPw(s) = minE(s). 
 

The following example (borrowed from Blutner, 2004) gives an illustration of 
the basic concepts introduced so far. 
 
 
 
 
 
 
 
 
 
 

Figure 1: Symmetric network with weight 
matrix  

 
This figure shows a symmetric network consisting of three units (labelled 1, 2, 
and 3) and the corresponding connection matrix w. The set of activation states is 
S = [–1, +1]3. Clamping node 1, the fast dynamics yields an output state where 
node 2 is activated and node 3 is inhibited: 
 
(7) ASUPw(<1 0 0>) = {<1 1 –1>} 
 
The same result is obtained if we consider the energy function on the domain S: 
 
(8) E(s) = –0.2 s1s2 – 0.1 s1s3 + s2s3 
 
The  following  table shows  the nine  possible specifications of  the initial state 
<1 0 0> if we restrict ourselves to the discrete subdomain S' = {–1, 0, 1}3: 
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Table 1: Discrete specifications of <1 0 0> and the energy of all specifications. The 
energy-minimal state is indicated by . It corresponds to the output state given in (7). 

 
s [state] E(s) [energy]  
<1 0 0> 
<1 0 1> 
<1 0-1> 
<1 1 0> 
<1 1 1> 
<1 1-1> 
<1-1 0> 
<1-1 1> 
<1-1-1> 

0 
–0.1 
 0.1 
–0.2 
0.7 

–1.1    
0.2 

–0.9 
1.3 

 
 
 
 
   

 
 

  
 
In order to demonstrate that the working range of the nodes of the network is not 
essential for the dynamic properties of the network, we modify our example so 
that it relates to an activation space [0, 1]3. The discrete subspace that 
corresponds to the states in Table 1 is obtained if we consider the map 11, 
0½, and –10. Further, we have to adapt the energy function from (8) which 
is based on zero thresholds. Instead of the zero thresholds we assume thresholds 
i = ½, which are positioned in the centre of the working range. As a 
consequence, we have to add an additional term i isi, which can also be seen 
as a consequence of introducing bias nodes with input activity 1 (see footnote 
5): 
 
(9) E(s) = –0.2 s1s2 – 0.1 s1s3 + s2s3 – ½ (s1+s2+s3) 
 
Table 2 shows the energies of the corresponding states of the discrete subspace 
{0, ½ , 1}3. As a matter of fact the energy ordering of the states in Table 2 is the 
same as the energy ordering of the corresponding states in Table1. Hence, the 
working space of the neurons does not really affect the ordering of the states if 
the thresholds are adopted accordingly.  
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Table 2: Corresponding specifications for the activation space [0, 1]3 . The energy is 
calculated according to formula (9) and the energy of all specifications. The energy-
minimal state is indicated by .  

 
s [state] E(s) [energy]  

<1 ½  ½> 
<1  ½  1> 
<1  ½  0> 
<1  1 ½ > 
<1  1  1> 
<1  1  0> 
<1  0 ½ > 
<1  0  1> 
<1  0  0> 

-0.9 
-0.95 
-0.85 
-1.00 
-0.8 
-1.2 
-0.8 
-1.1 
-0.5 

 
 
 
 
  
 
 

 
 
Although the actual working range of a unit is only of marginal interest, the 
interpretation of the activation values is essential. If we take the interval [0, 1] as 
working range, for instance, then the interpretation of the value 0 is essential. 
We can either see 0 as indicating maximal underspecification or as indicating 
maximal specification (together with the value 1; the value ½ is typically used to 
indicate underspecification in this case). The former interpretation conforms to 
the Boolean option; the latter conforms to the DeMorgan option. The 
consequences of this distinction are discussed in sections 4 and 5. 
 
3 Examples 
 
In the previous section we have seen that the propositional objects called 
information states are related by a partial ordering . It is obvious that this 
relation can be interpreted as a strict (monotonic) entailment relation since it 
satisfies the Tarskian restrictions for such a relation: 
 
(10) a.  s  s      (Reflexivity) 

b. if s  t and s ◦ t  u, then s  u  (Cut) 

c. if s  u, then s ◦ t  u   (Monotonicity) 

 
Here we have to make use of the operation  s ◦ t =def sup{s,t}, which is called 
conjunction. This operation expresses the simultaneous realization of two 
activation states. In the case where  expresses the positive informational 
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content with regard to the state set [0, 1]n  (Boolean option) the explicit form of 
the conjunction operation is given in (11a); in the second case where 
 expresses specificity with regard to the state set  [-1, 1] n (DeMorgan option) 
the conjunction operation is given in (11b): 
 
(11) a. (s◦t)i  =  max(si, ti) 

 
    max(si, ti),  if  si,ti0 

b.  (s◦t)i  = min(si, ti),   if  si,ti0 
   nil,              elswhere   
 
As shown by Balkenius & Gärdenfors (1991), Blutner (2004), and in a 
somewhat different sense by Hölldobler (1991), Pinkas (1995), and others, it is 
possible to define a nonmonotonic inference relation that reflects asymptotic 
updating of information states. Let <S, > be a poset of activation states, and w 
the connection matrix. Then the notion of asymptotic updates as given in (5) 
naturally leads to a nonmonotonic inferential relation between information states 
defined as follows (cf. Blutner, 2004): 
 
(12) s w t  iff  s'  t  for each  s'  ASUPw(s) 
 
Of course, there is an equivalent formulation in terms of energy minimization:9 
 
(13) s E t  iff  s'  t  for each  s'  minE(s) 
 
We also call the inferential relation between information states subsymbolic 
inferential relation and the inferences themselves subsymbolic inferences.  
 Following Balkenius & Gärdenfors (1991), the inferential notion that is 
adequate to describe how neuron activities spread through the network (i.e. the 
fast dynamics of a neural system) can be characterized in terms of the general 
postulates that Gabbay (1985) and Kraus, Lehmann, and Magidor (1990) have 
seen as constituting a cumulative (nonmonotonic) consequence relation. This 
holds independently of the particular working range that is chosen for the nodes 
of the network and it rests on the equivalence of the two inferential notions 
defined in (12) and (13). In (14) the relevant properties are listed.  

 

(14) a.  if s   t, then s  w t       (Supraclassicality) 
b.  s  w s          (Reflexivity) 

                                           
9 We simply have to use of  the equivalence (6) that holds in the case of the Boltzman machine. 

 

{ 



Neural Networks, Penalty Logic and Optimality Theory 

65 

 c. if s  w t and s ◦ t  w u, then  s  w u    (Cut) 
 d.  if s  w t and s  w u, then s ◦ t  w u  (Cautious Monotonicity)  
 
For a proof of the validity of these properties in the case of a symmetric 
network, see Blutner (2004). 
 Going back to the earlier example introduced in Figure 1, it is a simple 
exercise to show that the following inferences are valid: 
 
(15) a. <1 0 0> w <1 1 –1> 

b. <1 0 0> w <1 1 0> 
c. <1 0 0> w <0 1 0> 

 
The latter two inferences can be derived from the first one by taking into 
account that   <1 1 –1>    <1 1 0>    <0 1 0>. 
 In connectionist systems (domain) knowledge is encoded in the connection 
matrix w (or, alternatively, the energy function E). In the following two sections 
I want to discuss the close correspondence to certain symbolic systems that 
represent knowledge in a database consisting of expressions with default status. 
 
4 Penalty Logic 
 
According to Pinkas (1992, 1995), domain knowledge can be represented by a 
logic-based scheme, the Penalty Logic. This logic associates to each formula of 
a knowledge base the price to pay if this formula is violated. In this section I 
will give a concise introduction into Penalty Logic following in part the 
exposition in de Saint-Cyr, Lang, & Schiex (1994). Further, I will make clear 
that we have to adopt the Boolean option of interpreting activation states in 
order to reconstruct Pinkas' claim of the equivalence between inferences in 
Penalty Logic and inferences in symmetric networks. 
 Let's consider the language ℒAt of propositional logic (referring to the 
alphabet At of atomic symbols). A triple <At, , k> is called a penalty 
knowledge base (PK) iff (i)  is a set of consistent sentences built on the basis of 
At (the possible hypotheses); (ii) k:   (0, )10  (the penalty function). 
Intuitively, the penalty of an expression  represents what we should pay in 
order to get rid of . If we pay the requested price we no longer have to satisfy . 
Hence, the larger k() is, the more important  is.  
 Let  be a formula of our propositional language ℒAt . A scenario11 of   in 
PK is a subset ’ of  such that ’{} is consistent. The cost KPK(’) of a 

                                           
10 The notation (0, ) refers to the positive real numbers (excluding 0). 
11 I borrow this expression from Poole (1988). 
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scenario ’ in PK is the sum of the penalties of the formulas of PK that are not 
in ’: 
 

(16) KPK(’) = (-’) k() 
 

A optimal scenario of  in PK is a scenario the cost of which is not exceeded by 
any other scenario (of  in PK), so it is a penalty minimizing scenario. With 
regard to a penalty knowledge base PK, the following cumulative consequence 
relation can be defined:   
 
(17) |~PK  iff  is an ordinary consequence of each optimal scenario of  in 

PK.  
 

Hence, penalties may be used as a criterion for selecting preferred consistent 
subsets in an inconsistent knowledge base, thus inducing a non-monotonic 
inference relation.  

To illustrate the approach I consider an example from Asimov (1950). Isaac 
Asimov described what became the most famous view of the ethical rules for 
robot behaviour in his “three laws of robotics”12: 

 
First Law 
A robot may not injure a human being.13  
Second Law 
A robot must follow (obey) the orders given it by human beings, except where 
such orders would conflict with the First Law.  
Third Law 
A robot must protect its own existence, as long as such protection does not 
conflict with the First or Second Law. 
 

Now assume some human X says to the robot 'kill my wife'. The relevant 
knowledge base can be formalized by five propositional formulae, where I, F, P 
have the obvious intended meaning in connection with the three laws, S 
expresses that some human X gives this shocking order to the robot, and K 
expresses the content of the order. The first three formulae in (18) express the 
three laws, the last two formulae express very strong meaning postulates: 
 

                                           
12 Thanks to Bart Geurts for drawing my attention to this example. 
13 I am simplifying a bit. The original clause is more complicated: "A robot may not injure a 

human being, or, through inaction, allow a human being to come to harm." 
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(18) I    5 
   F    2 
   P    1 
   (S  F)  K  1000 
   K  I   1000 

 

The positive real numbers associated with the formulae are the penalties. 
Consider now the following two scenarios for S: 
 

(19) 1 = {I, P, (S  F)  K, K  I} 
2 = {F, P, (S  F)  K, K  I} 

 

The cost of these two scenarios with regard to the PK given in (19) are KPK(1) 
= 2 and KPK(2) = 5, respectively. Since the cost of all other possible scenarios 
is higher, we can conclude that  1 is the optimal scenario of S. Hence, 
according to the ethical rules, our robot should not injure anybody, neither X's 
wife nor himself.   
 Now we come to the semantic interpretation of the Penalty Logic 
introduced so far. Let  denote an ordinary (total) interpretation for the language 
ℒAt (: At{0,1}). The usual clauses apply for the evaluation [[ .]]  of the 
formulas of ℒAt relative to . The following function indicates how strongly an 
interpretation  conflicts with the space of hypotheses  of a penalty knowledge 
base PK:   
 
(20) ℰPK() =def   k() [[ ]]   (ℰ is called the system energy of the 

interpretation)14 
 

An interpretation  is called a model of  just in case [[ ]]  = 1. A preferred 
model of  is a model of  with minimal energy ℰ (with regard to the other 
models of ).  As the semantic counterpart to the syntactic notion  |~PK  given 
in (17) we can define the following relation:  
 

(21)    PK  iff each preferred model of  is a model of .  
 

As a matter of fact, the syntactic notion (17) and the semantic notion (21) 
coincide.  Hence, the logic is sound and complete. A proof can be found in 
Pinkas (1995). 

                                           
14 What I call the system energy of an interpretation (with regard to a PK) is called violation 

rank for the interpretation in Pinkas (1995); deSaint-Cyr et al. (1994) call it the cost of 
interpretation. 
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 With regard to the integration of neural networks and symbolic systems, 
Pinkas (1992, 1995) made a breakthrough. On the one hand he was able to 
demonstrate that the problem of finding preferred models for a given set of 
assumptions can be reduced to the minimization problem of an energy function 
in symmetric networks. On the other hand he showed that the minimization 
problem of an energy function of a symmetric network can be reduced to the 
problem of finding preferred models for a given set of assumptions representing 
domain knowledge 
 In the following I will give a concise description of Pinkas' basic results. I 
start with sketching the transformation that enables one to construct a symmetric 
network that is strongly equivalent with a given knowledge base PK. Strong 
equivalence means that the energy function of the neural network and the system 
energy of the knowledge base in Penalty Logic are the same (up to a constant c). 
I will sketch the basic elements of this transformation only; the reader is referred 
to Pinkas (1992; 1995) for a fuller description. 
 For each logical expression  a characteristic function B(): [0, 1]n  [0,1]  
is defined. The letter B for the translation operation indicates that the translation 
relates to the Boolean option of interpreting activation states. The characteristic 
function B() is defined in its analytical form making use of variables xi which 
refer to real numbers in the interval [0, 1]. 
 

(22) a. B(pi)  =  xi, where pi designates the ith atomic formula of ℒAt 

b. B()  =  1B() 
c. B()  =  B()B() 

 
It is simple to see the characteristic function B()  has its maximum value(s) 
exactly when  has a value of true (supposing the integer values of xi are the 
values of the interpretations of pi). For example, B(p1p2) = x1x2.15 The 
maximization of x1x2 yields  x1 1, x21. Further, B(p1p2) = B((p1p2)) 
= x1x2–x1+1 and the maximization of the resulting term gives three solutions 
corresponding to the three interpretations that make the material implication 
true. Finally, B(p1p2) = B((p1p2)) = x1x2–x1–x2; the maximization again 
gives three solutions. Figure 2 provides a graphical representation of the three 
characteristic functions. 

                                           
15 The same function is sometimes used in fuzzy logic. It is called product t-norm (cf. Hajek, 

1998). 
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Figure 2: graphical representation of the 
characteristic functions for conjunction, 
disjunction, and material implication, 
respectively (from left to right) 

 
Now we are ready to introduce a translation of a penalty knowledge base <At, , 
k> into a symmetric network. We simply construct a network with the following 
energy function using the characteristic function B for translating propositional 
formulas into numerical functions: 
 

(23) E(x1, …, xn) =  k()B()  
 

It can be shown that the constructed symmetric network is strongly equivalent 
with the given knowledge base PK. In other words, we have the following fact: 
 
Fact 1:  
 For each knowledge base PK with the assigned energy function E:  
ℰPK() = E(x1, … xn) for each interpretation  provided (pi) = xi 

 
The proof is a simple consequence of the observation that the value of a 
propositional formula  for a given interpretation  is the same as the value of 
the corresponding characteristic function B() provided (pi) = xi, i.e.  
 

(24) [[]]   = B() [(p1)/ x1, …, (pn)/ xn] 
 

Fact 1 then immediately follows from the definition of  ℰ given in (20). The 
proof of  (24) is by induction using the translation provided in (22). Taking up 
the earlier example about the robot's ethics (18), we come to the following 
energy calculation (instead of the variables xi we use the names of the atomic 
formulas as names for the variables): 
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Table 3: Calculation of the energy function for the PK given in (19) 

 

 
 
 
 
 
 
 
 
The energy function contains a cubic term –1000SFI that goes beyond the 
simple quadratic energy functions introduced in (4). Such higher order energy 
functions refer to connectionist networks having sigma-pi units with 
multiplicative connections (Rumelhart et al., 1986). In the case under discussion, 
the following network results: 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 3: Higher order network representing the 
energy function calculated in Table 3 

 
Pinkas (1992) has shown that higher order terms can be eliminated by 
introducing hidden units. In the case of the cubic terms constXYZ  here is the 
relevant elimination rule, where the variable T refers to the hidden unit: 
 

    2wXT+2wYT+2wZT-5wT,    if w<0 
(25) wXYZ =    

   wXY-2wXT-2wYT+2wZT+3wT,   if w>0 

Penalty  Expression in PK  Energy function 
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In the present case the coefficient is negative and the final quadratic energy 
function is 
 
(26) E = 5I-2F-P+1000SF-2000ST-2000FT-2000IT+5000T+1000K-1000KI 
 
The final network with quadratic the energy function and the hidden node T is 
shown in Figure 4. 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 4:  First order network with one hidden 
unit T 

 
This was my brief sketch of how to translate any knowledge base PK into a 
strongly equivalent symmetric network supposed the Boolean option of 
interpreting activation states has been adopted.   
 There is also a reverse procedure that translates any symmetric network 
into a PK. I will outline this translation now. For simplicity, I exclude higher 
order units and/or hidden units. We consider a Hopfield system with connection 
matrix w (n units), and we assume At = {p1, ..., pn} to be a set of atomic 
symbols. Then we consider the following formulae ij of ℒAt:  
 
(27) ij =def  sign(wij)(pipj),  for 1i<jn 16 
 
For each connection matrix w the associated penalty knowledge base is defined 
as PKw = <At, w, kw>,  where the following two clauses apply: 

                                           
16 Sign(x) is an operator that introduces a negation sign "" for x<0 and it leaves the 

expression in its scope unchanged if x0. For instance, sign(0.2) () =  and sign(-0.2) 
() = . 
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(28) a. w = {ij: 1i<jn} 
b.  kw(ij) = wij 

 

With these notations at hand we can state the following fact: 
 
Fact 2:  

For each connection matrix w the energy function E(s) = i>j wij si sj  is 
strongly equivalent with the associated penalty knowledge base PKw; i.e. 
ℰPK() = E(s1, …, sn) + constant, provided (pi) = si 

 
For the proof we notice first that  
 
     (pi)(pi),  if wij  0 
[[ij]]  = [[sign(wij)(pipj)]]  =  
     1(pi)(pi), if wij < 0 
 
Then we have the following equivalences: ℰPK() =def   k() [[ ]]  =  i>j  
k(ij) [[ ij]]  = const   i>j  wij (pi)(pi)) = const + E(s) + constant (provided 
(pi) = si ). Hence, ℰPK() and E(s) differ only by a term const = ½ i>j (wij + 
|wij|) and are therefore strongly equivalent.   
 For the example introduced in Figure 1 the energy function (9) was 
associated assuming bias nodes with fixed activity 1 that mimic thresholds i = 
½. This expression is repeated here for convenience: 
 

(9) E(s) = 0.2 s1s2  0.1 s1s3 + s2s3  0.5 (s1+s2+s3) 
 

The associated penalty knowledge base then comes out as follows: 
 

(29) p1p2  0.2 
p1p3  0.1 
(p2p3) 1 
p1  0.5 
p2  0.5 
p3  0.5 

 

With regard to this PK it is not difficult to show that 
 

(30) a. p1 |~PK p2  
b. p1 |~PK p3  
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It would be nice to have a possibility to express such inferences directly as 
subsymbolic inferences in the corresponding network. Unfortunately, this is 
possible only for inferences between positive literals such as considered in 
(30a): 
 

(31) <1 0 0> E <1 1 0> 
 
Here the state <1 0 0> indicates an activation of the first node that corresponds 
to the atom p1, and <1 1 0> indicates that, in addition, the second node is 
activated (corresponding to p2). Unfortunately, the zero elements cannot be 
interpreted as negations. The reason is that in the Boolean option of interpreting 
node activities the vector 0 = <0, 0, …, 0> indicates a scheme with minimal 
informational content. Hence, 0 indicates maximum underspecification, not a 
negative truth-value. As a consequence, we have no direct way to express the 
inferences (30b) in the subsymbolic mode.17 In the next section we overcome 
this shortcoming by adopting the DeMorgan option of interpreting activation 
states.  
 
5 Penalty/Reward Logic 
 
The DeMorgan option of interpreting activation states means that we explicitly 
consider a resting state in the centre of the unit's working range in order to 
represent minimal information (complete underspecification). For reasons of 
symmetry and parsimony I choose the interval [1, +1] as working range of a 
unit; the activations +1 and 1 indicate maximal specification (corresponding to 
the truth values T and F); the activation 0 indicates underspecification (see 
Section 2). 
 Assuming a symmetric network with n nodes it is possible now to express 
all elements of the discrete subspace {1, 0, +1}n  [1, 0, +1]n by symbolic 
expressions. Following Blutner (2004), we can do this formally by interpreting 
the conjunction of literals in ℒAt by the corresponding elements of the 
DeMorgan algebra  <S, >.  More precisely, we call the triple <S, , ↿ ⇂> 
a Hopfield model for ℒAt if and only if ↿ ⇂ is a function assigning some element 
of S to each atomic symbol and obtaining the following conditions: 
 

                                           
17 Of course, we can introduce a hard rule p3p4 in the knowledge base PK, and 

correspondingly an  additional node that corresponds to p4 into the network. Then we have 
p1 |~PK p4 instead of (30b) and this corresponds to <1 0 0 0> E <0 0 0 1> in the extended 
space. 
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(32) a.  ↿⇂ = ↿⇂◦↿⇂ 
b. ↿⇂ =  ↿⇂ ("" converts positive into negative activation and vice 
versa).  

 

A Hopfield model is called local (for ℒAt) iff it realizes the following 
assignments:   
 

(33) ↿p1⇂=  <1 0 ... 0>   

 ↿p2⇂=  <0 1 ... 0> 
   ...   

 ↿pn⇂=   <0 0 ... 1>  

 

An information state s is said to be represented by a formula  of  ℒAt (relative 
to a Hopfield model M)  iff   ↿⇂ = s. It is obvious that each discrete state 
s{1, 0, +1}n can be represented by a conjunction of literals in ℒAt using the 
local Hopfield model M given in (33). For instance, if we take n=3, the 
following formulae represent proper activation states: (i) p1 represents <1 0 0>, 
(ii) p2 represents <0 1 0>, (iii) p3 represents <0 0 1>, (iv) p1p2 represents <1 1 
0>, (v) p1 represents <1 0 0>, and (vi) p1p2p3 represents <1 1 1>. Hence, 
for local Hopfield models each discrete activation state can be considered 
symbolic.  
 Now the following important question arises: can each connection matrix 
be translated into domain knowledge such that all subsymbolic inferences 
between information states correspond to inferences in a certain symbolic 
system (perhaps a Penalty Logic or a modification of it)? And, conversely: can 
we translate domain knowledge into a connection matrix such that all symbolic 
inferences of our logical system correspond to subsymbolic inferences of he 
connectionist system? The answer to both these question is yes if we use a 
variant of Pinkas' Penalty Logic – a variant I will call Penalty/Reward Logic. I 
will proceed as follows: first I introduce Penalty/Reward Logic, next I explain 
the transformation that encodes domain knowledge expressed in this logical 
system into a connection matrix of a symbolic network, after that I present the 
reverse transformation, and finally I discuss the advantages of  the present 
approach in comparison with Pinkas' approach.  
 The syntax of Penalty/Reward Logic is the same as the syntax of Penalty 
Logic. Hence, we consider the language ℒAt of propositional logic (referring to 
the alphabet At of atomic symbols) and take a triple <At, , k> as a 
penalty/reward knowledge base (PRK) where (i)  is a set of consistent 
sentences built on the basis of At and (ii) k:   (0, ) is our cost function. The 
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idea that is connected with the cost function is that it penalizes an expression of 
 if it is not satisfied with regard to given circumstances and it rewards an 
expression of  if it is satisfied. Hence, for a scenario of  in PRK (i.e. a subset 
’ of  such that ’{} is consistent) the cost KPRK(’) of the scenario ’ is 
defined as follows: 
 

(34) KPRK(’) = def  (-’) k() - ’  k()  
 

Hence, the cost of a scenario takes into account both the beliefs that are included 
in the scenario  ’ and the beliefs that are not included in ’. The missing beliefs 
give a positive contribution to the overall cost and the included beliefs give a 
negative contribution. This contrasts with the Penalty Logic correspondence (16) 
where only the missing beliefs count. 
 However, this contrast is not really striking since we can show that Penalty 
Logic and Penalty/Reward Logic are weakly equivalent in the terminology of 
Pinkas (1995); that means they are connected by a linear transformation: 
 
(35) KPRK(’) = 2 KPK(’) -  k() 
 
The last term can be seen as constant. As a consequence, Penalty Logic and 
Penalty/Reward Logic produce the same orderings of scenarios. However, there 
are differences in the probability distributions that can be calculated by using 
standard statistical techniques (Boltzman machine: cf.  Hinton & Sejnowski, 
1983; Hinton & Sejnowski, 1986). 
 I will define now the system energy ℰPRK() which indicates how strongly 
an interpretation  conflicts with the space of hypotheses  of the  knowledge 
base PRK:   
 
(36) ℰPRK() =def  –  k() [[]]  
 

This definition appears to be identical with the earlier definition (20). However, 
we are working with the DeMorgan option now and an interpretation  
according to this option denotes a function : At{–1,1}). The usual clauses 
apply for the evaluation [[ .]]  of the formulas of ℒAt relative to  if we take into 
account that –1 stands for false now instead of  0 in the Boolean case.  
 The definition (17) for a syntactic consequence relation and (21) for its 
semantic pendant can be taken over from the Boolean to the DeMorgan option:  
 
(37) |~PRK  iff  is an ordinary consequence of each optimal scenario  of  in 

PRK (minimizing the cost KPRK) 
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(38)   PRK  iff each preferred model of  (minimizing the system energy 

ℰPRK) is a model of .  
 

As in the former case, the syntactic notion (37) and the semantic notion (38) 
coincide.  Hence, the logic is sound and complete. A proof can be found in 
Blutner (2004). 
 Now I come to the transformation that enables one to construct a 
symmetric network that is strongly equivalent with a given knowledge base. 
Given a logical expression  a characteristic function M(): [–1, 1]n  [–1,1]  is 
defined. The letter M indicates that the translation relates to the DeMorgan 
option of interpreting activation states. In the present case the generated 
variables xi refer to real numbers in the interval [–1, 1]. 
 

(39) a. M(pi) = xi, where pi designates the ith atomic formula of ℒAt 

b. M() = M() 
c. M() = ½ (M()M()+M()+M()1) 

 

As a matter of fact the amount of the characteristic function M() has its 
maximum value exactly when  has a value of true (supposing the integer values 
of xi are the values of the interpretations of pi). For example, M(p1p2) = ½ 
(x1x2+x1+x2–1). The maximization of x1 x1x2+x1+x2–1 yields x1 1, x21. 
Further, M(p1p2) = M((p1p2)) = ½ (x1x2+ x2–x1+1) and the maximization 
of the resulting term gives three solutions corresponding to the three 
interpretations that make the material implication true. For the disjunction we 
get M(p1p2) = M((p1p2)) = ½ (x1+x2–x1x2+1); the maximization again 
gives three solutions. The shape of these functions is precisely as in Figure 2 but 
with axis values running from –1 to +1 instead of from 0 to 1. It is further 
obvious that the characteristic function M() has its minimum value(s) exactly 
when  has a value of false. Now 0 = <0 0 0> builds the centre of the three 
dimensional cube and it conforms to the point of maximum underspecification. 
 The translation that transforms a penalty/reward knowledge base <At, , 
k> into a symmetric network is straightforward. We simply construct a network 
with the following energy function using the characteristic function M for 
translating propositional formulas into numerical functions: 
 
(40) E(x1, …, xn) = – k()M()  
 

It can be shown that the constructed symmetric network is strongly equivalent 
with the given knowledge base PK. In other words, we have the following fact: 
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Fact 3:  
For each knowledge base PRK with the assigned energy function E:  
ℰPRK() = E(x1, … xn) for each interpretation  provided (pi) = xi 

 
As in the Boolean case, the proof is a consequence of the observation that the 
value of a propositional formula  for a given interpretation  is the same as the 
value of the corresponding characteristic function M() provided (pi) = xi, i.e.  
 

(41) [[]]   = M() [(p1)/ x1, …, (pn)/ xn] 
 

Fact 3 then immediately follows from the definition of ℰPRK given in (36). The 
constructed network can contain higher order units. These units can be 
eliminated in the same way as discussed in section 4 by introducing hidden 
units. The main advantage of the DeMorgan option relates to the procedure that 
translates a symmetric network into a symbolic knowledge PRK. As in the 
Boolean case discussed before, I exclude higher order units and/or hidden units.  
 A connection between two nodes i and j contributes a term wijxixj to the 
energy function. Now we can ask what expression  translates to the product 
xixj. The answer is the biconditional:  M(pipj) = M((pipj)(pjpi)) = 
xixj+1/8(xi

2xj
2xi

2xj
2+1). The last term 1/8(xi

2xj
2xi

2xj
2+1) can be neglected 

since it always gives the constant 1/8 for the discrete values {1, 0, 1}. Hence, I 
propose to consider the following expressions ij as a translation of a single 
connection: 
 

(42)  ij =def  sign(wij)(pipj),  for 1i<jn 
 

For each connection matrix w the associated penalty/reward knowledge base is 
defined as PRKw = <At, w, kw>, where the following two clauses apply: 

 

(43) a. w = {ij: 1i<jn} 
b.  kw(ij) = wij 

 

Corresponding to fact 2 in the Boolean case, we can prove now the following 
fact (cf. Blutner 2004): 
 
Fact 4:  

For each connection matrix w the every energy function E(s) = i>j wij si sj is 
strongly equivalent with the associated knowledge base PRKw , i.e.    
ℰPK() = E(s1, …, sn) + constant, provided (pi) = si 

 



Reinhard Blutner 

78 

For the proof we notice first that [[ij]]  = [[sign(wij) (pi  pj)]]  = Sign(wij)  (pi) 
 (pi), where Sign(x) equals x if x0 and equals x if x<0. Then we have the 
following equivalences: ℰPRK() =def    k() [[]]  =  i>j  k(ij) [[ij]]  = 
i>j  wijSign(wij)(pi)(pi) =  i>j  wij (pi)(pi)) = E(s). Hence, ℰPK() and 
E(s) are identical provided (pi) = si. Thus, they are strongly equivalent.  
 At the beginning of this section we introduced local Hopfield models that 
allow one to represent each discrete information state by a conjunction of literals 
of the propositional language ℒAt. Now we can state that each subsymbolic 
inference between information states corresponds to an inference in 
Penalty/Reward Logic (and vice versa). This is an immediate consequence of 
Facts 3 and 4. 
 
Fact 5:  
 Let  and  be formulas that are conjunctions of literals. Assume further 

that a penalty/reward knowledge base PRK is associated with the connection 
matrix w – by using either the transformation PRK  w (40) or the 
transformation w  PRK  (43). Then we have: ↿⇂ w ↿⇂ iff    PRK   
(iff   |~PRK ) 

 
The equivalence between subsymbolic inferences in Hopfield networks and 
symbolic inferences in Penalty/Reward Logic can be applied in two different 
ways. First, this outcome of the integrative methodology can help the symbolist 
to find more efficient implementations of solving optimization problems and 
constraint satisfaction problems. Second, the results can help the connectionist 
to better understand their networks and to solve the so-called extraction 
problem, i.e the extraction of symbolic knowledge from connectionist networks. 
The latter approach was stressed by d'Avila Garcez, Broda, & Gabbay (2001) 
inter alia, the former was pioneered by Pinkas (1992, 1995). 
 In our example from Figure 1 the energy function (8) was calculated in 
case of the DeMorgan option, repeated here.  
 
(8)  E(s) = –0.2 s1s2 – 0.1 s1s3 + s2s3 
 
The corresponding knowledge base is given by the following weight-annotated 
defaults.   
 
(44) p1  p2  0.2 

p1  p3  0.1 
p2  p3 1 
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The translation mechanism is very simple and transparent: it translates a node i 
into the atomic symbol pi, translates an activating link in the network into the 
logical biconditional , and translates an inhibitory link into the biconditional 
 plus an internal negation  of one of its arguments. Furthermore, the weights 
of the defaults have to be taken as the absolute value of the corresponding 
matrix elements.  
 Is the difference between choosing the Boolean option and choosing the 
DeMorgan option really essential? A first hint for an essential difference is 
obtained if we look at Figure 5 which presents the energy function (8) as 
function of s2 and s3 with a fixed value s1=1, i.e. the first node is clamped with 
its maximum activity. We are interested in calculating the minimum value of the 
energy regarding the s2–s3 plane.  Of course, the starting point for the 
minimization route is important. The De Morgan option allows us to take the 
starting point as expressing maximum underspecification. This corresponds to 
the vector <1 0 0> in the full three dimensional activation space or to the two 
dimensional projection <0 0>. This point is called B in Figure 5. B contrasts 
with the point A, which is  <–1 –1>. A is the starting point in a corresponding 
picture using the Boolean option.  
 
 

 
 

 
 
 
 
 
 

 

 

 

Figure 5: Energy landscape for calculating the 
asymptotic updates of  <1 0 0>. Starting points 
for energy minimization: A for the Boolean 
option, B for the DeMorgan option. 

 
By beginning near the centre of the cube (B) and searching using gradient 
descent, the network has better chances of finding a global minimum than by 
beginning on the top position A. Hence, the De Morgan option bears a real 
advantage of improving the performance of the system. In Hopfield and Tank 
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networks (Hopfield & Tank, 1985) this advantage is regularly exploited, and the 
preferred option is to start the search from the centre of the cube. 
 Another advantage of the De Morgan option concerns the conceptual 
simplicity and naturalness of solving the extraction problem. Of especial 
importance is that the thresholds can be assumed to be zero in cases where the 
De Morgan option is chosen (with a working space [-1, 1] of a unit). Hence, the 
additional term i isi can be dropped, which leads to a considerable 
simplification of the translation that transforms symmetric networks into 
symbolic knowledge bases. 
 A third advantage has to do with the explanation of recoverability 
(bidirectionality). In natural language theories this trait refers to a general 
characteristic of the form-meaning relation realized in 
understanding/production: what we produce we are able to understand 
adequately and what we understand we are able to produce adequately.  Using 
the DeMorgan option of interpreting activation states, this picture will make the 
explanation much more transparent than the Boolean option. 
 In the abstract framework of pattern association patterns at a level A are 
associated with patterns at level B. Recoverability/bidirectionality can now be 
formulated as follows. We assume a simple experimental situation where a 
subject is presented with a (repeated) series of pairs [ai, bi] of pattern from AB. 
The subject has to learn to produce the associated  element, say bi when the first 
member ai of the pair is presented. Hence, in this paradigm the subject has to 
learn a predefined relation between a set of input patterns ai and a set of output 
patterns bi. For instance, an input pattern can be a lexigram (e.g. senseless 
syllable), and an output pattern can be a picture of a fruit. We assume a 1–1 
correspondence between inputs and outputs. 
 If subjects are qualified to match stimulus ai to bi and then, without further 
training, match bi to ai, they have passed a test of symmetry. Passing this test, 
thus conforms to the characteristic of recoverability or bidirectionality in the 
domain of natural language computation. The test of symmetry plays an 
important role in research on the acquisition of functional symbol usage in apes 
and children. The important empirical finding is that children as young as 2 
years pass the symmetry test (e.g. Green, 1990). In contrast, chimps did not 
show symmetry: having learned to match lexigram comparisons to object 
samples, the chimps were not able, without further training, to match the same 
objects now presented as comparisons to the corresponding lexigrams, now 
presented as samples (cf. Savage-Rumbaugh, 1984; Dugdale & Lowe, 2000).18 

                                           
18 A possible exception is Kanzi, the bonobo monkey. Kanzi’s knowledge was reciprocal. 

There was no need to teach her separately to produce and to comprehend (Savage-
Rumbaugh & Lewin, 1994). 
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 Using symmetric networks it is very simple to account for recoverability 
(passing the symmetry test) after learning the association ai  bi (assuming a 1-1 
correspondence). For simplicity, we adopt a localist model with two levels of 
nodes such that the nodes correspond to the pattern ai and bi, respectively. Using 
the  DeMorgan  option,  this  corresponds  to a  system  of  weighted  constraints 
{[ai  bj: wij], 1  i,j  N} plus strict inhibitory links within the level A and B, 
respectively: {[ai  aj: ],  ij}{[bi  bj: ],  ij}. Now it is not difficult 
to show that we can reproduce the list ai  bi for all i if and only if wii > 1  j  N  

wij  for each 1  i  N.  That conforms to getting the inferences ai  PRK bi with 
the corresponding knowledge base PRK. Because of the symmetry of the 
knowledge base it can be concluded that the list can be reproduced in reverse 
order: bi  ai (i.e. bi  PRK ai). 
 Concluding this section we can say that the DeMorgan option has a series 
of advantages if compared to the Boolean option: (i) it accounts to the idea of 
underspecification and inferential completion; (ii) it helps to improve the 
performance of the optimization procedure; (iii) it provides a conceptually 
simple and natural solution to the extraction problem; (iv) it makes the feature of 
recoverability transparent.  
 
6 Optimality Theory and Symmetric Networks 
 
Optimality theory (OT) was initiated by Prince & Smolensky (1993/2004) as a 
new phonological framework that deals with the interaction of violable 
constraints. In recent years, OT was the subject of lively interest also outside 
phonology. Students of morphology, syntax and natural language interpretation 
became sensitive to the opportunities and challenges of the new framework (e.g. 
Blutner & Zeevat, 2004). The reasons for linking scientists into this new 
research paradigm is manifold: (i) the aim to decrease the gap between 
competence and performance, (ii) interest in an architecture that is closer to 
neural networks than to the standard symbolist architecture, (iii) the aim to 
overcome the gap between probabilistic models of language and speech and the 
standard symbolic models, (iv) the logical problem of language acquisition, (v) 
the aim to integrate the synchronic with the diachronic view of language.  
 In the present context we emphasize the second motive. OT is deeply 
rooted in the connectionism paradigm of information processing. As a 
consequence, OT does not assume a strict distinction between representation and 
processing. The development of OT demonstrates a new and exciting research 
strategy: augmenting and modifying symbolist architecture by integrating 
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insights from connectionism. The development of Penalty Logic is another 
illustration of this strategy.  
 It's not possible to give a systematic introduction into OT here.19 The 
primary aim of this section is to draw attention to the close similarities between 
OT and the logical approach proposed in Sections 4 and 5, but also to point out 
some significant differences. The main difference between OT and numerical 
theories like Penalty Logic and Harmonic Grammar (Smolensky, 1986, 1995) is 
the shift from numerical to non-numerical constraint satisfaction. Why Prince 
and Smolensky (1993) proposed this shift, is explained by Smolensky 
(Smolensky, 1995: 266) as follows: “Phonological applications of Harmonic 
Grammar led Alan Prince and myself to a remarkable discovery: in a broad set 
of cases, at least, the relative strengths of constraints of constraints need not be 
specified numerically. For if the numerically weighted constraints needed in 
these cases are ranked from strongest to weakest, it turns out that each constraint 
is stronger than all the weaker constraints combined.” In other words, the shift 
from Harmonic Grammar to Optimality Theory, that means the realization of 
what is called strict dominance of the OT constraints appears to be mainly 
motivated by empirical findings in the domain of phonology.  
 A possible advantage of strict dominance lies in the robustness of 
processing. Following a suggestion of David Rumelhart the following argument 
was put forward: “Suppose it is important for communication that language 
processing computes global harmony maxima fairly reliably, so different 
speakers are not constantly computing idiosyncratic parses which are various 
local Harmony maxima. Then this puts a (meta-)constraint on the Harmony 
function: it must be such that local maximization algorithms give global maxima 
with reasonably high probability. Strict domination of grammatical constraints 
appears to satisfy this (meta-)constraint.” (Smolensky 1995, note 38: 286).  
 In concord with this argument it is not implausible to assume that the 
theoretical explanation for differences between automatic and controlled 
psychological processes (Schneider & Shiffrin, 1977) can also be seen as an 
emergent effect of the underlying neural computations (cf. Blutner, 2004). 
Whereas controlled processing relates to the capacity-limited processing when 
the global harmony maxima (= global energy minima) are difficult to grasp, 
automatic processing relates to a mode of processing where most local harmony 
maxima are global ones. 
 In order to illustrate the strictness of domination of grammatical constraints 
I consider a small fragment of the vowel system of English (cf. Kean, 1995), 

                                           
19 For good introductions the reader is referred to the literature (e.g. Archangeli & 

Langendoen, 1997; Kager, 1999; Smolensky & Legendre, to appear). 
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which is roughly simplified for the present purpose.20 The example rests on a 
classification of the vowels in terms of the binary phonemic features as 
illustrated in Table 4. 

 

Table 4: Fragment of the vowel system of English and the phonological feature 
specifications 

 
 /a/ /i/ /o/ /u/ /ɔ/ /e/ /æ/
back + – + + + – – 
low + – – – + – + 
high – + – + – – – 
round – – + + + – – 

 
 
For the purpose of applying propositional Penalty Logic, the phonological 
features may be represented by the atomic symbols BACK, LOW, HIGH, 
ROUND. The knowledge of the phonological agent concerning this fragment 
may be represented by the following violable constraints (usually called 
markedness conventions)21:  
 
(45) a. VOC BACK 1 

b. BACK LOW  2 
c. BACK HIGH 3 
d. LOW ROUND 4 

 
With regard to the agent's knowledge, the feature specifications in Table 4 are 
highly redundant. It can be shown that only the feature specifications in the grey 
fields must be given, the specification in the remaining fields can be calculated 
by the agent's knowledge. For the proper working of the constraint system in 
(45) it is required that the constraints are ordered in a hierarchical way, with 
(45a) at top and (45d) at bottom. This hierarchy corresponds to a relation of 
strict domination: one violation of a higher ordered constraint cannot be 
overpowered by arbitrary many violations of lower ordered constraints. The 
technical means of expressing the hierarchy is the use of exponential penalties 
with a basis 0 <   0.5. In the present case,  = ½ or smaller is a proper base 
since we are concerned with binary features which can be applied only once in 
each case.  

                                           
20 I borrow this example from Blutner (2004). 
21 Further, two hard constraints are needed to express strong redundancies: LOWHIGH; 

ROUNDBACK. 
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 Table 5 illustrates a sample calculation using an OT tableau. As usual in 
the OT literature a violation of a constraint is indicated by * and the small hand 
icon is used to mark the optimal candidate. In the present case we have only two 
candidates that satisfy the input's conditions for a non-high front vowel. The 
only free feature corresponds to LOW. It resolves to –LOW because of the 
second constraint, which is the highest ranked constraint that discriminates the 
two candidates: it is satisfied for the optimal candidate but violated for the other 
candidate. The optimal candidate distinctively characterizes the vowel /e/. In the 
last column penalties are calculated from the constraint violations assuming 
penalties n for constraints of rank n  (with = ½). 
 
 

Table 5: OT tableau for calculating the optimal non-high front vowel: /e/ 

   
Input: + VOC  –BACK   –HIGH  

 

 – + –  * * *  0.5550 
 – – –  *  * * 0.5055 

  
BACK 

 

 
LOW 

 

 
HIGH 

 

 
ROUND

 

VOC 
↕ 

BACK

BACK

↕ 
LOW 

BACK

↕ 
HIGH

LOW 
↕ 

ROUND 

Penalty 
(= ½) 

 
 
 
Using the DeMorgan option it is straightforward to translate the constraint 
system (45) into a localist symmetric network as can be seen from Figure 6. 
 
 
 
 
 
 
 
 
 
 

Figure 6: Hopfield network with exponential 
weights representing the generic knowledge22 of 
a phonological agent  

                                           
22 The hard constraints mentioned in footnote 20 are not represented in this network. We leave 

it as an exercise for the interested reader to perform the corresponding modifications using 
the techniques explained in section 5.  
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 We conclude that both Penalty Logic and Optimality Theory look for an 
optimal satisfaction of a system of conflicting constraints. Most importantly, the 
exponential form of the penalty function results in strict domination of the 
constraints, meaning that violations of many lower ranked constraints invariably 
count less than one violation of a higher ranked constraint. Moreover, we have 
seen how constraints that conform to formulae of propositional logic can be 
translated into a symmetric connectionist network by assuming a localist 
interpretation of the atomic symbols.  
 Early proposals to ground OT in connectionist architecture made use of 
(non-symmetric) feedforward networks (cf. Smolensky, 1986; Prince & 
Smolensky, 1993/2004). However, Smolensky & Legendre (to appear) also 
acknowledged the relevance and power of symmetric networks for developing 
an integrated connectionist/symbolic cognitive architecture. One important 
advantage of symmetric networks is that they give a natural account of the 
emergence of recoverability and bidirectionality.  
 There are two shortcomings with the presented account of reducing OT to 
connectionist networks. The first one concerns the use of a localist 
interpretation. Though a localist interpretation generates a fairly transparent 
relationship between symbols and node activities, this idea is much too naïve to 
be taken seriously as a promising programme in Cognitive Neuroscience. In 
realistic examples, the relation between the symbolic expressions as used in 
Penalty Logic and the elements of the pre-symbolic product space is much less 
direct than localist Hopfield models suggest. In an outstanding dissertation, 
Martinez (2004) proposed ideas for simultaneously using discrete symbolic 
means and non-discrete numerical means, and she developed tools of relating 
the two different realms in a much less direct way than strictly localist accounts 
suggest (see also Barwise & Seligman, 1997; Martinez, 2003). I think these 
ideas have a big potential for future accounts for an integrated 
connectionist/symbolic cognitive architecture. 
 The second shortcoming relates to the fact that the constraints we used in 
the example from intrasegmental phonology are micro-constraints in the sense 
that they are in direct correspondence to a very small fragment of the network. 
In fact, in the case under discussion each constraint corresponds to a pair of two 
linked nodes in the network. It is also indispensable to have constraints that 
correspond to larger parts of a network even when a localist interpretation is 
used. The whole idea of assemblies we mentioned in section 2 suggests that 
constraints are distributed over significant parts of the network. Hence, it is 
opportune to propose an extended scheme. In this connection I will introduce the 
notion of macro-constraints. In a first approximation, macro-constraints can be 
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seen as an organized congregation of micro-constraints, and they can be 
considered to constitute innate structure. The idea of macro-constraints is 
closely related to the idea of an abstract genome as developed by Smolensky & 
Legendre (to appear: Chapter 21). In detail, the idea has been worked out for 
basic CV syllable theory.  
 Macro-constraints can be defined as collections of micro-constraints with 
identical penalties. The idea of associating micro-constraints with identical 
penalties becomes appealing when we translate the set of micro-constraints into 
a neural net. Then identical penalties correspond to fixed relationships between 
certain connection weights in the symmetric network. For instance, let's assume 
a weighted macro-constraint C = {pi  pj, ij}: w, where w is the penalty 
associated with all the micro-constraints pi  pj in C. Hence, all weights 
between the nodes i and j in the network are required to be identical and to have 
the value w. Though the penalties can be changed by learning it is assumed that 
the identity of the corresponding weights is not lost over the course of learning. 
Thus this relationship is maintained during learning, although the absolute 
magnitude of the weights changes as particular knowledge is acquired. As a 
consequence, the relationship between connection weights can be considered  to 
constitute the innate knowledge provided by a constraint (cf. Smolensky & 
Legendre, to appear).   
 Concluding, macro-constraints are essential for two related reasons: (i) they 
correspond to larger parts of the network and constitute assemblies, (ii) they 
express an innate a relationship, which is not influenced by learning. 
 In sections 4 and 5 we have formalized a penalty (penalty/reward) 
knowledge base as a triple <At, , k> where  was a system of propositional 
expressions (=micro-constraints). Now we consider macro-constraints as (non-
empty) sets of micro-constraints, and a macro-knowledge base MK can be 
defined as a corresponding triple <At, , Mk>, where (i)  is a set of 
nonempty sets of consistent sentences built on the basis of At; (ii) Mk:   (0, 
), the penalty function that associates penalties with each macro-constraint. 
Now the system energy of an interpretation  with regard to a macro-knowledge 
base MK is defined as follows: 
 
(46) ℰMK() =def  –  

Mk()   [[]]  
 
For each macro-knowledge base MK = <At, , Mk> we can construct the 
associated ordinary knowledge base K = <At, , k>, where  =   and k() = 
Mk() if  . It is obvious that the system energy (47) of an interpretation with 
regard to a macro-knowledge base is identical to the system energy of an 
interpretation with regard to the associated ordinary knowledge base: ℰMK() = 
ℰK(). The crucial point is that the penalties k() for all micro-constraints  that 
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constitute the macro-constraint  are identical. Further, it is obvious how to 
construct the symmetric network that corresponds to a macro-knowledge base: 
build the associated ordinary (micro-) knowledge base and translate it into the 
network using the technique explained in sections 4 and 5. 
 
7 Conclusions: Logic and embodied theories of cognition 
 
The present contribution can be seen as part of recent efforts to develop an 
embodied view of cognition. The emerging viewpoint of embodied cognition 
holds that cognitive processes are deeply rooted in the body’s interactions with 
the world (cf. Brooks (1999); Anderson (2003); Lakoff & Johnson (1999); 
Varela, Thompson, & Rosch (1993)). The idea of embodiment has diverse 
aspects. Several philosophers and cognitive scientist agree that at least the 
following three aspects are of special importance (cf. Anderson, 2003): 
 
 Reductionist aspect: The system must be realised in a coherent, integral 

physical/biological structure. As an immediate consequence, certain features 
of the symbolic system (e.g. the OT Grammar) must be reducible to plausible 
neural models. 

 Evolutionary aspect: The explanation of the behaviour must include 
reference to cultural evolution. This derives from the observation that 
intelligence lies less in the individual brain and more in the dynamic 
interaction of brains with the wider world, including especially the social and 
cultural worlds.23 

 Grounding aspect: Symbol-manipulation has to be grounded in non-symbolic 
function. OT constraints are embodied, not disembodied. A symbol is 
grounded if it has its meaning or content by virtue of its causal properties and 
relations to the referent of the symbol. Hence, symbols have to be grounded 
ultimately in the sensory-motor system or other bodily systems or are 
appropriately defined in terms of grounded symbols. 

 
The research program of embodied cognition is a continuation of the program of 
situated cognition. It is the centrality of the physical grounding project in 

                                           
23 In the domain of linguistics, Jackendoff (2002)makes the following remarkable claim 

stressing the influence of cultural interaction in understanding language: “If some aspects 
of linguistic behaviour can be predicted from more general considerations of the dynamics 
of communication in a community, rather than from the linguistic capacities of individual 
speakers, then they should be.” (Jackendoff 2002:101). 
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embodied cognition that differentiates these two research programs (cf. 
Anderson, 2003).  

Taking up the view of embodiment, the present article builds mainly around 
the reductionist aspect of embodiment. What are the central general principles of 
computation in connectionist – abstract neural – networks? How can these 
principles be reconciled with those of symbolic computation? Which basic 
assumptions of OT can be reduced to connectionist computation? And in what 
case alternate explanations are required? In a nutshell, we can state the 
following main results: 
 
 To overcome the gap between symbolism and connectionism it is useful to 

view symbolism as a high-level description of the properties of (a class of) 
neural networks. The application of algebraic and model-theoretic techniques 
for a higher-level analysis of neural networks (e.g. Balkenius & Gärdenfors, 
1991; Pinkas, 1995; Blutner, 1997, 2004) and their development in the 
present paper proves especially valuable when it comes to study the concrete 
link between inferences in symmetric networks and inferences in  
nonmonotonic logic.  

 The foundational issue of OT: The general shape of symbolic OT systems 
proves to be conforming to the penalty-logical treatment proposed in sections 
4 and 5. Because of the close relations between Penalty Logic and symmetric 
networks, certain features of standard OT appear to be reducible to the basic 
traits of neural network models. This concern first at all the idea of 
domination: constraint conflict is resolved via a notion of differential 
strength: stronger constraints prevail over weaker ones in cases of conflict.  

 Strictness of domination (hierarchical encoding of constraint strengths): This 
problem matters both from a theoretical and an empirical perspective. In the 
words of Bechtel, the solution to this problem “may create a rapprochement 
between network models and symbolic accounts that triggers an era of 
dramatic progress in which alignments are found and used all the way from 
the neural level to the cognitive/linguistic level (Bechtel, 2002, p.17). 
Presently, there are only vague ideas about how to account for the strictness 
of domination and the entailed idea that Grammar (usually) does not count. 
Moreover, it is rather unclear how to give a theoretically satisfying account 
for explaining under which conditions the strict domination of constraints 
applies and under which conditions it does not.  

 The idea of macro-constraints is essential for matching larger parts of a 
network (assembly formation). Further, macro-constraints can be used to 
express innate relationships on symmetric networks – i.e. relationships that 
aren't controlled by learning. 
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Standard OT respects the generative legacy in assuming that the universal 
features of language can be explained by assuming a Universal Grammar (UG). 
UG describes the innate knowledge of language that is shared by individual 
humans. In standard OT, the innate knowledge of language consists (a) of a 
generative device that generates the admissible input-output pairs and (b) the set 
of constraints. Language-particular aspects refer to the possible rankings of the 
constraints (e.g. Prince & Smolensky, 1993/2004). Hence, the suggestion of an 
abstract genome (Smolensky & Legendre, to appear) as well as the suggestion of 
macro-constraints and the way they constrain symmetric networks nicely fits 
into this picture. 
 However, recent effort on the problem of the evolution of language in 
humans (e.g. Hurford, 1998; Steels, 1998; Kirby, 2002; Zeevat & Jäger, 2002) 
made clear that a thorough explanation of the universal properties of language 
cannot be exclusively based on an individual's cognitive capacity which is taken 
to be biologically determined. So, if we want to know how and where the 
universal features of language are specified, it is not sufficient to consider only 
an individual’s competence and how it is derived from primary linguistic data 
via the Language Acquisition Device (LAD). Rather, it is essential to focus on 
how certain hallmarks of human language can arise in the absence of biological 
change by assuming the force of cultural evolution. In explaining the universal 
properties of language, the evolutionary approach is in line with the claims made 
by proponents of embodied cognitive science. Hence, it is our central task to 
investigate the interaction between biological and cultural substrates. The 
paradigm of iterated learning (e.g. Kirby & Hurford, 1997; Kirby, 2002) has 
proven as especially useful in investigating the emerging effects from this 
interaction.  
 Taking the dimension of cultural evolutionary into account suggest that at 
least some principles of OT van be explained as emergent factors of cultural 
exchange. This concerns, first at all the explanation of bias constraints (Zeevat 
& Jäger, 2002) and the principle of constructional iconicity24, which is related to 
the feature of weak bidirection (Mattausch, 2004). Hence, naïve OT with its 
assumption of inborn constraints has to be overcome by an embodied OT, which 
respects the role of grounding constraints by iterated learning. In this regard it is 
important that the mechanism of grounding is directed by mechanisms that are 

                                           
24 Constructional iconicity states that there is a harmonic linking between complex semantic 

contents and complex (surface) forms on the one hand and less complex semantic contents 
and simple forms on the other hand. Both in pragmatics and in (natural) morphology the 
principle plays an important role in describing the direction of language change. In formal 
semantics, this principle is called division of pragmatic labour  (Horn, 1984); in the school 
of „natural morphology“ it is called constructional iconicity (Wurzel, 1998). 
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very close to those used in modelling evolutionary change (e.g. Hayes, 1996; 
Boersma, 1998).  
 In this article I have concentrated on the reductionist aspect of embodied 
cognition – certain features of a symbolic system (e.g. the OT Grammar) must 
be reducible to plausible neural models. Though the reductionist programme is 
an integral part of the embodied paradigm it is not the whole story. The 
evolutionary aspect and the aspect of grounding likewise deserve attention. 
Once more, the feature of situatedness, i.e. dynamic interaction of brains with 
the wider world, including especially the social and cultural worlds, should 
prove promising for future research. 
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Horn’s division of pragmatic labour (Horn, 1984) is a universal property of 
language, and amounts to the pairing of simple meanings to simple forms, and 
deviant meanings to complex forms. This division makes sense, but a community 
of language users that do not know it makes sense will still develop it after a 
while, because it gives optimal communication at minimal costs. This property of 
the division of pragmatic labour is shown by formalising it and applying it to a 
simple form of signalling games, which allows computer simulations to 
corroborate intuitions. The division of pragmatic labour is a stable communicative 
strategy that a population of communicating agents will converge on, and it 
cannot be replaced by alternative strategies once it is in place. 

 
 
 
 
1 Introduction: philosophy and empiricism 
 
If philosophy is the justification of knowledge, one of the subjects that may be 
justified is empiricism as a source of knowledge. But, reversely, can empiricism 
justify philosophical principles? Our research is based on simulation, a form of 
empiricism, to test the hitherto unproven but plausible evolutionary origin of a 
theory of language philosophy, namely Horn’s division of pragmatic labour. 

An important aspect of linguistic theory should be the possibility to account 
for the origin and development of language. Some language universals might be 
                                           
1 We thank Erik Borra, Arnold Obdeijn, Jasper Uijlings, and Reinier Zevenhuijzen who 
contributed to a very early version of this paper written in Dutch, and to the actual computer 
simulations on which this article is based. The first author is supported by a grant from the 
Netherlands Organisation for Scientific Research (NWO), project grant 277-70-001 to René 
Kager. 
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explained by, or reduced to, properties of the brain, whether these are general 
cognitive properties or specific to language. As the brain can be observed, 
theories positing properties of the brain are, at least in theory, empirically 
testable.  

Historical experimentation or observation, on the other hand, is virtually 
impossible, making it very hard to test theories on language universals and their 
origins. This paper, however, uses simulations of language development to 
overcome this problem. The universal property that the paper focuses on is a 
pragmatic property of language, Horn’s division of pragmatic labour (Horn, 
1984) which will be explained below. This phenomenon is described as a 
property that is observed universally in language use; however, it is posited 
philosophically as a basic principle that is used to describe natural language 
semantics and pragmatics. This paper attempts to add more arguments to the 
philosophical side of the principle by explaining its emergence as virtually 
inevitable under reasonable assumptions on language evolution.  

It is assumed that language came into being by linking signals to meanings 
and vice versa2

In this paper, an initial stage of unprincipled form-meaning pairings is 
assumed. An individual may produce a specific signal (noise) in a specific 
situation. This signal is his expression of that situation. However, this 
“language” is restricted to the level of the individual and it is quite removed 
from a shared communicative device.  

. Given this assumption, this article is to show that the division of 
pragmatic labour follows from repeated acts of linguistic communication. This 
is important, as a population without language cannot agree on how to develop a 
language. This makes it undesirable to attribute pragmatic preferences of 
language use to individual preferences in language users, as individuals have no 
reliable information on the preferences of other language users a priori. 
Computer simulations showed that it is not necessary to assume individual 
preferences to be biased towards optimal pragmatic solutions; the only ‘bias’ 
should be that effective communication is preferred over ineffective 
communication, but this ‘bias’ cannot be seen as a property that determines the 
strategies of individual language users, as it surpasses the level of the individual. 
Still, an optimal solution emerges that happens to conform to the division of 
pragmatic labour.  

In the next section, we explain what is meant by a Horn strategy of form-
meaning pairings. Section 3 introduces Lewis’ idea of a signalling game (Lewis, 
1969). Subsequently, in section 4 we explain our implementation of a simulation 
experiment of signalling games, and in section 5 and 6 we present our results 

                                           
2 In the modern constructionist literature, such form-meaning pairs are called constructions 

(see Goldberg, 1995; Tomasello, 2003). 
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demonstrating how Horn’s division of pragmatic labour emerges from an 
evolutionary mechanism in language use.  Further, we discuss the evolutionary 
stability of certain form-meaning pairs. Section 7, finally provides a general 
discussion including an outlook of how the present research could be continued.  

 
2 Horn strategy 
 
People tend to use the simplest signals for the most common messages and more 
complex signals for more unusual messages. This can be seen in example (1) , 
below. 
 
(1) a. John sings a song. 
 b. John produces noises resembling a song. 

 
  
Sentence (1a) caters for a normal situation where someone sings a song. In the 
second sentence something strange seems to happen. Indeed, why use a strange 
sentence for a message that may be catered for with a normal sentence? 
This observation is expressed by the following rule: Simple messages express 
normal situations and more complex messages express strange situations. This 
rule was posited by Horn (1984) and is known as Horn’s division of pragmatic 
labour or as Horn’s rule or (here) as the Horn strategy. 

Horn justifies his rule on empirical grounds, by observation. The lack of 
observations on its development, however, makes it hard to explain its origin. 
As theories gain empiric backing by a multitude of observations complying with 
it, we will continue this paper with a formalisation of Horn’s rule that allows for 
observations on its development. Does Horn’s rule always apply to the 
development of language or is it an accidental feature of the languages that we 
happen to observe? To answer this question, populations developing a language 
were simulated. In the simulations, language users (agents) interact to convey 
meaning in so-called signalling games. The language users are assumed to be 
defined by a genetic make-up, which can change over generations. 
 
3 Signalling Games 
 
The concept of signalling games (Lewis, 1969) can be summarised as follows: a 
population of agents communicate to each other; if they manage to interpret a 
message correctly, they score in the game. The signalling games paradigm is 
well-defined and therefore it can be put to use to simulate language development 
in a straight-forward way, with the addition of an evolutionary perspective.  
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 Methodologically, the development of an evolutionary perspective can 
proceed in two different ways. First, there is the purely theoretical approach, by 
using the concept of an evolutionary stable strategy (Smith, 1982). For several 
interesting results that were found in this way, we refer the reader to van Rooy 
(2004) and  Benz, Jäger, and van Rooy (2005). Second, there is the construction 
of explicit dynamic models of the process by which the proportions of various 
strategies in a population change. This approach was pioneered by Luc Steels 
(e.g. Steels, 1998; Steels & Belpaeme, 2004). 

In this paper, we follow the second approach and we will develop a genetic 
algorithm that implements a signalling game, adding (to the general model) the 
idea that well communicating agents score points and are thus more likely to 
procreate. 

In the model, there are two roles for every agent: sender and receiver. A 
sender sends a message covering the meaning he wants to transmit. The receiver 
interprets the message; he attributes a meaning to it. Prerequisite for good 
communication is that the meaning is the same in both cases; only then agents 
understand each other. Note that no a priori form-meaning relation is imposed. 
This is important, as even though one might accept the emergence of simple 
form-meaning pairs that have iconic value (like the imitation of an animal’s call 
to signify that animal), assuming iconic "words" is in no trivial way sufficient to 
explain full-fledged languages. In addition, it also fails to explain Horn's 
division of pragmatic labour as the connection between simple form and 
common meaning is not iconic. To the human observer, that relation might be 
"logical", but that can be explained wholly by the fact that this is what we 
observe and/or have acquired, and therefore begs the question. 

It is important to remark that communicating and procreating agents should 
not be seen as models of actual humans; the agents are way to simple and there 
is no evidence as of yet to indicate that pragmatic strategies are encoded directly 
in the genome; without any biological underpinning, such an assumption is 
therefore far too speculative. The simulations are meant to illustrate the high 
likelihood that pragmatic strategies, when adapted to communicative needs, 
converge on Horn-like states, thereby creating both a shared language without 
prior conference and without individual properties. 
 
4 Formalisation of signalling games 
 
4.1 Evolving agents in the signalling game 
 
In the simulations, agents obtain points for each message they rightly transmit or 
interpret. Those scoring most points are most likely to survive and procreate. An 
agent is fully defined by his communication strategy. His only task is to 
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communicate and that is the sole thing that matters for his survival and 
procreation. The game is bilateral; each agent both sends and receives. 

Offspring of two agents will have a communication strategy combining 
both strategies. This might be the origin of a common language, but that is 
merely accidental and only holds for children with similar parents, not in 
general. Obviously, this simplification of procreation does not model human 
children of which the parents speak a different language; a child raised in a 
bilingual situation is most likely to speak both languages. The offspring of 
agents with different strategies combine the strategies of their parents; one could 
also think of this as a probabilistic simplification, as the strategies are 
independent of each other. 
 
4.2 Domain of communicative interaction 
 
The game itself is a simplification of human communication. Agents may find 
themselves in two different situations, the normal situation and the deviant 
situation. In the model, this amounts to a desire of the agent to express the 
normal meaning and the deviant meaning. Agents may transmit two different 
signals, the simple signal and the complex signal. The names for the situations 
and for the meanings are mere labels; they have no properties that are different, 
the only difference is that they are not the same instance of the same class. 

Each combination of meaning and signal is allowed. This leads  to  2 
(meanings) x 2 (signals) = 4 possible sending strategies as well as 4 receiving 
strategies. Together this leads to 4 (sending strategies) x 4 (receiving strategies) 
= 16 communication strategies. 

The game is played as follows: two agents meet and communicate. One 
starts to speak. First his situation is normal, so he communicates the normal 
meaning in the form relevant to his strategy. The second agent interprets this 
signal with the meaning relevant to his strategy. If indeed this is the intended, 
normal meaning, both score one point. Next, the sender communicates the 
deviant meaning and the same happens. Subsequently, the roles are inverted. In 
this way both agents can score up to four points per game. 
 
4.3 Representation of the agents 
 
An agent is represented by a bitstring (a series of bits, i.e. zeros and ones). This 
bitstring represents his communication strategy. The bitstring of an agent with 
the Horn strategy, for instance, is 0101. The bits are 0 for simple and for normal 
and 1 for complex and for deviant and the positions indicate the following: 
 
1. the signal used for the normal meaning (simple, 0, or complex ,1) 
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2. the signal used for the deviant meaning (simple, 0, or complex, 1) 
3. the meaning attributed to the simple signal (normal, 0, or deviant, 1) 
4. the meaning attributed to the complex signal (normal, 0, or deviant, 1) 
 
These bitstrings may be considered to be the agent’s genome. The bitstring can 
be transformed in a more insightful graph, as shown in Figure 1.  

 
 
 
 
 
 
 
Figure 1: Example of an agent type. The 
arrows indicate the connections from 
forms to interpretations and from 
interpretations to forms, respectively  

 
The total set of sixteen stategies is shown in Figure 2 in a schematic form. 
 
 

Figure 2: All communication strategies 
(agent types) in a schematic form.  Three 
strategies are of special interest: (a) the 
Horn strategy as explained in section 3, 
(b) the Smolensky strategy reflecting the 
initial state of a learner (everything is 
assumed to be simple), (c) the anti-Horn 
strategy, which can be seen as the 
complement of the Horn strategy. 
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4.4 The selection mechanism 

 
A selection procedure always chooses agents who survive and agents who 
procreate. The probability to be selected is based on the agent’s number of 
points, it cannot be excluded that an agent with few points survives and 
procreates, though the chances are slim. 

The number of points scored by two agents a and b is determined by 
adding up the two meanings i (i.e. the normal and deviant ones), as shown 
below: 

 
Points(a) = Points(b) = Σi δ[ Hb(Sa(i)) , i ] + δ[ Ha(Sb(i)) , i ], 
   

 1 if x = y 
where   δ(x,y) = 

 0 if x ≠ y 
 

Hx ( f ) gives the interpretation by agent x for a signal f. 
Sx ( m ) gives the signal used for it by  agent x for a meaning m. 

 
The following mechanism of procreation has been used: if two agents are 
selected as having offspring, a random point in the bitstring is chosen. Two new 
agents, children of two parents, are created. For the one child, the bits to the left 
of the point originate from the first parent, the bits to the right from the second 
parent. For the other child, the bits to the right of the point originate from the 
first parent, the bits to the left from the second parent.  

At birth, agents might undergo a mutation. Every bit has a tiny chance to 
mutate after having been determined by the characteristics of its parents. This 
probability, the mutation ratio, was set to be 0.01 by default. 

Convergence of a population is related to a strategy being predominant 
within a population, as it tends to be advantageous for agents to use that 
strategy, since they tend to be well understood and they do understand well. The 
same holds for humans: in England it is useful to speak English, because many 
people will understand it; in Japan it is better to speak Japanese. The utility of a 
language is not a function of the language alone, but of the population and the 
language in interaction.  

Agents using the predominant strategy will have more offspring, making 
the population converge towards that strategy. However, not all strategies make 
communication optimal in a homogeneous population; in fact only two 
strategies allow to get the maximum of 400 points, namely the Horn and the 
anti-Horn strategy. Horn-agents are those agents that communicate the normal 
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meaning with the simple form, the deviant meaning with the complex form, and 
vice verse for interpretation (see Figure 2). Anti-Horn is the opposite. 

As convergence does not necessary imply that a population is 
communicating in an optimal way, convergence and stability are defined as two 
separate concepts. Convergence is characterized as follows: 
 

Convergence of a population takes place if a considerable majority of that 
population shares the same strategy in the limit. 

 
The percentage constituting a considerable majority may be adjusted. Stability is 
informally characterized as follows: 
 

A strategy is stable if an already existing majority of users of that strategy 
cannot be overwhelmed by another strategy, i.e. if the majority uses a 
strategy that is the best given the population. 

 
This means that convergence towards a stable strategy is irreversible. In our 
evolutionary game a stable strategy may be compared to a Nash equilibrium. 
The Nash equilibrium is a concept from game theory developed by the 
mathematician John Nash (Nash, 1950). Two players find themselves in a Nash 
equilibrium if none of them gains by changing his behaviour. In our game it is 
not the interaction between two agents that matters, but the interaction between 
all agents. Moreover, the players themselves cannot change their behaviour. 
That means that in a way the entire population finds itself in equilibrium, a 
stable situation, with a certain strategy, if no strategy exists allowing an 
individual to score more points. This individual could come into existence by 
mutation or procreation; this is not likely to happen, because the mutation rate is 
low and in case a population is homogenous, children will usually be copies of 
their (identical) parents. However, if a different strategy is more successful, it 
can overtake the population given enough strategies, as it is more likely to 
procreate. In case of a Nash equilibrium, none of the fifteen possible alternative 
strategies is more successful in a population using the prevailing strategy.3

Finally, we should note that a stable strategy in the simulations amounts to 
a shared language; if a population converges to it, the language is shared. 

 

                                           
3 For readers interested in precise definitions, we refer to Weibull  (1995), van Rooy (2004), 

and Benz et al. (2005). 
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5 Simulations of signalling games strategy evolution 
 
Given the above formalisations, a series of computer simulation was run to 
assess evolution and emergence of the signalling strategies. The simulations 
started with a start population of 100 agents. All agents interact (play the 
signalling game) with all other agents, and acquire points for successful 
communication, as described above. The selection mechanism is then applied to 
yield a new generation of agents; 85% of the agents perish, and are replaced by 
new agents, that are children of existing agents (cross-overs), with a 1% chance 
of mutation. All simulations were iterated 100 times, to assure findings were not 
due to chance. 
 
5.1 Stability of Horn and anti-Horn 
 
Procedure 
In the first group of simulations, all agents had used the Horn strategy at the start 
of the evolution. Apart from that, the settings as described above are used. 
 
Results 
The Horn strategy is an excellent strategy throughout the evolution. The fitness 
of agents is close to 80 percent of the maximum (averaged over the 100 
simulation experiments). The fitness percentage stays close to the maximum 
value, as most agents use the Horn strategy, even though mutation adds a low 
percentage of deviant strategies every generation. The population always 
converged towards Horn, in all 100 evolution simulations. The anti-Horn 
strategy never reaches dominance. 

The mirror imagee emerges when the initial population is anti-Horn; in that 
case Horn never emerges as dominant strategy, and the population converges to 
anti-Horn in all of the 100 simulated evolutions. 
 
Discussion 
The fact that the Horn and anti-Horn strategies dominate populations that were 
initially already Horn respectively anti-Horn is not utterly surprising, but it is 
interesting to see that the result is so persistent. In all evolutions, Horn stays 
Horn and anti-Horn stays anti-Horn. This shows that the Nash equilibriums that 
these two strategies exhibit, are very relevant to the evolution of the 
communication strategy. It can be explained why only these two strategies are 
stable. Communication between two Horn agents is the best possible and thus 
scores the maximum number of points. The same goes for two anti-Horn agents. 
All other strategies show weaknesses of fitness. One of the weaknesses is that 
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the send-strategy does not distinguish between normal and deviant meaning, if 
the send strategy is: “use the simple form for the normal meaning”, but at the 
same time: “use the simple form for the deviant meaning”. This strategy does 
not distinguish between situations. An agent using this strategy will never be 
understood in the best possible way, because there is no way of telling what 
meaning it tries to signal. Another weakness is when the send and receive 
strategies do not match. The send strategy is: “use the complex form for the 
normal meaning”. The receive strategy is “interpret the complex form as the 
deviant meaning”. Agents using such a strategy cannot communicate in the best 
possible way with identical others; if they want to communicate the normal 
meaning, the other agent will understand it as being deviant. However, this 
weakness only arises in. By chance, one agent with this strategy could perform 
very well, or even perfectly, if his strategies happen to go well with those of the 
other agents. However, the successful agent will have more offspring, filling the 
population with more and more agents with  identical strategies; these agents 
cannot communicate very well. This effectively caps the total percentage of 
agents with inconsistent strategies; the cap is far below any reasonable 
convergence threshold, i.e., below 50%. 
 
5.2 Starting simple or at random 
 
Tesar and Smolensky (1998, 2000) describe a population of agents all using the 
simple strategy. In their terms, markedness is initial more important than 
faithfulness; difficult things are avoided. In the signalling game described above, 
it means that a simple signal is used for all meanings, and every signal is 
interpreted as a normal situation, a simple meaning. The idea is that a population 
will start with such a strategy, possibly because complex signals did not exist in 
former generations, and deviant meanings could not be distinguished from 
simple situations. If such a population would converge towards the Horn 
strategy, model and actual language would nicely match. Two series of 100 
simulations were done to test the influence of the start population. 
 
Procedure 
To see whether the Nash-equilibriums strategies are indeed dominant, another 
series of hundred evolutions was simulated, now starting with the simplest 
strategy, the Smolensky strategy. That strategy is based on Smolensky’s idea 
that in acquiring language, simple forms and interpretations are preferred. 
Taking that to mean that no meaning is expressed with the complex form and no 
form is interpreted to be deviant, this conforms to the strategy highlighted in 
Figure 2 as Smolensky strategy. The whole procedure was repeated with mixed 
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strategies, in which agents in the start population have a random strategy, chosen 
from all sixteen possible strategies. 
 
Results 
In the evolutions starting with the Smolensky strategy, the Horn and anti-Horn 
strategies emerge, but neither of them seems to be able to tip the balance and 
dominate the population. As can be seen in Figure 3, either the Horn or the anti-
Horn strategy manages to climb to slightly below 50%, but not further. This is 
usually due to the opposite strategy, or in a few cases a variant of that, that 
cannot improve by changing towards Horn or anti-Horn (all of these cases can 
one-by-one be explained, but the details are left out as they are not important for 
the general argument). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3: Percentage of agents using Horn 
or anti-Horn strategy at the end of 100 
simulations (iterations) starting with 
homogenous Smolensky population. 

 
Further, it was found that in simulations starting with mixed populations, 
convergence was almost perfectly divided amongst Horn and anti-Horn 
strategies. 
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Discussion 
The fact that the Horn and anti-Horn strategies always emerge shows their 
evolutionary force. The fact that none of them is able to dominate a population 
shows that both are very stable, and could be compared to a population that is 
divided into two groups. No agent can communicate outside its group, but if its 
offspring changes towards the other group, it looses as much as it gains. Note 
that agents that do not communicate could still have offspring together, as 
procreation only depends on individual fitness scores. (It is up to the reader to 
assess if that is in accordance with real evolution.)  

It is likely that mutations make some agents have offspring in the other 
group, but as this happens in both groups, neither of the groups is able to take 
advantage of that fact. This simulation, together with the above simulations, 
shows that evolutionary stability does not enforce an outcome, but that evolution 
can only go towards the two Nash-equilibriums. 
 
6 The difference between Horn and anti-Horn 

 
In the simulations described above, convergence towards both Horn and anti-
Horn occurred (in a 50:50 ratio), whatever the start population was (except that 
Horn does not converge to anti-Horn, nor vice versa). 

Of course, just by sheer definition, the Horn strategy could never dominate 
the anti-Horn in the simulations as described above; the meanings and the forms 
are not different in any way, and therefore both strategies are equivalent. 
However, by introducing conditions that follow from the definition of deviant 
and marked, the population can be made to converge towards the Horn strategy 
and not towards the anti-Horn strategy. These conditions are: 

 
1. the use of the complex form is costly, in terms of points, and 
2. the deviant meaning occurs less frequently than the normal meaning. 

 
Thus the population is stimulated to use the simple form more frequently than 
the complex one. Since the normal meaning occurs more often than the deviant 
one it may be expected that the simple form will be linked to the normal 
meaning and the complex form to the deviant meaning: the characteristics of the 
Horn strategy. The conditions comply with Horn’s description of “pragmatic 
labour”: as little effort as possible will be made. However, this is less trivial than 
it seems. The use of the most economic strategy hardly makes any sense if one is 
not understood. Therefore the cost and benefits have to be balanced in some 
way. The assertion that frequency of the situations is non-identical, is not a 
complication of the original assumptions; it only formalises the distinction that 
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was already put forward in the original definition of Horn's division of 
pragmatic labour. 
 
6.1 Adding costs to the model 
 
The method to attribute points is somewhat extended: 
 

Points(a) = Points(b) =  
Σi P(i) [δ(Hb(Sa(i)), i) – k(Sa(i)) + δ(Ha(Sb(i)), i) – k(Sb(i))] 

 P(i) is the probability of meaning/situation i;  k(f) gives a cost for signal f. 
 
For the simple meaning we assume a probability of 1, the probability of the 
deviant meaning was varied between 0 and 1. In the same way the cost of the 
simple signal was assumed to be 0, and the cost of the complex signal between 0 
and 1 (to prevent that a successful conversation would produce a negative yield). 
 
6.2 Simulations with costs and probability added 
 
Procedure 
The procedure was the same as in the simulations of section 5, but with the cost 
function as just described. The cost differences are relatively low cost 
differences (0.8 for simple versus 1 for complex), as are the differences in the 
probability of normal and deviant meaning (0.8 for normal versus 1 for deviant). 
All four different simulations were repeated with cost and probability. 
 
Results 
When starting with the Smolensky strategy, the population eventually converges 
on the Horn strategy (although the number of evolutions needed for converges 
can be high when starting with the anti-Horn strategy). The anti-Horn strategy 
stops to be stable and a population of agents using the Horn strategy comes into 
being in 98% of the cases. 

The simulations with mixed strategies end similarly. This also holds for 
start populations of Horn only (that do not change). It does not hold for the anti-
Horn strategy under the present settings.4

                                           
4 It is possible to force the Horn-strategy to emerge from an anti-Horn population with a 

combination of extreme cost and probability differences and an extremely high mutation 
rate. This is disregarded, as it violates the assumptions of the modelling realistic evolution. 
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7 General conclusion  
 
The simulations show that without cost the evolutionary system either converges 
towards the Horn strategy or towards the anti-Horn strategy. These are the only 
two strategies with which the users communicate in the best possible way; they 
are also Nash equilibriums.  

A simple addition to our model of communicating agents, namely costs and 
probabilities, is enough to show why and how the division of pragmatic labour 
makes sense. The connection between improbable situations and more involved 
(costly) signals emerges from simple interactions between agents that 
individually do not decide on the division of pragmatic labour. 

The simulations with cost show how the population can converge towards 
the Horn strategy. This strategy is more efficient than the anti-Horn strategy and 
costs less. It is a combination of the strategies “minimise cost” and “maximise 
utility”. 

The results we obtained are not extremely surprising. It is easy to see that 
the Horn strategy yields most points under the given circumstances. However, 
the conclusion that evolution tends to go into the direction most favourable to 
the entire population is not trivial; whether the Horn strategy is indeed the 
optimal solution remains to be seen for every agent. In addition, as the 
prisoner’s dilemma shows, without prior conference a group of agents might not 
converge on the strategy that is optimal for the population.  

The most interesting result is, however, that the evolution model is able to 
abandon an already chosen direction (a strategy used by the majority of the 
initial population) and to end up at the Horn strategy, for 15 of the 16 possible 
strategies. This all happens without explicit co-ordination by the agents; 
moreover, the agents themselves do not weigh the possibilities. 

This research may be continued in a number of ways, none of which 
trivially lead to the same result, even though they are likely to show similar 
outcomes. A more interesting and realistic model is possible by having the 
agents to use more different signals and to put them in more different situations. 
In addition, it is more realistic if an agent would be able to choose from various 
signals, each with a certain probability of being sent in a given situation.   
 The simulations presented here assume that every agent speaks with the 
same frequency to any other agent. It would be logical to make agents speak to 
others located in their neighbourhood more than with agents far away. This 
would lead to subgroups that understand each other well, but members of 
different subgroups less well, as is the case in dialects. 

For philosophy’s sake it would be interesting to research the value of 
testing a theory in this way, since the circumstances are dictated by the theory 
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itself. However, the theory used to be a principle that explained other 
semantic/pragmatic phenomena (like implicatures); the simulations and 
formalisations presented here show that the principle is consistent and does not 
need an assumption of innateness; it arises from very basic and assumedly 
uncontroversial formal translations of the definition itself. The non-iconic 
connection between simple form and normal meaning, paired with the coupling 
of marked form to marked meaning, emerges in evolution, and it does not have 
to be “designed in” anywhere in the individuals’ systems. It is both a possible 
outcome and the best outcome for signalling games in an evolutionary 
perspective. 

Finally, it should be noted that similar results could be found by a paradigm 
called iterated learning (e.g. Kirby & Hurford, 2002) which can be seen as an 
alternative approach to cultural evolution. An important research objective is to 
adjust the existing methods of cultural evolution and to apply them to 
empirically investigated situations of language change. This necessitates first of 
all a clarification of the relationships between iterated learning and Steel’s 
recruitment theory (see Steels, 1998), as well as between the main internal 
constituents of either of them.  

 
 
8 References 

 
Benz, A., Jäger, G., & van Rooij, R. (2005). An introduction to game theory for linguists. 

Houndsmills, Basingstoke, Hampshire: Palgrave Macmillan. 

Blutner, R., Borra, E., Lentz, T., Obdeijn, A.,  Uijlings, J. & Zevenhuijzen, R. (2002). 
Signalling Games: hoe evolutie optimale strategieën selecteert. In Handelingen van de 
24ste Nederlands-Vlaamse Filosofiedag. Amsterdam: Universiteit van Amsterdam. 

Goldberg, A. E. (1995). Constructions: A Construction Grammar Approach to Argument 
Structure: University Of Chicago Press. 

Horn, L. (1984). Towards a new taxonomy of pragmatic inference: Q-based and R-based 
implicature. In D. Schiffrin (Ed.), Meaning, form, and use in context: Linguistic 
applications (pp. 11-42). Washington: Georgetown University Press. 

Kirby, S., & Hurford, J. (2002). The Emergence of Linguistic Structure: An overview of the 
Iterated Learning Model. In A. Cangelosi & D. Parisi (Eds.), Simulating the Evolution 
of Language (pp. 121-148). London: Springer Verlag. 

Lewis, D. (1969). Convention: A Philosophical Study. Princeton: Harvard University Press. 

Nash, J. F. (1950). Equilibrium points in N-person games. Proceedings of the National 
Acadamy of Sciences of the United States of America 36, 48-49. 

Smith, J. M. (1982). Evolution and the Theory of Games. Cambridge: Cambridge University 
Press. 



Tom Lentz and Reinhard Blutner 

110 

Steels, L. (1998). The origins of syntax in visually grounded robotic agents. Artificial 
Intelligence 103, 133–156. 

Steels, L., & Belpaeme, T. (2004). Coordinating Perceptually Grounded Categories through 
Language. A Case Study for Colour. Behavioral and Brain Sciences. 

Tesar, B., & Smolensky, P. (1998). Learnability in Optimality Theory. Linguistic Inquiry 29, 
229-268. 

Tesar, B., & Smolensky, P. (2000). Learnability in optimality theory. Cambridge Mass.: MIT 
Press. 

Tomasello, M. (2003). Constructing a language: A usage-based theory of language 
acquisition. Cambridge, Mass.: Harvard University Press. 

Van Rooy, R. (2004). Signalling games select Horn strategies. Linguistics and Philosophy 27, 
493-527. 

Weibull, J. W. (1995). Evolutionary Game Theory. Cambrige, Mass.: MIT Press. 



An Epistemic Interpretation of Bidirectional Optimality
Based on Signaling Games
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To some, the relation between bidirectional optimality theory and game theory seems obvious:
strong bidirectional optimality corresponds to Nash equilibrium in a strategic game (Dekker and
van Rooij 2000). But in the domain of pragmatics this formally sound parallel is conceptually
inadequate: the sequence of utterance and its interpretation cannot be modelled reasonably as a
strategic game, because this would mean that speakers choose formulations independently of a
meaning that they want to express, and that hearers choose an interpretation irrespective of an
utterance that they have observed. Clearly, the sequence of utterance and interpretation requires
a dynamic game model. One such model, and one that is widely studied and of manageable
complexity, is a signaling game. This paper is therefore concerned with an epistemic interpre-
tation of bidirectional optimality, both strong and weak, in terms of beliefs and strategies of
players in a signaling game. In particular, I suggest that strong optimality may be regarded as
a process of internal self-monitoring and that weak optimality corresponds to an iterated pro-
cess of such self-monitoring. This latter process can be derived by assuming that agents act
rationally to (possibly partial) beliefs in a self-monitoring opponent.

1 Bidirectional Optimality in Pragmatics

Optimality theory () has its origin in phonology (Prince and Smolensky 1997),
but has been readily applied to other linguistic subdisciplines such as syntax,
semantics (Hendriks and de Hoop 2001), and pragmatics (c.f. the contributions
in Blutner and Zeevat 2004). Abstractly speaking,  is a model of how input
and output representations are associated with each other based on grammatical
preferences on input-output matching. More concretely, for models of prag-
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matic interpretation we are interested in how a set M of (input) forms and a set
T of (output) meanings are matched by language users in production and inter-
pretation. An - 〈Gen,"〉 is then just a pair 〈Gen,"〉 consisting of a
 Gen ⊆ M × T that gives us the initially possible form-meaning pairs
and an ordering " on elements of Gen that measures how well the elements of
the generator satisfy certain standards of grammaticality, normality, efficiency,
or whatever might be at stake for a particular explanation of pragmatic language
use.1

Based on the ordering ", an -system specifies the preferred input-output
associations in several ways. Since " is an ordering on a set of input-output
pairs, we can either take a production perspective and ask which output is best
when we fix the input dimension, or we can take a comprehension perspective
and ask which input is best when we fix the output dimension. The former pro-
duction perspective is taken by -syntax, the latter comprehension perspective
is taken by -semantics. Abstractly, we can define the set of 
  as follows:

syn =
{〈m, t〉 ∈ Gen | ¬∃t′ :

〈
m, t′
〉 ∈ Gen ∧ 〈m, t′〉 * 〈m, t〉}

sem =
{〈m, t〉 ∈ Gen | ¬∃m′ :

〈
m′, t
〉 ∈ Gen ∧ 〈m′, t〉 * 〈m, t〉} .

Optimization along both dimensions at the same time is also possible, of course.
This is   and it comes in two varieties, a strong notion
and a weak notion (Blutner 1998, 2000). We say that an input-output pair is
  iff it is unidirectionally optimal for both production and com-
prehension:

str = syn ∩ sem

is the set of all strongly optimal pairs. Adopting Jäger’s reformulation of Blut-
ner’s original definition (Jäger 2002), we say that a pair 〈m, t〉 is 
iff

(i) there is no weakly optimal 〈m, t′〉 such that 〈m, t′〉 * 〈m, t〉; and

(ii) there is no weakly optimal 〈m′, t〉 such that 〈m′, t〉 * 〈m, t〉;

and we denote the set of all weakly optimal pairs with weak. It is obvious
1 Normally, the ordering " would be derived from a set of ranked constraints, but for the

purposes of this paper we can safely abstract from that.
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that all strongly optimal pairs are also weakly optimal, but it may be the case
that there are weakly optimal pairs which are not strongly optimal.

How should we interpret the various optimality notions for applications to
linguistic pragmatics? What exactly does it mean when an -system selects a
given form-meaning pair as weakly optimal but not strongly optimal, or as uni-
directionally optimal but not strongly optimal? These are the general questions
that this paper seeks to address.

Proponents of -pragmatics are not unanimous about this issue. Some
propose to think of unidirectional and strong optimality as measures of online
pragmatic competence, but reject the notion that weak optimality has anything
to do with actual pragmatic reasoning (Blutner and Zeevat 2004, 2008). Weak
optimality is rather viewed from a diachronic, evolutionary perspective as giv-
ing the direction into which semantic meaning of expressions will most likely
shift over time by pragmatic pressures.

Opposed to this view, others treat also weak optimality as a model of
pragmatic reasoning competence. Under this interpretation different notions
of optimality express different levels of perspective taking: whereas unidirec-
tional optimization does not require to take the interlocutor’s perspective into
account, bidirectional optimization does (cf. Hendriks et al. 2007, chapter 5).
More strongly even, optimality theory in pragmatics is often related to theory
of mind () reasoning (Premack and Woodruff 1978): unidirectional opti-
mization is taken to involve no  reasoning (or zero-order ), strong opti-
mization would correspond to first-order, and weak optimization would involve
second-order  reasoning (see, for instance, Flobbe et al. 2008, p. 424).

Given the controversy about its conceptual interpretation, what would be
required is, in a manner of speaking, an interpretation of the basic notions of
optimality theory that clarifies (some of) its intended use in pragmatic applica-
tions. For this purpose, it would be most welcome to supply in particular an
epistemic interpretation of , i.e., an interpretation that links ’s basic notions
to more familiar features of human cognition such as beliefs and preferences.
Comparison to a related game theoretic model can help achieve this, especially
when we focus on an epistemic characterization of player behavior. This is what
this paper tries to achieve by linking pragmatic -systems to particular kinds of
signaling games and by linking notions of optimality to particular player types
of varying degree of sophistication.
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The paper is structured as follows. I will first review critically the most
commonly adopted characterization of -pragmatics in terms of strategic games
in section 2. It will transpire that a strategic game is inadequate to capture the
sequential nature of speech and its uptake and interpretation. Section 3 explores
a different characterization of  in terms of signaling games, and section XYZ
finally links optimality notions to iterated best responses.

2 BOT and Strategic Games

Bidirectional optimization is simultaneous optimization of both the production
and the comprehension perspective. At first glance, this looks very similar to
an equilibrium state in which the speaker’s and the hearer’s preferences are
balanced. And, indeed, there is a prima facie very plausible link between 
and game theory. Dekker and van Rooij (2000) (henceforth D&vR) show that
the notion of strong optimality corresponds one-to-one to the notion of Nash
equilibrium in an optimality game.2 An optimality game is a straightforward
translation of an -system into a strategic game. D&vR continue to show that
weak optimality corresponds with the outcome of a process that we could call
iterated Nash-selection. Let’s first look at the analysis of D&vR in more detail
and then reflect critically.

2.1 Strong Optimality as Nash Equilibrium

Formally a strategic game is a triple 〈N, (A)i∈N , (")i∈N〉 where N is a set of play-
ers, Ai are the actions available to player i and "i is player i’s preference relation
over action profiles × j∈NAj, i.e., possible outcomes of the game. A Nash equi-
librium of a strategic game is an action profile a∗ such that for all i ∈ N there is
no ai ∈ Ai for which:3

(a∗−i, ai) *i a∗.

In words, a Nash equilibrium is an action profile which no player would like to
deviate from given that all other players conform.

Take an -system with forms M, meanings T —assuming for simplicity

2 D&vR use the term “interpretation game” for what I call “optimality game.” I would like to
reserve the former term for a particular kind of signaling game to be introduced later.

3 Here, (a∗−i, ai) is the action profile which is derived from a∗ by replacing player i’s action in
a∗ with ai.
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that Gen = M × T— and some ordering " over form-meaning pairs. An -
 , as defined by D&vR, is a strategic game between a speaker S
and a hearer H such that the speaker selects a form, AS = M, the hearer se-
lects a meaning, AH = T , and the players’ preferences are just equated with the
ordering of the -system, "S="H=".

An action profile 〈m, t〉 is a Nash equilibrium of an optimality game iff

(i) there is no m′ ∈ M such that 〈m′, t〉 *S 〈m, t〉; and

(ii) there is no t′ ∈ T such that 〈m, t′〉 *H 〈m, t〉.

But since "S="H=" this is the case just when 〈m, t〉 ∈ str. Consequently,
every Nash equilibrium of an optimality game is a strongly optimal pair in the
corresponding -system, and every strongly optimal pair of an -system is
a Nash equilibrium of the corresponding optimality game. D&vR’s result in
slogan form: strong optimality is Nash equilibrium (in an optimality game).

2.2 Weak Optimality as Iterated Nash Selection

In order to understand D&vR’s characterization of weak optimality, we should
first notice that the recursive definition of weak optimality given above is rather
cumbersome to apply. In practice, therefore, most often weakly optimal pairs
are computed via a manageable algorithm which iteratively computes optimal
pairs. D&vR’s characterization of weak optimality is inspired by this iterative
computation process, so that we should first revisit the -algorithm.

2.2.1 The -Algorithm

The -algorithm, which is due to Jäger (2002) and given in figure 1, itera-
tively computes three disjoint sets of form-meaning pairs (Jäger 2002):

(i) the set Pooln of form-meaning pairs still in competition for optimality after
n rounds of iteration;

(ii) the set Optn of form-meaning pairs that have been identified as optimal
after round n;

(iii) the set Blon of form-meaning pairs that are blocked by an optimal pair and
therefore removed from the pool.
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Pool0 ← Gen
Opt0 ← ∅
Blo0 ← ∅
n← 0
while Pooln ! ∅ do

Optn+1 ← Optn ∪ {〈m, t〉 ∈ Pooln |
¬∃ 〈m′, t〉 ∈ Pooln 〈m′, t〉 > 〈m, t〉 ∧
¬∃ 〈m, t′〉 ∈ Pooln 〈m, t′〉 > 〈m, t〉}

Blon+1 ← Blon ∪ {〈m, t〉 ∈ Pooln |
∃ 〈m′, t〉 ∈ Optn+1 〈m′, t〉 > 〈m, t〉 ∨∃ 〈m, t′〉 ∈ Optn+1 〈m, t′〉 > 〈m, t〉}

Pooln+1 ← Pool0 \ (Optn+1 ∪ Blon+1)
n← n + 1

end while

Figure 1: The -algorithm

Initially, Pool0 is the set Gen and there are no optimal or blocked forms. The
algorithm then iteratively computes optimal pairs based on a comparison of
forms left in the pool and removes optimal and blocked pairs from the pool
until every form-meaning pair is removed from the pool as either optimal or
blocked. We could think of the pool at round n as a reduced -system. The -
algorithm thus repeatedly checks for strong optimality in ever more reduced
-systems and thus selects all and only weakly optimal pairs (see Jäger 2002;
Franke 2009, for more formal detail).

2.2.2 Iterated Nash Selection

The main idea of D&vR’s characterization of weak optimality is now this.
Firstly, we saw that the -algorithm iteratively computes strongly optimal
pairs, based on a shrinking pool of candidate pairs. Secondly, we also saw
that strong optimality can be likened to Nash equilibrium in optimality games.
Hence, the workings of the -algorithm can be recast in game theoretic terms
as a process of iteratively removing action profiles from competition for Nash
equilibrium that are, in a way of speaking, dominated by a Nash equilibrium.

In order to make this idea more precise, D&vR allow strategic games to
have partial preferences. For games with partial preferences, not every defini-
tion of Nash equilibrium will do, but the one given above applies. The process
of  N- on a strategic game I0 = 〈N, (A)i∈N , ("0)i∈N〉 is de-
fined inductively as follows: let NEn be the set of Nash equilibria of game In;
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In+1 is derived from In by restricting the preferences "n,i to:

"n+1,i=
{〈x, y〉 ∈"n,i | ¬∃z ∈ NEn : z *n,i x

}
.

If for some index n we have In = In+1, we consider the process to be terminated,
and call NEn the outcome of the process of iterated Nash-selection. D&vR
show that this process corresponds to the -algorithm if applied to optimality
games: if I is the optimality game corresponding to an -system, then the out-
come of iterated Nash-selection on I contains all and only the weakly optimal
pairs of the -system.

2.3 Critique

The characterization of strongly optimal pairs as Nash equilibria in an optimal-
ity game has some prima facie plausibility and seems unanimously endorsed as
the link between  and game theory. But on closer look the suggested parallel
turns out not to be very sensible. To model communication as a strategic game
is to assume that speakers choose formulations independently of a meaning that
they want to express, and that hearers choose an interpretation irrespective of an
utterance that they have observed. But this is clearly inadequate for pragmatic
explanations. Obviously, speakers choose forms conditional on a meaning to be
expressed and hearers choose interpretations of a given form not interpretations
per se.

Here is a concrete example to make my argument more tangible. Let us
consider the -system that Hendriks and Spenader (2005) use in order to ex-
plain the preferred interpretations of sentences (1) and (2).

(1) Bert washed himself.

(2) Bert washed him.

Clearly, for (most) adult speakers of English the sentence (1) has only a coref-
erential reading for the reflexive pronoun, i.e., (1) means that Bert washed Bert.
In contrast, sentence (2) has no coreferential reading for the non-reflexive pro-
noun, i.e., to (most) adult speakers (2) means that Bert washed someone other
than himself. In order to model not only adult interpretation, but also a peculiar
pattern in the acquisition of this piece of pragmatic competence, Hendriks and
Spenader (2005) adopt a simple -system with two forms mhimself for (1) and
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mhim for (2), and two meanings tBB for a situation in which Bert washed Bert
and tBE for a situation in which Bert washed Ernie. All possible form-meaning
combinations are generated in this system and the ordering can be visualized as
follows:4

tBB tBE
mhimself • •!!

""mhim •
##

!! $$ •
This gives rise to the following sets of optimal pairs:

Optsyn = {〈mhimself, tBB〉 , 〈mhim, tBE〉}
Optsem = {〈mhimself, tBB〉 , 〈mhim, tBB〉 , 〈mhim, tBE〉}

str,weak = {〈mhimself, tBB〉 , 〈mhim, tBE〉}

We should now ask what it means to say that the strongly optimal pairs are
〈mhimself, tBB〉 and 〈mhim, tBE〉 and whether this squares with what it means to be
a Nash equilibrium in an optimality game.

Suppose the speaker (Alice) and the hearer (Bob) are playing the corre-
sponding strategic optimality game. In this game, both Alice and Bob make
effectively simultaneous and independent decision. We may imagine that this
is achieved, e.g., by writing down and passing to a judge the choice between
either mhim or and mhimself for Alice, and between tBB and tBE for Bob. A Nash
equilibrium is then a pair of actions 〈m, t〉 such that, firstly, given Bob’s choice
t, Alice would not strictly prefer a message different from m, and, secondly,
given Alice’s choice m, Bob would not strictly prefer an interpretation different
from t. This means that if this game is played repeatedly, and if, for example,
Bob shows a tendency to play tBB however slightly more frequently, then Alice
would start to play mhimself more frequently, and the whole process would start
reinforcing itself until we reach the steady state in which Alice always plays
mhimself and Bob always plays tBB. This steady state is a Nash equilibrium,
and to think of Nash equlibria as steady states in this way is indeed the most
prevalent textbook interpretation of this solution concept (e.g. Osborne and Ru-
4 An arrow from one form-meaning pair to another indicates that the form-meaning pair to

which the arrow points is strictly more preferred according to ". It is not essential here that
the ordering is derived from particular constraints, each with its own independent motivation
(see Hendriks and Spenader 2005, for details).
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binstein 1994; Osborne 2004; Heap and Varoufakis 2004).
But this has nothing to do with either the way that we imagine communi-

cation to proceed if online pragmatic reasoning is concerned, or with a reason-
able model of language evolution under pragmatic pressures. It is also not the
way we would commonly interpret a set of (strongly) optimal form-meaning
pairs. The above set of strongly optimal pairs, which contains 〈mhimself, tBB〉
and 〈mhim, tBE〉, is commonly taken to describe conditional production and in-
terpretation behavior (that is in a certain sense optimal). In particular, from a
production point of view this set captures that if the speaker wants to express
the meaning tBB then it is optimal to use message mhimself and that if the the
speaker wants to express the meaning tBE then it is optimal to use message mhim.
Similarly, from an interpretation point of view the set captures that if the hearer
observes message mhimself, he should optimally interpret this as meaning tBB,
and if the hearer observes message mhim, he should optimally interpret this as
meaning tBE.

In effect, that means that Nash equilibrium is an inadequate characteriza-
tion of strong optimality, because optimality games are, qua strategic game, the
inadequate game model for pragmatic -systems. The critique then carries over
to Dekker and van Rooij’s characterization of weak optimality in terms of iter-
ated Nash selection. Phrased polemically, if Nash equilibrium is an inadequate
characterization of strong optimality, then if you repeatedly link Nash equilib-
rium and strong optimality in a reduced system (be it -system or optimality
game), then this is not making things better, but worse.5

3 BOT and Signaling Games

The above considerations suggest that the natural way of interpreting a set of
form-meaning pairs —be they optimal or not— is not as a set of Nash equilibria,
but rather as a (possibly partial) specification of conditional production and
interpretation behavior. Speech production proceeds from a thought or intention
that needs to be expressed to a choice of form to express the desired content
with. Interpretation of an utterance starts only after a message that needs to
be interpreted has been observed. This is all natural, I believe, but it does call
for a different game model to match pragmatic -systems: we need at least a

5 For more detailed criticism also of the concept of iterated Nash selection see Franke (2009).
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dynamic game in which the speaker chooses a message conditional on a to-be-
expressed meaning, and the hearer subsequently chooses an interpretation given
that he has observed a form.

The perhaps most manageable and (for that reason) most widely studied
kind of game that fits this description is a signaling game. A signaling game is
a special kind of dynamic game with incomplete information that has been stud-
ied extensively in philosophy (Lewis 1969), economics (Spence 1973), biology
(Zahavi 1975; Grafen 1990) and linguistics (Parikh 1991, 1992, 2001; van Rooij
2004). Informally speaking, the idea is that the sender (the agent modelling the
speaker) knows the true state of affairs t, but the receiver (the agent modelling
the hearer) does not. Given the true state t the sender then chooses a message m
which the receiver observes. Subsequently, the receiver chooses an action a as
his proper response. An outcome of such a game is given as the triple 〈t,m, a〉.
Naturally, sender and receiver may prefer some outcomes more than others and
these preferences may select for a particular class of sender and receiver behav-
ior under a given solution concept.

Formally, a signaling game (with meaningful signals) is a tuple

〈{S ,R} , T, Pr,M, [[·]] , A,US ,UR〉

where sender S and receiver R are the players of the game; T is a set of states
of the world; Pr ∈ ∆(T ) is a probability distribution over T , which represents
the receiver’s uncertainty which state in T is actual;6 M is a set of messages that
the sender can send; [[·]] : M → P(T ) \ ∅ is a denotation function that gives
the predefined semantic meaning of a message as the set of all states where that
message is true (or otherwise semantically acceptable); A is the set of response
actions available to the receiver; and US ,R : T × M × A → R are utility func-
tions for both sender and receiver that give a numerical value for, roughly, the
desirability of each possible play of the game.7

In general, behavior of players in dynamic games is represented in terms

6 As for notation, ∆(X) is the set of all probability distributions over set X, YX is the set of all
functions from X to Y , X : Y → Z is alternative notion for X ∈ ZY , and P(X) is the power
set of X.

7 To rule out certain irrelevant and aberrant cases, I will assume throughout that for each state
t there is at least one message m such that t ∈ [[m]] and that Pr has full support, i.e., that
Pr(t) > 0 for all t ∈ T .
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of  which select possible moves for each agent for any of their choice
points in the game. For signaling games, a    s ∈ MT is a
function from states to messages which specifies which message the sender will
or would send in each state that might become actual. A   
r ∈ AM is a function from messages to actions which similarly specifies which
action the receiver will or would choose as a response to each message he might
observe. (Obviously, the receiver knows only what message has been sent, but
not what state is actual, so he has to choose an action for each message he might
observe and cannot condition his choice on the actual state of affairs). A 
  〈s, r〉 is then a characterization of the players’ joint behavior
in a given signaling game.

3.1 Optimal Pairs as Partial Strategies

If my previous argument is correct, and a set of optimal pairs, is to be interpreted
as a specification of conditional production or comprehension behavior, then
we should generally link sets of form-meaning pairs, be they optimal or not,
to strategies in a suitable signaling game. In particular, a set of form-meaning
pairs partially defines a sender or receiver strategy in a   
  where

(i) the set of states in the signaling game are the meanings T of the -system;
these are the meanings that the speaker might want to express;

(ii) the set of messages in the signaling game are the forms M of the -system;
these are the messages the speaker can choose to express a meaning when
she wants to; and

(iii) the set of receiver actions in the signaling game are interpretations, i.e., the
meanings T of the -system.

In general, we can read off a (partial) description of a sender and receiver strat-
egy for such a game from any set O ⊆ M × T . If we agree to write

O(t) = {m ∈ M | 〈m, t〉 ∈ O} and O(m) = {t ∈ T | 〈m, t〉 ∈ O} , (3.1)
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the set of pure sender strategies in a signaling game with interpretation actions
compatible with O is:

S(O) = {s ∈ S | O(t) ! ∅ → s(t) ∈ O(t)} ;

and the set of pure receiver strategies compatible with O is:

R(O) = {r ∈ R | O(m) ! ∅ → r(m) ∈ O(m)} .

Obviously, an arbitrary set O need not specify a full strategy. For instance, there
may be states t for which O(t) is empty, so that when taken as a description of
a sender strategy O is only a partial description. I suggest that this is really
how we should set the link between  and game theory in pragmatics: sets of
form-meaning pairs —no matter whether any notion of optimality has selected
these— are specifications of strategies in a corresponding signaling game with
interpretation actions.

3.2 OT-Systems and Signaling Games

Linking form-meaning pairs to strategies may be a natural idea, but this much
does not yet fix a complete translation between -systems and signaling games.
Some correspondences are hardly worth mentioning: speakers correspond to
senders and hearers correspond to receivers, of course, and the generator places
restrictions on the set of possible form-meaning associations and this naturally
finds its expression in the semantic denotation function

〈m, t〉 ∈ Gen iff t ∈ [[m]]

if we assume that the corresponding signaling game makes truthful signaling
obligatory, i.e., that the sender can only ever send a true message in a given
state. But all this still does not fix an interpretation of the ordering " of the -
system. Also the prior probabilities Pr(·) and the utilities US ,R for both sender
and receiver are still unspecified.

Formally, there are many possibilities of translation between -systems
and signaling games. I have explored one such formal parallel in Franke (2009),
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where I link optimality notions with the behavior of strategic types in a se-
quence of iterated best responses. An iterated best response model, or model
for short, is an epistemic solution concept in which different strategic types of
players are defined in terms of their beliefs about opponent player behavior (cf.
Jäger 2008; Jäger and Ebert 2009). The beginning of the sequence is given by
naı̈ve strategic types of level 0 who do not take their opponent’s perspective into
account, but who may be susceptible to certain focal framing effects in the game
structure (cf. Schelling 1960, for focality). Players of level k+1 then believe that
they are facing a level-k opponent and play a best response to that belief. It is
then possible to identify in particular the behavior of naı̈ve level-0 receivers with
unidirectionally optimal interpretation, the behavior of level-1 senders with uni-
directionally optimal production and the interpretation of level-2 receivers with
strong optimality if we assume that the receiver uses a particular, simplistic
(and strictly speaking incorrect) belief formation process when computing his
posterior beliefs after receiving a message (see Franke 2009, for details).

This characterization of optimality notions in terms of  reasoning as-
sumed an independently motivated  model and tried to match optimality no-
tions with as little amendment as possible onto the strategic types of this model.
It turned out, however, that especially a characterization of weak optimality is
rather difficult, because the game-theoretic idea of a rational best response to a
belief in an opponent strategy is holistic in the sense that it takes into account
the whole of an opponents strategy (see also section 4.2). This makes it possible
that certain form-meaning associations appear optimal in early stages, but are
dismissed as optimal later on, because every possible form-meaning association
is always reconsidered at every iteration step. Opposed to that, the  algo-
rithm, which selects for weak optimality, is rather myopic in that the set of opti-
mal form-meaning associations grows monotonically. The upshot of this is that
Bayesian rationality, if based on a standard belief in opponent strategy, does not
always match the fast-and-frugal form-meaning selection process modelled by
the  algorithm. In Franke (2009) I therefore give a restriction on agent’s be-
lief formation, which is admittedly rather severe, but which guarantees a match
between rationalistic  and weak optimality.

In the following, I would like to go a different route, one that is closer
to -pragmatics and parts from the idea of staying as close as possible to the
rationalistic norms of standard game theory. I would like to start out from the
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assumption that sets of form-meaning pairs describe partial strategies of senders
and receivers in a signaling game. Based on this, it is possible to simply recon-
struct the -algorithm as a behavioral definition of strategic types of players.
Finally, we can then look back at this behavioral characterization and ask which
epistemic assumptions, e.g., about belief formation, rationality or preferences,
would give rise to this behavior and how these assumptions square with the
common interpretation of optimality notions in the pragmatic -community on
the one hand, and the accepted standards of game theory on the other. The epis-
temic interpretation of optimality that I end up suggesting is that bidirectional
optimality is a process of, if necessary iterative, self-monitoring for congruence
between form-meaning associations in production and interpretation.

4 Iterated Self-Monitoring

In order to match sets of form-meaning pairs to strategies of senders and re-
ceivers, we should assume that the set of receiver actions equals the set of states
T = A. Going a step further, let us also assume that the signaling game corre-
sponding to a given -system has a particular payoff structure, namely that the
signaling game models a situation in which sender and receiver would like to
communicate the true state of affairs successfully. This is achieved by setting:

US (t,m, a) = UR(t,m, a) =




1 if t = a

0 otherwise.

Let us call a signaling game with this payoff structure an  .
Recall that according to the standard interpretation of unidirectional opti-

mality, as outlined in section 1, we want to link unidirectional optimality to the
behavior of senders and receivers who do not take their opponent’s strategy into
account but only follow their own preferences on form-meaning associations as
specified by a given -system. This can be achieved if we assume that there
are naı̈ve strategic types which do not take a belief about their opponent into
account, but merely play a rational best response given their preferences about
form-meaning associations.
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4.1 Unidirectional Optimality and Naı̈ve Players

For the sender this is easily achieved by assuming that messages have state-
dependent costs. We model this by a function C : T × M → R that associates
for every state t and message m the costs C(t,m) that sending m in state t incurs
for the sender.8 To translate the speaker’s preferences, as captured in " into the
signaling game, we simply assume that for all 〈m, t〉 and 〈m′, t〉 in Gen:

〈m, t〉 " 〈m′, t〉 iff C(t,m) ≤ C(t,m′).

We may then assume that a naı̈ve, but rational sender type S 0, who does not take
interpretation behavior into account but otherwise cares for her preferences, will
choose a message that minimizes costs in each state. We can represent this
sender type by a set of pure strategies as follows:

S 0 =
{
s ∈ S | ∀t ∈ T s(t) ∈ arg min

m∈M
C(t,m)

}
.

By construction, it is trivially so that:9

〈m, t〉 ∈ syn iff m ∈ S 0(t).

In words, our naı̈ve sender type corresponds behaviorally to unidirectional op-
timality along the production dimension.

For the receiver a similar move is possible. Since in an interpretation game
states correspond one-to-one to actions, and, moreover, the receiver would like
to match his response action to the true state, we find that a receiver who does
not take his opponent’s strategy into account would maximize for the most
likely state in which a given message could have been sent (given the restric-
tions on truthful signaling). That is to say that prima facie we would like to
construct a naı̈ve receiver type similar to S 0 who takes into account only his
preferences as represented in his prior probabilities Pr(·). The problem with
this is that not all -orderings can be translated in this way because, obviously,

8 I will follow standard practice and assume that these costs are nominal, i.e., that they apply
only when expected utilities based on US reach a tie.

9 As for notation, a set of pure sender strategies like S 0 can equivalently be represented as a
set of form-meaning pairs. With this, S 0(t) is defined by the notational convention in (3.1).
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Pr(·) only specifies a global ordering on T independent of the message that the
receiver observes. However, there are independent arguments for thinking of
the receiver’s prior probabilities merely as a simplistic and convenient way of
specifying those global form-meaning associations that do not vary with the
message (see Franke 2009, section 3.1). If we then want to be able to trans-
late any arbitrary -ordering into a signaling game via prior probabilities, we
should adapt the definition of a signaling game to include an  -
 Ass : M × T → R, such that for all 〈m, t〉 and 〈m, t′〉 in Gen we have:10

〈m, t〉 " 〈m, t′〉 iff Ass(m, t) ≥ Ass(m, t′).

Based on his associative preferences, a naı̈ve receiver R0, who is rational but
does not take into account his opponent’s behavior, will maximize for each ob-
served message the likelihood of matching the true state by selecting a maxi-
mally associated state:

R0 =
{
r ∈ R | ∀m ∈ M r(m) ∈ arg max

t∈T
Ass(m, t)

}
.

Again, by construction, this corresponds with unidirectional optimality along
the comprehension dimension:

〈m, t〉 ∈ sem iff t ∈ R0(m).

In line with the common idea that unidirectional optimization does not in-
volve taking the opponent’s behavior into account, the above definition of naı̈ve
players offers a straightforward behavioral implementation of unidirectional op-
timality in a signaling game. Moreover, this characterization also allows to draw
further conclusions about a possible epistemic interpretation of unidirectional
optimality. We should think of preferences, as captured in the -ordering ",
as the strength of associating form-meaning pairs. This is given by grammar,
in a wide sense of the term, and may involve contextual association biases, de-
pending on the intended application of the -system. But, crucially, building
on these basic grammatical preferences, unidirectional optimality is supplied by

10 A prior probability function Pr(·) is then just a special case of an association function: con-
stant over all m and scaled to the interval [0; 1].
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Bayesian rationality in the absence of any conjecture about opponent behavior.

4.2 Strong Optimality as Self-Monitoring

Strong optimality is defined as the intersection of unidirectional optimization
along the comprehension and the production dimension, and is therefore often
considered an operation that takes into account the opponent’s strategy (e.g.
Hendriks and Spenader 2005; Flobbe et al. 2008). However, there is a funda-
mental difference between the way game theory models such perspective taking
from the way this notion is present in strong and weak optimality. This section
therefore suggests to look at strong optimality as a mere self-monitoring, not as
genuine perspective taking in the strong game-theoretic sense.

Let us begin by looking more closely at the idea of perspective taking in
game theory. If a rational agent takes the behavior of an opponent into account,
game theorists assume that the agent plays a rational best response to the belief
that her opponent is behaving in the specified way. Take, for instance, the be-
havior of a naı̈ve receiver R0. A belief in this behavior is a belief that message
m is interpreted as some state in R0(m). If a sender plays a best response to
this belief, she optimizes her behavior, based on her preferences, by taking into
account the complete interpretation behavior of R0, i.e., the way all messages
are interpreted according to R0. In other words, perspective taking in game the-
ory is holistic in the sense that the whole strategy of the opponent is taken into
account when making a choice.

This is not what strong optimality implements. In order to adhere to strong
optimality, it is usually not necessary to take the whole strategy of the opponent
into account. For example, a sender only has to do two things if she wants to
conform to strong optimality (when this is possible): firstly, given a state t, she
needs to check her production preferences to compute OTsyn(t) ⊆ M; secondly,
she has to check whether some message in OTsyn(t) would also be interpreted
as t given the receiver’s interpretative preferences. It becomes clear thus that
strong optimization merely implements a simple associative feedback-loop, but
not full perspective-taking in the standard game-theoretic sense. In other words,
under this interpretation strong optimality is mere - to check for
association congruence between production and comprehension.
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4.3 Weak Optimality as Iterated Self-Monitoring

This idea of monitoring production by self-interpretation and monitoring in-
terpretation by self-production also carries over to an interpretation of weak
optimality. Remember that the -algorithm repeatedly checks for strong op-
timality in reduced -systems where optimal and blocked form-meaning pairs
are removed in every step. This process can be mirrored by defining more so-
phisticated player types of level n > 0 whose behavior corresponds to the n-th
round of computation of the -algorithm.

For this purpose, let AC0 be the set of level-0 association congruent from-
meaning pairs: AC0 = str. Let us then define level-(n+1) players as playing
in conformity with level-n association congruence where possible:11

S n+1(t) =




ACn(t) if ACn(t) ! ∅
arg minm∈M\ACn(T ) C(t,m) otherwise

Rn+1(m) =




ACn(m) if ACn(m) ! ∅
arg maxt∈T\ACn(M) Ass(m, t) otherwise.

To complete the inductive construction, we also need to define level-(n + 1)
association congruence as: ACn+1 = S n ∩ Rn. This construction, call it it-
erated self-monitoring, quite obviously replicates exactly the workings of the
-algorithm.

Iterated self-monitoring is not only a rephrasing of the -algorithm, but
actually helps interpreting weak optimality. For we can now ask and answer
the question which assumptions about the psychology of agents give rise to
the above behavior of sophisticated players. The obvious answer is that agents
perform self-monitoring iteratively, but only when necessary, and believe that
their opponents do too. More concretely, the behavior of a sophisticated level-
(n + 1) sender follows from two simple assumptions:

(i) the player performs self-monitoring based on the behavior of level-n play-
ers and plays accordingly when this gives a result;

(ii) where this gives no result, the player plays rationally given the partial
11 I write ACn(T ) as the set of all m for which there is some t such that 〈m, t〉 ∈ ACn, and

similarly for ACn(M).

128



Bi-OT and Signaling Games

belief that the opponent adheres to (i).

Let us first validate that these two assumptions indeed give rise to the behavior
of sophisticated players as defined above and reflect on the conceptual implica-
tions afterwards.

Take, for instance, a sender of level (n + 1) who wishes to express the
state t. (The argument for the receiver is parallel.) Firstly, S n+1 would perform
self-monitoring based on level-n behavior and thus compute level-n association
congruence. If some message satisfies level-n association congruence for t,
any message with this property would be used. This way, the first assumption
directly assures that S n+1(t) = ACn(t) whenever ACn(t) ! ∅.

The second assumption is just a little bit more complicated. It kicks in
when the sender wants to express some t " ACn(M). In that case, S n+1 is
required to play rationally to the belief that her opponent’s behavior is char-
acterized by the (possibly partial) strategy Rn+1(m) = ACn(m) for all m such
that ACn(m) ! ∅.12 Given such a partial conjecture, it would always yield an
expected utility of 0 (possibly minus some nominal cost, of course) to try to
express a state in t " ACn(M) with a message m ∈ ACn(T ). But in the absence
of a definite conjecture about how messages in M \ACn(T ) are interpreted, any
such message has at least a positive chance of obtaining the right interpretation,
so that the expected utility of sending a message from the M \ ACn(T ) in t will
be strictly bigger than zero, and, in fact, equal for all messages in this set. Con-
sequently, a rational level-(n+ 1) sender will choose any cost-minimal message
in M \ ACn(T ) in each state t " AC0(M). It turns out that the second assump-
tion effectively gives, via partiality of belief in self-monitoring, a rationalistic
explanation of the blocking mechanism of the -algorithm.

4.4 Relflection on Iterated Self-Monitoring

Taken together, this suggests that we should think of weak optimality as a pro-
cess of self-monitoring to the maximal depth necessary to express or interpret
a form. Since ACn ⊆ ACn+1 for all n, there is no need to compute more so-
phisticated play than the minimal k for which ACk(t) ! ∅, when expressing t,
or ACk(m) ! ∅, when interpreting m. Only when necessary, further iteration

12 Notice that this belief may be partial, for it may mean that S n+1 has no belief about how her
opponent will interpret a message m for which ACn(m) = ∅ if such messages exist.
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of self-monitoring takes place, by adopting a belief that the opponent also per-
forms such iterated self-monitoring. At each step of this procedure, however,
the conjecture about opponent behavior is not the full-fledged perspective tak-
ing that is standard in game theory, but only an associative feedback and the
assumption that the opponent also performs such self-monitoring.

Interestingly enough, Bayesian rationality features in this interpretation of
optimality only as an explication of preference maximization in the absence of
a conjecture about opponent behavior. In other words, unlike in the structurally
similar  models of, for instance, Jäger and Ebert (2009) and Franke (2009),
the more sophisticated types do not rely on deeper and deeper nestings of belief
in rationality. The sophisticated types that match the -algorithm only require
ever more nested beliefs in self-monitoring. This is in a sense a weaker require-
ment, but it may nonetheless explain why weak optimality is often too strong
a theoretical prediction to be borne out in reality (cf. the arguments by Beaver
and Lee 2004): that agents can coordinate successfully on weakly optimal com-
munication behavior becomes dubious proportional to the number of iteration
steps in self-monitoring, due to natural restrictions on cognitive resources.

However, to say that nested belief in self-monitoring, as found in  under
the interpretation favored here, is weaker than nested belief in rationality under
full-fledged perspective taking, as found in recent  models, is not necessarily
an argument for  and against . In order to be an argument for  we
would have to motivate why exactly this kind of self-monitoring should occur
in pragmatic language use. It is fairly standard to assume monitoring by internal
self-interpretation (cf. Levelt 1989), but this is not necessarily so for compre-
hension. This points favorably into the direction of an asymmetric approach to
, as advanced by (see Zeevat 2000).

Finally, it is also not implausible to accept simple self-monitoring as a rea-
sonable mental operation, be it in production alone or also in interpretation, yet
to reject nested beliefs in self-monitoring opponents as a natural cognitive pro-
cess. This would corroborate the position of, for instance, Blutner and Zeevat
(2008) that only strong optimality is reasonable as an online mechanism, while
weak optimality is not.
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5 Conclusion

To take stock, I have argued that it useful and desirable to match optimality
theory with game theory in order to supply a characterization of ’s basic no-
tions in terms of agents’ mental states and behavioral disposition. I have tried
to show that the analogy between -systems and strategic optimality games
suggested by Dekker and van Rooij (2000) is conceptually flawed, and does
not achieve this end. Therefore, I have suggested to work out a connection
between signaling games and -systems, and between optimality notions and
different kinds of more or less sophisticated player types. From this point of
view, unidirectional optimality is Bayesian rationality that takes into account
only preferences on form-meaning associations in the absence of a conjecture
about opponent behavior. Strong optimality turned out to be best described
as a simple self-monitoring feedback process, not as full strategic perspective
taking. Weak optimality then presents itself as an iterated process of such self-
monitoring which is defined in terms of beliefs in self-monitoring and rational
responses to these (possibly partial) beliefs.
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The paper investigates the origins of the German/Dutch particle toch/doch) in the 
hope of shedding light on a puzzle with respect to doch/toch and to shed some 
light on two theoretical issues. The puzzle is the nearly opposite meaning of the 
stressed and unstressed versions of the particle which cannot be accounted for in 
standard theories of the meaning of stress. One theoretical issue concerns the 
meaning of stress: whether it is possible to reduce the semantic contribution of a 
stressed item to the meaning of the item and the meaning of stress.  The second 
issue is whether the complex use of a particle like doch/toch can be seen as an 
instance of spread or whether it has to be seen as having a core meaning which is 
differentiated by pragmatics operating in different contexts.  

We use the etymology of doch and doch as to+u+h (that+ question 
marker+ emphatic marker) to argue for an origin as a question tag checking a 
hearer opinion. Stress on the tag indicates an opposite opinion (of the common 
ground or the speaker) and this sets apart two groups of uses spreading in different 
directions. This solves the puzzle, indicates that the assumption of spread is useful 
and offers a subtle correction of the interpretation of stress. While stress always 
means contrast with a contrasting item, if the particle use is due to spread, it is not 
guaranteed that the unstressed particle has a corresponding use (or inversely).      

 

 
 
 
1 Introduction 
 
Dutch toch or German doch give rise to an almost paradoxical question, first 
noted by Doherty(1985). If the sentence is presented with stress on toch/doch 
the conditions of use become the opposite from the same sentences with the 
stress removed. 
 
(1)  Hij komt TOCH. 

Er kommt DOCH.  
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He is coming, although we believed he was not. 
 
(2)  Hij komt toch.  

Er kommt doch.  
You know he's coming. 

 
The first speech act (1) is a correction, normally of the common ground between 
speaker and hearer and the second speech act (2) is a reminder of some common 
ground fact. The problem is how to derive these two different uses from the 
same conceptual source (the meaning of doch/toch) and a general account of 
the import of accent in interpretation. It is not an easy problem, since in Rooth's 
account of accent (Rooth 1992) all that accent contributes is the salience of an 
alternative to the accented part, here the particle. That works fine in (1), since 
the interlocutors believed (3), a clear alternative in the sense of Rooth. It can 
therefore be explained why accent appears on the particle in (1) but the 
explanation fails completely to predict why a quite distinct speech act results 
when the accent is omitted. One should be back at the core meaning without a 
salient alternative. But what is a correction of the common ground without a 
salient element of the common ground to be corrected? And what would it mean 
to remind somebody of a known fact while making its negation salient?  
 
(3)  Hij komt NIET. 

Er kommt NICHT. 
He is NOT coming. 

 
Notice that in (2) other alternatives can be salient.  
 
(4)  PETER war doch in Frankfurt. 

You know it was Peter who was in Frankfurt. 
 
(4) will have a salient alternative, say  You know it was John who was in 
Frankfurt, so the problem is not that reminders cannot have salient alternatives. 
The problem is that (3) is the only good alternative to (2) and assuming it is 
salient seems to destroy the point of the reminder and moreover does not lead to 
the meaning of (1). It would appear that the particle with accent and the particle 
without accent have acquired  independent meanings and that -contrary to what 
is generally assumed- Dutch and German are distinguishing words by means of 
word intonation alone. 

In this paper, we explore the history of the particle in order to solve this 
problem, largely in order to see whether progress can be made by applying the 
ideas in Zeevat (2007) about spread in language evolution.  Our claim is that in 
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its original meaning the intonational contrast is as expected. Spread of uses of 
both the accented and unaccented toch/doch has resulted in a set of new uses, 
related to but distinct from the original use.  Certain of those uses cause accent 
to appear because there is a contrasting and activated alternative, while other 
uses rule out accent. This results in accent (with the syntactic position of the 
particle) being one of the factors that disambiguates between the different uses 
of doch/toch. Accent in this view does not have its own meaning, but it has a 
triggering condition. The triggering condition is compatible with only some of 
the possible uses. There could be no compositional theory that takes the 
meaning of doch and the meaning of accent and combines them into the 
meaning of accented doch. 

In section (2), an overview is presented of the different German and Dutch 
uses. Section  (3) is about the view that words like toch/doch can be described 
by means of a core meaning. Section (4) discusses the alternative model of 
spread in the evolution of languages. Section (5) provides apossible historical 
explanation. 
 
2 Overview of the uses of doch and toch  
 
This section is an overview of the uses of doch and toch in German and Dutch. 
While there is a large overlap, there are also differences. Labels are introduced 
for the uses and these labels are used later on in the text. The overview is close 
to Foolen (2003), but adds some differences between Dutch and German. 
 
Questions with assertion syntax 
 
Asking for confirmation of something the other speaker said, prompted by 
having the opposite information (correction confirmation question):  
 
(5)  Hij komt DOCH?  

Er kommt DOCH?  
Is he coming after all? 

 
Confirmation of old common ground information, to make sure, or  because the 
other seems to have forgotten (reminder question):   
 
(6)  Hij komt toch?  

Er kommt doch?  
You know he's coming, isn't he? 

 
(7)  Ik ga toch 2 weken weg?  
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Ich bin doch weg die naechste zwei Wochen? 
You know I am away the next  two weeks?  

 
It is one of the most remarkable properties of doch/toch that it can make 
assertive sentences into questions. Unaccented doch/toch cannot be used with 
inversion, at least in polar questions.  
 
Questions with question syntax 
 
Asking for confirmation of correction of common ground: you were not coming 
but now you seem to be. They are not different from the corresponding question 
without inversion:  
 
(8)  Kom je TOCH ?  

Kommst du (also) DOCh ?  
So you are coming after all? 

 
Inversion is not possible with unaccented toch/doch: 
 
(9)  *Kom je toch? 

*Kommst du (also) doch?  
 
Assertions 
 
Correction of common ground: 
 
(10)  Hij komt TOCH.  

Er kommt DOCH. 
He is coming after all.  

 
Correction particle 
 
TOCH WEL and  DOCH: correction of negation:  
 
(11)  TOCh WEL/NIET)! 

DOCH (NICHT)!  
No! 

 
Proconcessive use:   
 
The previous context contains a reason for thinking otherwise, which must be 
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identified in a proper interpretation. The accent is weaker than in the 
correction cases.  
 
(12)  En TOCH kwam hij. 

Und DOCh kam er.  
He came though.  

 
Reiteration of old common ground information:  
 
(13)  Hij komt toch.  

Er kommt doch.  
He's coming, you know he is. 

 
Common ground marker: 
 
(14)  Als je toch hierheen komt, neem het boek dan mee.  

Falls du sowieso hierher kommst, nimm das Buch dann mit. (not with 
doch). 
If you are coming here anyway, bring along the book.  

 
Reminding causal: 
 
(15)  Ik ben immers rijk. (not with toch) 

Bin ich doch reich. (with obligatory inversion) 
Because, as you know, I am rich. 

 
Imperatives 
 
Idiomatic: refusal to believe the other is sincere in what he is saying:   
 
(16)  Kom toch!  

Not in German. 
Come on. 

 
Non-idiomatic: exhortation to come, mitigating the imperative by presuming a 
common ground that this is the correct thing to do (?):  
 
(17)  Kom toch!  

Komm doch!  
Do come! 
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Request for coming, while it was clear the interlocutor would not do that.  
 
(18)  Kom TOCH!  

Komm DOCH! 
Change your mind and come! 

 
Wh-questions 
 
Reasking an already answered direct question when one has forgotten the 
answer:  
 
(19)  Wie heeft er toch dat artikel over contrast geschreven?  

Wer hat doch dieses Papier über Kontrast geschrieben?  
Who was it that wrote this paper about contrast?  

 
(20)  Wat was dat toch voor voetbalwedstrijd? 

Was war das doch für ein Fußballspiel? 
What soccer game was that? 

 
(21)  Wie heeft er toch de cake opgegeten?  

Wer hat denn den Kuchen aufgegessen? (not with doch) 
Who ate the cake?  

 
The meaning of doch/toch is not clear in the last two cases. They are only 
available with the unaccented doch and toch. It seems the wh-question must 
related to a common ground fact. 
 
Exclamations 
 
Exclamation of criticism of addressee:  
 
(22)  Peter toch!  

Aber Peter! (not with doch) 
But Peter! 

 
Exclamatives (surprise over CG fact?):  
 
 
(23)  Wat is hij toch slim!  

Wie klug er doch ist!  
How clever he is! 
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Wishes (their fulfillment is already in the CG?):  
 
(24)  Als hij toch zou komen! 

Wenn er doch käme! 
If he would come! 

 
Conjunction 
 
 Adversative conjunction:  
 
(24)  Die Lage ist ernst, doch nicht hoffnungslos.  

Not in modern Dutch. 
The situation is serious but not hopeless. 

 
The same root in other languages 
 
English 
 
Proconcessive:  
 
(25)  He is coming though. 

Doch kommt er. 
Toch komt hij. 

 
Concessive conjunction:  
 
(26)  Though he is ill, he is still coming.  
Not with toch or doch. 
 
Swedish 
 
dokh, apparently taken from German. Mostly proconcessive. 
 
Spoken Russian 
 
The reminder clitic particle -to (McCoy 2003). 
 
Gothic 
 
Will be discussed in section (5). 
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Sanskrit 
 
tu as the contrastive conjunction Sturtevant (1928). According to Jared Klein 
(p.c.) this is no longer the accepted theory about the origin of tu. Without 
Sanskrit and ignoring the Russian reminder particle, there is no evidence for a 
pre-Germanic origin of doch/toch. 
 
3 Core meanings 
 
As stated in the introduction, the main two assertion uses are distinguished by 
intonation. Without accent toch/doch is a modal particle for common ground 
status and with accent, it becomes a correction particle. These are near opposites 
and it seems hard to connect the two uses from a core meaning and intonation. 
 
(27)  Peter kommt DOCH.  

Peter is coming and we thought he was not. 
(28)  Peter kommt doch. 

Peter is coming as we always thought. 
 
How to do this with intonation theories? Following Rooth (1992), the accent 
relates to a set of alternatives that can be obtained by replacing elements of the 
same category for the accented item. For Rooth, it only depends on the context 
which substitution instances are in the set. Zeevat (2004) argued that proper 
alternatives to x must be distinct from x and that distinctness requires that it is 
incompatible with the common ground that the two items could still be identical 
or overlapping. For the category of particles to which TOCH/DOCH belongs this 
would work out as conceptual incompatibility. That condition is only fulfilled by 
full negation, so that Peter kommt NICHT is the only alternative. 

In the correction use, the correct alternative is given by the common ground 
knowledge that is to be corrected. It is of the form p if the utterance is  DOCH 

NICHT p and of the form NICHT p if the utterance is DOCH p. But taking the 
meaning of the unaccented doch (p is common ground) and adding to that the 
salience of the negation of p does not give us a correction. p is precisely not 
common ground if the correction p makes any sense and it is not possible to 
assume that not-p is common ground if p is also common ground. Correction 
with unaccented doch is possible when the other speaker seems to have 
withdrawn his earlier commitment to p. Doch is used in this case to remind the 
other speaker that p  really is common ground. 

One strategy that one can follow to solve this puzzle is to assume a core 
meaning for toch/doch that underlies both the accented and the unaccented 
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toch/doch which derive their meaning in a given context from the core meaning 
and pragmatically based reasoning about the content in the context.  

One of the most worked-out approaches on this line is Karagjosova (2003) 
that proposes a core meaning of  denial of earlier expectation, following earlier 
work of Weydt (1969). In the case of correction, the earlier expectation can be 
equated with whatever is corrected. 
 
(28)  Peter ist also DOCh verreist.  

Although I had reasons to believe that Peter would not leave, he has left. 
 
In the non-accented case it is denial of the speaker's expectation about what the 
hearer believes. In the example below, B expects A to believe that Peter is away 
on a journey, but A's contribution can only be taken as indicating that A has 
forgotten all about it.  
 
(29)  A. Peter kommt also mit. 

B. Er is doch verreist.  
A. Peter is coming along then. 
B. But he has left, hasn't he?  

 
In the case of the accented DOCH, one can take the salient negative alternative 
presupposed by the accent on  DOCH as a way of indicating which expectation is 
violated: the expectation that Peter would not have left on a journey. And in fact 
one can show that there is a whole range of possible sources for the violated 
expectation with the common ground only being one of them: the speaker only, 
the hearer only, third party opinions, the linguistic context, a plausible inference 
from what has just been said. For the unaccented doch, the speaker's expectation 
that the hearer believes p is a plausible basis for assuming that p is common 
ground between the speaker and the hearer. If the speaker expects the hearer to 
believe p but does not in fact believe p herself, presumably she should indicate 
her dissent. 

What are the problems with this account? First of all, while denial of 
expectation is a common ingredient of both denial of an expectationabout the 
hearer's belief that p and denial of expectation that p, it is not clear that an 
intonational account on the lines of Rooth (1992) is able to relate the two 
expectations. Why should accent lead to denial of expectation with respect to p, 
when it is just the denial of the expectation that the hearer believes p in the 
unaccented case? This  would not be a straightforward application of what is 
understood about accent.  
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The second problem is that there are subtle differences between Dutch and 
German: combining unaccented doch with questions is more frequently out, and 
there are cases like (29) that are not in German. 
 
(29)  Als je toch hierheen komt, neem het boek dan mee.  

If you are coming here anyway, bring along the book.  
Falls du sowieso hierher kommst, nimm das Buch mit. 

 
Now if the core meaning is the same in both languages (and there is a very large 
overlap) the same pragmatical reasoning should apply and there should be no 
such distinctions. In addition, the proposed core meaning seems to be absent in 
(29): it is common ground between speaker and hearer that the hearer will come 
to the location of the speaker and that common ground knowledge is just 
mobilised for planning the return of the book: there is no suggestion at all that 
the hearer has forgotten about his plan to come over.  A similar case is the 
following example. 
 
(30)  Ik ga toch 2 weken weg?  

Ich bin doch weg für 2 Wochen? 
As you know I am away for two weeks?  

 
There is no indication in this example that the hearer does not know anymore 
about the speaker's travelling plans: the purpose of the speaker is just to bring it 
up again so that she can now ask the hearer to water her plants while she is 
away. (The absence in Dutch of the particle ja may explain why Dutch has a 
wider range of uses here: ja is a less ambiguous common ground marker). The 
reminding causal uses in German (Bin ich doch reich.) are however another case 
in point. 

So while we accept in principle the possibility of a core meaning approach, 
we have doubts in this particular case with respect to the possibility of a core 
meaning theory that meets the two demands: (a) the core meaning is present in 
all uses and (b) each use can be fully explained using the core meaning and 
pragmatic reasoning only. There seems to be no proposal that fully does the job. 

It is a point in favour of core meaning theories that they do justice to the 
intuition of a conceptual unity behind a rich variety of uses. But it does not seem 
that the alternative theory of a historical process in which the different uses are 
formed is unable to account for this intuition. A historical account has the 
advantage that differences between languages are not problematical and that the 
pragmatical reasoning becomes superfluous, or gets a different role. This is the 
road that we will pursue in the next section and beyond. 
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4 Spread in Grammaticalisation  
 
Zeevat (2007) investigates the possibilities of simulating one central step in the 
grammaticalisation process in a probabilistic model: the recruitment of a word 
for a new use. In recruitment, an existing word acquires a new use, often 
described as weaker, more pragmatical and grammatical. Recruitment is the 
standard process assumed for the origin of the functional inventory of 
languages: all grammatical morphemes, auxiliaries, articles, prepositions, 
pronouns and particles, with the possible exception of demonstratives ultimately 
derive from lexical words by recruitment.  

The model makes reproduction of a use dependent on its communicative 
success, i.e. on whether the  hearer correctly identifies the speaker's intention 
and of  the importance of the error (important errors lead to less reproduction). 
On this basis, historical events like spread and usurpation can be simulated by 
the change of probabilities guiding the use and interpretation of linguistic 
expressions for certain meanings. This makes recruitment happen only when  
three conditions are satisfied: 

 
a. the source use weakly entails the target use (if the source use obtains, the 
target use holds more often than not) (push)  
b. non-recognition of the target use leads to "serious" communicative failure  
c. non-expression of the target meaning is overwhelmingly interpreted as 
excluding  the target use (with b together: pull) and the target meaning lacks an 
alternative expression device. 
 
Without push, the use of the word is not able to evoke the new meaning, without 
pull there is no reason for the new formation.  

Depending on the relative natural frequencies of the old use versus the new 
use, the new use can either end up coexisting with the old use (spread) or take 
over the word entirely (usurpation). 

Usurpation is also prevented if the new use and the old use are protected 
from each other, i.e. there are features of both uses such that confusion of an old 
use for a new use or vice versa is unlikely. The attested grammaticalisation of 
words for “head” to become the local preposition corresponding to English on is 
a case in point, since the prepositional and noun uses cannot be confused for 
each other in this case.  

As an example consider spread as an account for the proconcessive use of 
toch/doch as derived from its correction use: 
 
a. the fact that the common ground contains an opposite opinion of the speaker, 
the hearer or somebody else weakly entails that the common ground contains 
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recent information from which one may infer the opposite of what is said --
People's opinions are reasons for thinking that what they say is true  
 
b. non-recognition leads to the availability of p in memory as a reason for 
thinking that not-q --- while q is the case.  
 
(31)  It rains. Peter is going for a walk.  

(If it rains, people normally do not go for walks.) 
 
Marking Peter's walking by a proconcessive is effective in removing the 
inference that Peter is not going for a walk.  
 
c. A plain assertion is an answer to a fully open issue.  
 
Compare Stalnaker's assertion conditions (Stalnaker 1979) that p is both new 
and consistent information, but the assumption used here is stronger: the 
common ground should not already contain reasons for inferring that p is true or 
false.  

Further notice that in conversation the proconcessive use does not seem 
morefrequent than correction and that it is hard to confuse one for the other: if 
there is no CG element that is corrected by the statement, the correction 
interpretation is out. If there is nothing in the context that normally causes the 
statement to be false, the proconcessive interpretation is impossible. 

So spread of a correction marker to become both a correction and a 
proconcessive marker is possible and will happen in due time in the model 
unless there are other candidates for recruitment or other good ways of 
expressing the new meaning. It follows that it must be assumed that the other 
German proconcessives, e.g.  trotzdem must have evolved as proconcessives 
after doch became one. 

It is not necessary to think of spread as creating two different words just 
because there are two different meanings. In a study of the use of  already as a 
perfective aspectual marker in Singapore English (next to its standard English 
use), Fong (2003) proposes the mechanism of semantic epenthesis. In this 
mechanism, the word projects a set of semantic features and the context can 
switch some of them off. Applied to this case, one could think of the correction 
marker spread to proconcession as projecting the combination of 
proconcessive(X) and correction(X), with X standing for the antecedent, so that 
the existence of a proconcessive antecedent switches of the correction reading or 
vice versa. (Notice that it is impossible to be both the negation of p and a reason 
for p being false, i.e. to be both the corrected item and the proconcessive 
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antecedent). Along these lines, a conceptual unity of the word can be 
maintained, even after spread. 

What can spread do for toch/doch? Can one relate the different uses by 
postulating recruitment or other processes?  

It is important below that the arrows are monodirectional: it should not be 
possible for the inverted process to happen. 

It seems the uses in section (2) can be derived from each other partly by 
spread in the following way. This was already demonstrated for (b.) and it is 
plausible for (e.) as well. 
 
a. correction confirmation question => correction marking on anything 
b. correction marking => proconcessive 
c. proconcessive => contrastive conjunction 
d. reminder question => CG marker 
e. CG marker => mitigator (Abtönungspartikel) of imperatives, wishes, 
questions, exclamations, etc. 
f. correction marker => correction particles 
(DOCH (TOCH and TOCH WEL), and DOCH NICHT  (TOCH NIET)) 
 
(c.) is a different case. The proconcessive doch occurs clause-initially and the 
process underlying the formation would be a reanalysis of the antecedent and the 
doch-clause as a single sentence and of doch as a conjunction. (a.) and (d.) can 
be analysed as spread by assuming that intonation separates their use as a 
marker of correcting questions or reminding questions from their use as 
correcting or reminding assertions. The assertive force is then intonationally 
expressed (which epenthesises the question feature) and leaves the correcting or 
reminding feature. This would be a case of semantic epenthesis: the correcting 
confirmation question marker used on an assertion cannot mark "confirmation 
question" but still projects "correction". Similarly, a reminder question marker 
on an assertion, cannot mark "question" but "reminder" can still be projected. 

This spread would result in accented toch/doch becoming a marker of 
correction and unaccented toch/doch in a marker of common ground.  

A marker of common ground (e.) can likewise easily spread into being a 
mitigator. Asking somebody to do what they want to to do anyway preserves 
face. Once mitigation has been established, it can further spread to wishes and 
questions. 

Finally (f.) would come out of a process of ellipsis. 
It is hard to see however that there is spread that connects the accented with 

the unaccented dochs. There are just two families of uses. A curious exception is 
the conjunction doch that is unaccented and so seems to fall outside the family 
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of accented dochs to which it semantically belongs. It must be a property of 
conjunctions that they lose accent.   

There are versions of toch/doch in other languages. English has though as a 
concessive conjunction and as a proconcessive, Swedish has dokh (adversative 
and concessive meaning), Russian -to (a reminder postclitic). These seem to be 
only fragments of the Dutch and German use and are not divided by accent. 
Gothic has a very wide range of otherwise unattested uses of thau, in addition to 
uses like the Dutch and German use. 

The conclusion should be that while spread helps in accounting for the 
many uses (and liberates us from the task of accounting for the different uses by 
pragmatic reasoning from a core meaning), it still is unable to deal with the 
paradox with which this paper opened. 
 
5 A Historical Explanation  
 
In this section, we give a historical explanation of the paradox. 

The particles doch and toch are derived from an Indogermanic origin 
to+u+h composed of the demonstrative to, the question marker –u and an 
emphatic marker h Hentschel (1986). Given the nature of Indogermanic question 
marker in which the marker -u can be attached to anything that is questioned, a 
gloss may be That? or  Is that so?. 

It should have a role in the sentence and the most reasonable role would 
seem that of a question tag on an assertion: S, is that so? 

There are three kinds of confirmation question. One can try to confirm 
one's own opinion, the opinion of a third party and one can confirm the opinions 
of the interlocutor. For the first kind, there are the so-called biased questions: 
 
(32)  He is guilty, isn't he? 

He is guilty, yes? 
He is guilty, right 

 
For confirming the opinion of a third party, an open question that quotes the 
opinion seems the most appropriate. 
 
(33)  Is it true/correct that he is guilty? 
 
The hearer's opinion is checked with rising intonation questions. 
 
(34)  He is guilty? 

He isn't guilty? 
Is he guilty? 

 148



History and grammaticalisation of “doch”/”toch” 

 

Isn't he guilty? 
 
The Dutch and German questions in (34) have one property in addition to such 
rising intonation questions. They also presuppose the negation to be common 
ground. The surprise and the bias in (34) can also be due to the speaker's private 
opinion. (34) and (35) however both seek confirmation of what the hearer just 
said. 
 
(35)  Hij is TOCH schuldig? 

Er ist DOCH schuldig? 
Is he guilty after all? 

 
How about the unaccented versions? 
 
(36)  Hij is toch schuldig? 

Hij is toch niet schuldig? 
Er ist doch schuldig? 
Er ist doch nicht schuldig? 

 
Here an old hearer/CG opinion is checked, quite possibly in reaction to some 
opinion of the hearer that casts doubt upon it. If so, it follows that the English 
question with reversed polarity is the adequate translation. But those can also be 
used if the speaker does not take his opinion to be common ground. 
 
(37)  Hij is toch schuldig?  

Isn't he guilty? 
Hij is toch niet schuldig?  
Is he guilty? 

 
This relation with a claim of the hearer disappears when the reminder question 
has other reasons than seeking for confirmation as in (38) 
  
(38)  Ik ga toch volgende week naar Spanje? Kan jij dan voor de planten zorgen? 

Ich bin doch nächste Woche in Spanien? Kannst du für meine Pflanzen 
sorgen? 
When I am in Spain next week, can you water my plants? 

 
In both cases to+u+h would get tagged onto a hearer opinion and thereby the 
hearer would be asked to confirm it. In both cases the hearer has committed 
herself to p in the past. The speaker wants to confirm whether the commitment 
is valid or still valid. 
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In Dutch and German these uses are still there and they are the only two 
uses where the same pragmatic meaning (please confirm that you believe p) is 
invoked with accent (indicating an activated contrasting not-p and without.  

In section (4) it was shown how spread can account for the other Dutch and 
German uses. 

There has been little development in the development of doch and toch in 
the recent history of German or Dutch. In fact, the very sim larity between the 
Dutch and the German particle indicates that nearly all of the uses were in place 
when the languages separated and that the formation of the particle is very old. 
If moreover the Russian -to really has the origin postulated, toch etc. predates 
the split between Germanic and Slavic.  

The arguments that can be given for the original meaning are the 
etymology and especially the presence of the question marker -u in it. The to 
picks up the preceding sentence and the -u questions it. That the sentence should 
be a repetition of something the hearer has said or confirmed before does not 
follow in the same way. But it is clear that is that so? on its own would be just a 
challenge to the hearer. 

Further, among the uses in German and Dutch, it appears to be the only two 
that can both serve as a source for al the other uses by spread and the only two 
that can be semantically related to each other by having or lacking contrastive 
stress. 

It should further be noted that with the exception of Gothic none of the 
other languages have uses of their descendant of to+u+h that are not part of the 
Dutch/German array of uses and Gothic has a large overlap.  

A weak spot is that there is no older German, older Dutch or Gothic 
evidence for these two original uses. This may be due to the fact that no real 
conversations are available for those languages and language phases. 
Confirmation questions typically slow down a story and the typical uncertainty 
about hearing it right in conversation is not part of the writing medium. 

The argument requires the explanation of the Gothic uses that are not in 
Dutch or German. 

The Gothic uses of thau can be resumed from the dictionary Streitberg 
(1910): 
 
a. comparative conjunction:  than after comparative 
b. in disjunctive questions (also elliptic ones):  or 
c. adversative conjunction:  jedoch 
d. introducing the consequent of a conditional sentence: translation of Greek  an 
e. pragmatic ("metacommunicative") function: in proper direct and indirect 
(wh)-questions, rhetorical (wh-)questions and assertions  
f. though as in English  

 150



History and grammaticalisation of “doch”/”toch” 

 

 
Uses (c.) and (f.) are familiar from German, English and Dutch.  

Comparative conjunction may be related to a different use of to as in the 
English (39). 
 
(39)  Is he that strong? 
 
In the equivalent of  John is stronger than Bill, the combination of to with -u 
would then be asking the hearer to answer the question how strong Bill is and 
uses that answer to make a statement about how strong John is. (Degrees to 
which x has the property P are often used in semantics for comparatives). 

The marker of disjunctive questions can be related to examples like: 
 
(40)  skuld-u ist unsis kaisara gild giban thau ni-u? 

is it right to give the emperor taxes or not?  
 
It would seem that thau niu is a question tag like the Chinese X bu X as in (41) 
and that thau has been reanalyzed as a disjunctive question marker in this tag. 
  
(41)  Ni hao bu hao?  

You good not good? 
Are you doing well? 

 
The uses in (d.) and (e.) are markers of non-veridicality and the recruitment of a 
question tag for this purpose seems natural. The somewhat mysterious modern 
uses of toch in dutch questions may perhaps be related to these Gothic uses. For 
our point, it is important that there is still a strong association with the marking 
of questions and non-veridicality. This makes an origin of toch and doch as 
question tags more plausible.  

If we are right, this solves the paradox. The original use is not paradoxical, 
but both uses have spread a good deal. The accented toch/doch has become a 
correction and a concession marker and lost its association with questions. The 
unaccented toch/doch has become a marker for common ground information, 
again without an inherent relation with questions. But the new uses in the two 
groups cannot be related with uses in the other group as their contrastive or non-
contrastive counterpart. 

This merely points to the fact that accent is always assigned to a word  in a 
particular use. Contrastive accent merely means that a contrasting element has 
been activated, as Rooth (1992 has it. Accent therefore plays a disambiguating 
role, but it does not do that as part of the inventory of sound distinctions that 
keep words apart in Dutch an German. It is merely a question of expressing the 
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presence of a contrastor, which accidentally helps to keep various uses of toch 
and doch apart. 

Apart from contrastive accent, uses are also kept apart by the rising 
intonation typical of questions and by sentential position and inversion. 

The solution to the paradox starts from a shared origin of the accented and 
the unaccented doch.  We postulate that this is as a marker of questions with 
which the speaker seeks a reconfirmation of a hearer opinion. The accented doch 
indicates that, in the context, the opposite opinion is also around, often as an 
element of the common ground that speaker and hearer share. The absence of 
accent indicates that the opposite opinion is not activated. Spread created a 
considerable ambiguity and accent (together with syntactic factors and rising 
and falling intonation) helps to keep the different uses apart. 
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Outline of the Foundations for a Theory of Implica-
tures

Anton Benz
Centre for General Linguistics, Berlin

In this paper, we outline the foundations of a theory of implicatures.
It divides into two parts. The first part contains the base model. It
introduces signalling games, optimal answer models, and a general
definition of implicatures in terms of natural information. The second
part contains a refinement in which we consider noisy communication
with efficient clarification requests. Throughout, we assume a fully
cooperative speaker who knows the information state of the hearer.
The purpose of this paper is not the study of examples. Our concern
is the framework for doing these studies.

1 Introduction

Communication poses a coordination problem. We represent this coordination
problem by signalling games (Lewis, 2002). The solutions to the coordina-
tion problem are strategy pairs which describe the speaker’s signalling and the
hearer’s interpretation behaviour. The behaviour is an objective natural regu-
larity, and the speaker’s and hearer’s strategies determine with which probabil-
ity they will choose their respective actions given their respective information
states. As natural regularity, the communicative process can be described as a
causal Bayesian network (Pearle, 2000). From this representation, we derive
the notion of natural information which is related to Grice’ (1957) concept of
natural meaning. We claim that this is a key concept for the understanding of
pragmatics.

Natural information is objective information, i.e. it exists independently
of the beliefs and intentions of language users. To justify this interpretation we
have to interpret the probabilities in signalling games as objective relative fre-
quencies. From this objective level we distinguish a subjective cognitive level at
which probabilities are interpreted as subjective probabilities. We describe the
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subjective level by optimal answer (OA) models. We justify this representation
by a discussion of the theory of mind as incorporated in iterated best response
models (Franke, 2009).

Accordingly, the first part of the paper divides into five sections. The first
section introduces signalling games, the second section the concept of natu-
ral information and the general definition of implicature, and the third section
the optimal answer models and their canonical solutions. The third section
also discusses the relation between OA and iterated best response models. The
fourth section applies the general definition of implicatures to OA models and
signalling games. In Section 2, we present a lemma which provides us with a
criterion for deciding whether or not a strategy pair is an objective Pareto Nash
equilibrium of a signalling game. This lemma, Lemma 2.3 will play an impor-
tant role in our discussion of aspects of bounded rationality, the theory of mind,
and the objective justification of canonical solutions to OA models. The last
section of the first part provides the proof of this lemma.

The second part of this paper starts out with a discussion of the idea
that ambiguities are resolved by choosing the more probable interpretation, and
that, as a consequence, the more probable interpretation of an ambiguous ut-
terance is communicated with certainty. This principle figures prominently in
Prashant Parikh’s (2001) approach to game theoretic pragmatics, which basi-
cally assumes that all pragmatic strengthening and weakening of interpretation
can be reduced to cases of disambiguation. We argue that the natural hearer’s
reaction to an ambiguity is to ask a clarification request. Hence in Section 8,
we consider signalling games for which the hearer’s action set contains efficient
clarification requests. Efficiency means that clarification requests have nominal
costs and lead to almost maximal payoffs. The availability of efficient clarifi-
cation requests changes the equilibria of signalling games if we allow for noisy
speaker strategies. This noise may have external causes, i.e. the kind of noise
might not be predictable from game theoretic parameters. Hence, we introduce
a very general model for representing noisy speaker strategies. This is done in
Section 9. In this section, we also show how the canonical solutions to OA mod-
els change, and how the notion of implicatures applies to models representing
noisy speaker strategies. Section 10, contains further characterisations of the
equilibrium properties of canonical solutions for noisy games and the proof of a
lemma analogous to Lemma 2.3. The final section contains some clarifications
concerning our concept of nominal costs.
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Part A: The Basic Model

2 Signalling Games

Grice (1989, p. 26) characterised conversation as a cooperative effort. This
means that the contributions of the interlocutors are not isolated sentences but
subordinated to a joint purpose. In this paper, we will always assume that
each assertion answers an implicit or explicit question by the hearer which in
turn is embedded in a decision problem. The decision problem is such that
the hearer has to make a choice between several actions. The hearer’s choice
of actions depends on his preferences regarding the actions’ outcomes and his
knowledge about the world. The speaker’s message helps the inquirer in mak-
ing his choice. The quality of a message depends on the action to which it
will lead. Hence, communication poses a coordination problem to speaker and
hearer. The speaker has to choose his contribution such that it induces the hearer
to choose an optimal action; and the hearer has to consider the speaker’s mes-
sage and use the communicated information for making the best choice. We
represent these coordination problems as signalling games (Lewis, 2002). The
signalling games are such that first nature chooses a world v with probabil-
ity P(v); then again nature chooses a type θ , i.e. an information state, for the
speaker S with conditional probability p(θ |v); then the speaker chooses a signal
F with conditional probability S(F |θ), and finally the hearer chooses an act a
with conditional probability H(a|F). A branch of this game is depicted in the
following figure:

s s s s s- - - -
v S H u(v,θ ,F,a)P(v) p(θ |v) S(F |θ) H(a|F)

We formally define the signalling games as follows:

Definition 2.1 (Signalling Game) A tuple 〈Ω,Θ,P, p,F ,A ,u〉 is a signalling
game if:

1. Ω and Θ are non–empty finite sets;

2. P( . ) is a probability distribution over Ω;

3. p( . |v) is a probability distribution over Θ for every v ∈Ω;

4. F and A are respectively the speaker’s and hearer’s action sets;

5. u : Ω×Θ×F ×A → R is a shared utility function.

We assume that u(v,θ ,F,a) can be decomposed into a difference u(v,a)− c(F)
for some real valued function u(v,a) and a positive value c(F).

reinhard
Typewritten Text
155



We assume that the general game structure is common knowledge. The speaker,
in addition, knows θ when choosing signal F , and the hearer knows F when
choosing action a. This means that the agents’ strategies are functions of the
following form:

• For each type θ ∈Θ, the speaker’s strategy S( . |θ) is a probability distribu-
tion over F ;

• For each signal F ∈F , the hearer’s strategy H( . |F) is a probability distri-
bution over A .

In principle, the probabilities could be interpreted as objective frequencies
or as subjective probabilities. For reasons which will become clear in the next
section, we interpret all the probabilities related to signalling games as objective
frequencies.

Next, we introduce the notion of a Nash equilibrium. The speaker’s ex-
pected utility E (S|H) of strategy S given a hearer strategy H is defined as:

E (S|H) = ∑
v∈Ω

P(v) ∑
θ∈Θ

p(θ |v) ∑
A∈F

S(F |θ) ∑
a∈A

H(a|F)u(v,θ ,F,a). (2.1)

As the basic signalling games defined in Def. 2.1 are games of pure coordi-
nation, i.e. games in which the utility functions of both agents are identical, it
follows that E (S|H) = E (H|S). With these notions at hand, we can define:

Definition 2.2 (Nash Equilibrium) A strategy pair (S,H) is a Nash equilib-
rium of a signalling game 〈Ω,Θ,P, p,F ,A ,u〉 iff:

1. For all speaker strategies S′: E (S′|H)≤ E (S|H),

2. For all hearer strategies H ′: E (H ′|S)≤ E (H|S),

The equilibrium is strict if we can replace ≤ by <. It is weak if it is not strict.

For a game of pure coordination, a Nash equilibrium is a Pareto Nash equilib-
rium iff for all other Nash equilibria (S′,H ′): E (S′|H ′)≤ E (S|H). In this case,
we also say that (S,H) (weakly) Pareto dominates (S′,H ′).

The textbook equilibrium concept for signalling games is the concept of
a Bayesian perfect equilibrium. Bayesian perfection takes the player’s informa-
tion set into account. The player’s strategy must be optimal given the informa-
tion available to him at the time when he actually makes the decision. For the
hearer, this is after receiving an answer F . Apart from the possible semantic
meaning of the answer, the hearer is gaining additional information from the
fact that the answer was given. Hence, the probability distribution that enters in
the hearer’s decision making is his prior distribution updated with the informa-
tion gained by learning that a certain answer has been given. But, for the basic
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signalling games which we consider, Baysian perfect equilibria and Nash equi-
libria in the sense of Definition 2.2 coincide. Although their definition is more
complicated, it can be easier to do calculations for Bayesian perfect equilibria.
We will do this in Section 6.

In general, it is often convenient or necessary to formulate constraints and
do calculations with conditional probabilities, and not with P and p directly.
The probability with which nature assigns type θ to speaker S in world v equals
P(v) p(θ |v). Hence, the speaker’s probability µS(v|θ) for a world v after receiv-
ing type θ is a conditional probability defined as the probability to receive θ

in v divided by the overall probability of receiving θ ; see (2.2). For the hearer,
we find an analogous probability distribution. He acts after receiving a signal
F . Hence, the hearer’s probability µH(v|F) of a world v after receiving F is the
probability of receiving F in v divided by the overall probability of receiving
signal F (2.2). The explicit definitions are as follows:

µS(v|θ) =
P(v) p(θ |v)

∑w P(w) p(θ |w)
, µH(v|F) =

P(v) ∑θ p(θ |v)S(F |θ)
∑w P(w) ∑θ p(θ |w)S(F |θ)

. (2.2)

Here and in the following, we assume that the denominators are non–zero. For
µS this means that there exists a w such that P(w) p(θ |w) > 0, and for µH that
there are w and θ for which P(w) p(θ |w)S(F |θ) > 0.

In later sections, we will often make use of the following abbreviations:

µΘ(θ) := ∑
w

P(w) p(θ |w), and µF(F) := ∑
w

P(w)∑
θ

p(θ |w)S(F |θ). (2.3)

µF(F) is the probability for the speaker producing F , and µΘ(θ) is the prob-
ability for the speaker’s type to be θ . As it is clear from the argument which
measure is meant, we will write µ(F) instead of µF(F), and µ(θ) instead of
µΘ(θ).

Given type θ , the (speaker’s) expected utility of an action a is defined by:

ES(a|θ) = ∑
v

µS(v|θ)u(v,a) (2.4)

Similarly, given answer F , the (hearer’s) expected utility of an action a is defined
by:

EH(a|F) := ∑
v

µH(v|F)u(v,θ ,F,a). (2.5)

The speaker’s expected utility of a strategy S given his type θ is then:

ES(S|θ) = ∑
A

S(F |θ)∑
a

H(a|F)ES(a|θ) (2.6)
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And the hearer’s expected utility of a strategy H given his information state after
receiving signal F is then:

EH(H|F) := ∑
a

H(a|F)EH(a|F) (2.7)

We are now interested in a simple criterion for deciding whether a strategy
pair is a Pareto Nash equilibrium. The criterion will only depend on S, H and
the following set B(θ) which is the set of all actions with maximal expected
utility:

B(θ) = {a ∈A | ∀b ∈A ES(b|θ)≤ ES(a|θ)}. (2.8)

Throughout the paper, we will make extensive use of the following fun-
damental lemma:

Lemma 2.3 Let 〈Ω,Θ,P, p,F ,A ,u〉 be a signalling game. Let Θ∗ be the set of
all types θ for which ∃v P(v) p(θ |v) > 0. Let (S,H) be a strategy pair which
satisfies the following condition:

∀F ∈F∀θ ∈Θ
∗ (S(F |θ) > 0⇒ H(B(θ)|F) = 1). (2.9)

Then (S,H) is a Pareto Nash equilibrium. Furthermore, if H ′ is such that

∃F ∈F∃θ ∈Θ
∗ ∃a 6∈B(θ) (S(F |θ) > 0∧H ′(a|F) > 0), (2.10)

Then (S,H ′) is not a Nash equilibrium, in particular, it is E (H ′|S) < E (H|S).

We will prove this lemma in Section 6

3 Natural Information

In (1957), Grice introduced the distinction between natural meaning and com-
municated meaning. Natural meaning is the information which can be carried
by an event or object independently of the beliefs and intentions of any person
who may use this event or object for the purposes of communication. Grice
used the following example for illustrating the concept of natural meaning:

(1) a) Those spots mean measles.
b) Those spots didn’t mean anything to me, but to the doctor they meant

measles.

In both sentences, the word meaning refers to natural meaning. The spots carry
the information that the patient is infected with measles independently of any
person using the spots for communicating that he is infected with measles, e.g.
by pointing at the patient and saying: ‘Look what he has!.’ The spots carry their
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information due to a causal relation that exists between the infection and red
spots on the skin. This causal relation is a natural regularity which is the basis
for the inference from red spots to measles.

Causal relations can be represented by causal networks. The diagram in
Figure 1 from (Pearle, 2000, p. 15) may serve as an illustration. X0, . . . ,X4
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Fig. 1: A causal network.

are random variables which represent the state of the season and of a sprinkler,
whether it rains, and whether a certain place is wet or slippery. The random
variable for the season can take four different values, whereas the random vari-
ables for the sprinkler, the rain, and the wetness and slipperiness are only tak-
ing the Boolean values true, or false. In causal Bayesian networks, the causal
dependencies are represented by conditional probabilities which hold between
random variables. Given, e.g., that the slipperiness of a road is determined by
its wetness, which in turn is determined by the fact whether a sprinkler is on,
or whether it is raining, and that for example the state of the sprinkler is deter-
mined by the season, then we could say that: ‘That the street is slippery means
that the sprinkler was on or that it rained;’ or ‘That the sprinkler is on means
that it is summer’. In both cases, the word means refers to natural meaning.

We now turn to the communication process. As we have seen in the last
section, the context of communication can be described by the state of the world
v, the speaker’s information state θ , and a fixed information state of the hearer.
Let Ω be the set of all possible worlds, and Θ of all possible speaker states.
Again as in the last section, we identify the communicative behaviour of speaker
and hearer with strategies S and H, i.e. with functions S which map the speaker’s
possible information states θ to probability distributions over a set F of possi-
ble utterances, and functions H which map utterance F to probability distribu-
tions over a set of hearer actions A . Hence, S only depends on the speaker’s
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information state θ , and the hearer’s strategy on the signal F which he receives
from the speaker. We write P(v) for the probability of a world v, and p(θ |v) for
the probability of the speaker’s information state θ given v. If P, p, S, and H are
given, then we can think of the communicative process as a Markovian process,
i.e. a process in which the probability of each successor state only depends on
the predecessor states. A branch in this process is shown in the following graph:

s s s s- - -
v S H a

P(v) p(θ |v) S(A|θ) H(a|A)

In generally, we can think of the Ω, Θ, F , and A as random variables in a
causal Bayesian network in which the conditional probabilities P, p, S, and H
define causal dependencies between these variables. Clearly, this identification
assumes that all probabilities are objective frequencies. This is all we need to
introduce a meaningful definition of natural information.

��
��
��
��
��
��
��
��

Ω Θ F A- - -

WORLD SPEAKER SIGNAL ACTION

Fig. 2: The causal network associated to a signalling game.

For the following definitions, we abstract away from all particularities
of linguistic communication. In order to make our definition not too far re-
moved from our applications, we consider only graphs which represent a linear
sequence of causal dependencies. But our definitions will immediately gener-
alise to any causal Bayesian network which is represented by a directed acyclic
graph. A linear graph of length n+1 is given by a pair (Xi, pi)i=0,...,n for which:

1. (Xi)i=0...,n is a family of non-empty sets,

2. p0( . ) a probability distribution over X0,

3. for i > 0 and xi−1 ∈Xi−1, pi( . |xi−1) is a conditional probability distribution
over Xi.

We call a pair (Xi, pi)i=0...,n a linear causal network.
From the pi’s we can define the joint distributions µk on the product space

X k := ∏
k
i=0 Xi, k ≤ n, by

µ
k(x0, . . . ,xk) :=

k

∏
i=0

pi(xi|xi−1). (3.11)

We write µ for µn. As for each sequence x = 〈x0, . . . ,xn〉 ∈ X n the prob-
ability of xi+1 does only depend on its predecessor xi, the processes defined
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by (Xi, pi)i=1,...,n has the general properties of a Markovian processes (Pearle,
2000, p. 14).

We are now going to introduce the marginal probabilities. Let πi de-
note the projection of X k onto Xi; i.e. for i ≤ k and x = 〈x0, . . . ,xk〉 ∈X k let
πi(x) := xi, and for X ⊆X k let πi(X) = {πi(x) |x ∈ X}. For X ⊆Xi we set

π
−1
i [X ] := {x ∈X n |πi(x) ∈ X}. (3.12)

We define the marginal probabilities µi on Xi by:

µi(X) = µ(π−1
i [X ]), for X ⊆Xi. (3.13)

For i≤ k≤ n, X ⊆Xi, it holds µk(π−1
i [X ]) = µn(π−1

i [X ]). Hence, the definition
of the marginal probabilities µi in (3.13) does not depend on the fact that it is
defined relative to µn. By induction it can be shown that µi(X) equals

∑
x0∈X0

p0(x0) ∑
x1∈X1

p1(x1|x0) . . . ∑
xi−1∈Xi−1

pi−1(xi−1|xi−2) ∑
xi∈X

pi(xi|xi−1) (3.14)

Finally, we define conditional marginal probabilities µi| j as follows: let X ⊆
Xi, and Y ⊆X j with µ j(Y ) > 0, then the conditional marginal probability of X
given Y is defined by:

µi| j(X |Y ) = µ(π−1
i [X ]|π−1

j [Y ]). (3.15)

With these preparations, we can introduce our general definition of natural
meaning:

Definition 3.1 Let (Xi, pi)i=0,...,n be a linear causal network. Then, for X ⊆Xi
and Y ⊆X j with µ j(Y ) > 0, we set

(Xi, pi) |= Y V X :⇐⇒ µi| j(X |Y ) = 1. (3.16)

We say that event Y naturally means that X.

If all Xi are countable, then there is a smallest set X which is naturally implied
by the occurrence of an event Y . We can identify this set with the the natural
meaning of Y .

If X and Y are singletons, i.e. if X = {x} and Y = {y}, then we write
µi| j(x|y) instead of µi| j({x}|{y}). Furthermore, if i and j are clear from context,
e.g. because x can only be an element of Xi, or X a subset of Xi, then we write
µ instead of µi, or µi| j.

In (3.16), nothing depends on the fact that (Xi, pi)i=0,...,n is a linear causal
network. The pis could equally well depend on any set of random variables X j
as long as j < i. But the condition of linearity plays an important role if we
apply the concept of natural meaning to signalling games. Here, the fact that
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signalling games in the sense of Definition 2.1 define linear causal networks
entails that the common natural information of speaker and hearer is identical
to the hearer’s information state! We show this in Lemma 3.4 at the end of this
section.

We introduce the relevant notion of common natural information in full
generality. Let (Xi, pi)i=0,...,n be given. For x ∈ X n and I ⊆ {0, . . . ,n} let
x�I be the restriction of x to I, i.e. it is the function with domain I and values
(x�I)(i) = πi(x). We set:

[x�I] := {y ∈X n |µ(y) > 0∧x�I = y�I}. (3.17)

For x ∈X n we define the common natural information by the following con-
struction:

EI,J(x) = [x�I]∪ [x�J],
E0

I,J(x) = {x},
En+1

I,J (x) =
⋃
{[y�I]∪ [y�J] |y ∈ En

I,J(x)},

CNII,J(x) =
⋃
n

En
I,J(x). (3.18)

The index sets I and J represent the information states of two agents. Hence,
CNII,J(x) corresponds to the standard definitions of common knowledge. Impli-
cated information is generally considered to be part of the common knowledge.
As we explicate implicatures as common natural information, we have to spell
out what it means that an event Y carries the information that an event X is
common natural information. Hence, let Y ⊆X j, X ⊆Xi, and x ∈X n. We
obviously have to conditionalise the conditional marginal probability in (3.16)
to CNII,J(x); i.e. we have to replace the condition µ(π−1

i [X ]|π−1
j [Y ]) = 1 by

the condition µ(π−1
i [X ]|π−1

j [Y ]∩CNII,J(x)) = 1. First, if this definition should
capture the common natural information carried by event Y for two agents rep-
resented by the index sets I and J, then Y should be known to both of them,
hence, it should hold that j ∈ I ∩ J. Second, from this it follows that the
condition is reasonable only if π j(x) ∈ Y . These two restrictions entail that
µ(π−1

i [X ]|π−1
j [Y ]∩CNII,J(x)) = µ(π−1

i [X ]|CNII,J(x)). Hence, the definition
of common natural information for a branch x cannot depend on the set Y of
observable values. This straightforwardly leads to the following definition of
an event X being common natural information for a branch x and agents repre-
sented by index sets I,J:

Definition 3.2 Let (Xi, pi)i=0,...,n be a linear causal network. Then, for X ⊆Xi,
x ∈X n with µ(x) > 0, we set for I,J ⊆ {0, . . . ,n}, I,J 6= /0:

(Xi, pi,x) |= CI,J X :⇐⇒ µ(π−1
i [X ]|CNII,J(x)) = 1. (3.19)
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We apply these notions to signalling games as follows: For a given sig-
nalling game, we identify X0 with Ω, X1 with Θ, X2 with F , and X3 with
A ; accordingly, p0 = P, p1 = p, p2 = S, and p3 = H. The information states
of the interlocutors are I = {1,2} for the speaker and J = {2} for the hearer.
A branch in the product space X 3 is a sequence b = 〈v,θ ,F,a〉. We simplify
notation and write b(Ω), b(Θ), b(F ), and b(A ) instead of π0(b), π1(b), etc.

In signalling games it holds that the hearer’s information state J is a subset
of the speaker’s information state I. This leads to a significant simplification of
(3.19). First, we note that it obviously holds that:

J ⊆ I⇒ [x�I]⊆ [x�J]. (3.20)

Furthermore, by induction it can be shown that:

i ∈ I∩ J⇒∀n > 0∀y ∈ En
I,J(x)πi(y) = πi(x). (3.21)

From these two facts, it follows by induction that J ⊆ I implies that ∀n >
0En

I,J(x) = [x�J], and hence that:

J ⊆ I⇒ CNII,J(x) = [x�J]. (3.22)

Identifying implicatures of an utterance F with the common natural in-
formation carried by this event, we arrive at:

Definition 3.3 (Implicature) Let (S,H) be a strategy pair for a signalling game
G = 〈Ω,Θ,P, p,F ,A ,u〉. Let (Xi, pi)i=0,...,n be the linear causal network de-
fined by identifying X0 with Ω, X1 with Θ, X2 with F , and X3 with A ;
accordingly, p0 = P, p1 = p, p2 = S, and p3 = H. Let X ⊆Xi, I = {1,2} and
J = {2}. Let µ be the probability distribution on the product space X 3 de-
fined in (3.11), and let b be a branch in X 3 with µ(b) > 0. Then we set for
b(F ) = F:

〈G ,S,H,b〉 |= F +> X :⇐⇒ (Xi, pi,b) |= CI,J X . (3.23)

We then say that in b the utterance of F implicates that X. We simply say that
the utterance of F implicates that X, 〈G ,S,H〉 |= Y +> X, if 〈G ,S,H,b〉 |=
F +> X for all b for which b(F ) = F and µ(b) > 0. Then, for Y ⊆F , we
generalise:

〈G ,S,H〉 |= Y +> X :⇐⇒ ∀F ∈ Y 〈G ,S,H〉 |= F +> X . (3.24)

According to the generalisation in (3.24), a set Y of signals implicates X if every
form F ∈ Y implicates X . By (3.22), it immediately follows that:

Lemma 3.4 Let G = 〈Ω,Θ,P, p,F ,A ,u〉 be a signalling game, and (S,H) a
strategy pair for G . Let µi|F := µi|2 be the conditional marginal probability dis-
tribution defined in (3.15) for the linear causal network (Xi, pi)i=0,...,3 defined
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by 〈G ,S,H〉. Then, for X ⊆Xi, Y ⊆F , it holds:

〈G ,S,H〉 |= Y +> X ⇐⇒ µi|F (X |Y ) = 1 (3.25)

In the following, we will often identify a solved signalling game 〈G ,S,H〉 with
its associated linear causal network (Xi, pi)i=0,...,3 and write e.g. 〈G ,S,H〉 |=
Y V X iff (Xi, pi)i=0,...,3 |= Y V X in the sense of Def. 3.1. Using this conven-
tion, we can rewrite (3.25) equivalently as

〈G ,S,H〉 |= Y +> X ⇐⇒ 〈G ,S,H〉 |= Y V X , (3.26)

i.e. Y implicates X iff Y naturally means X .
We further explore the potential of Definition 3.3 in Section 5.

4 The Solution Concept

4.1 Preliminary Remarks

With the terminology of Section 3, the conditions of Lemma 2.3 can now be
reformulated as follows: If 〈G ,S,H〉 is such that an utterance of F naturally
means that the hearer chooses a speaker optimal act, then (S,H) is a Pareto
Nash equilibrium; if 〈G ,S,H〉 is such that an utterance of F does not naturally
mean that the hearer chooses a speaker optimal act, then (S,H) is not a Pareto
Nash equilibrium. We mentioned before that we interpret the probabilities in
signalling games as objective probabilities. Hence, Lemma 2.3 provides us
with a criterion for deciding whether a strategy pair is an objective Pareto Nash
equilibrium.

In principle, there are two interpretations of probabilities which are of in-
terest to us: the interpretation as objective frequencies, and the interpretation as
subjective probabilities in the sense of (Savage, 1972). We will use both inter-
pretations depending on which aspect of communication we are modelling. We
interpret probabilities objectively if we want to explain the objective success
of communication seen as a real world phenomenon; we interpret them sub-
jectively if we model the cognitive level. Objective probabilities are just the fa-
miliar relative frequencies. Subjective probabilities are mathematical constructs
which offer concise representations of the agent’s propensities for choosing ac-
tions; i.e. assigning subjective probability PX and utility function uX to agent
X means that X’s preferences over actions a after learning F are indistinguish-
able from an agent’s preferences who chooses between actions according to
the expected utilities EUX(a|F). As subjective probabilities are mathematical
constructs, assigning them to agents does not mean that these agents actually
represent these probabilities, or reason with them. Likewise, subjective proba-
bilities do, in general, not have to correspond to observable frequencies. Objec-
tive frequencies may be completely unknown to our interlocutors; it may even
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be that they don’t even possess a notion of probability. As the probabilities P
and p defined in signalling games represent the probabilities with which nature
is choosing worlds and speaker’s types, they have to be interpreted as objective
frequencies, hence they might not be known to the interlocutors. In this sec-
tion, we provide a model of the communicative situation which only represents
the interlocutors’ subjective expectations about the state of the world but not
the objective frequencies with which nature chooses the world or the speaker’s
type.

The task is to describe the communicative situation in terms of its cogni-
tively relevant parameters, and to provide a method for finding solutions (S,H)
to the coordination problem posed by the communicative situation. As our mod-
els are intended as models of online communication, it is prima facia reasonable
to look for a method which is as simple as possible.

In most game theoretic models, equilibrium concepts are describing the
stable patterns of behaviour which can emerge from the interaction of rational
agents in certain classes of games. As different populations playing these games
may adopt different behaviours, the task in empirical applications is to find the
set of all possible strategy profiles which satisfy a given equilibrium concept
and to show that the behavioural patterns found in the different populations cor-
respond to one or the other strategy profile in this set. In this paper, we follow
a different strategy. We assume that there is a signalling strategy established in
the population which defines the semantic meaning of signals (Lewis, 2002);
i.e. we assume that the speaker’s signals have a predefined meaning which re-
stricts their use. The pure semantic meaning of signals also defines a hearer
strategy for choosing between available actions after learning the signal’s se-
mantic meaning. Starting out from this situation, we are interested in the Nash
equilibrium (S,H) which is closest to the given semantic convention. We think
of the distance in terms of the number of steps of reasoning about each other
which are involved in reaching the equilibrium. This can be made more precise
in the framework of iterated best response (IBR) models (Jäger and Ebert, 2009;
Franke, 2009).1 IBR models explicate the reasoning about each other by an it-
erated process. In each step of this process, one of the two interlocutors chooses
a best response strategy to the strategy which he assumes the other interlocutor
has chosen in the previous step. There are two possible strategies from which
the IBR process can start: the process can either start with a speaker strategy or
with a hearer strategy. Accordingly, the model consists of two separate lines of
reasoning. These two lines are shown in Figure 3.

In the IBR models worked out by (Jäger and Ebert, 2009; Franke, 2009),
the Si and Ri are in fact sets of strategies. In (Franke, 2009), S0 is the set of

1The following sketch of the IBR model is a simplified version of (Franke, 2009). For more
details, motivation, and differences between the models, we refer to the original papers.
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S0 R0

R1 S1

S2 R2

sends any
true message

best response
to S0

best response
to R1

interprets
message
literally

best response
to R0

best response
to S1

... ...
... ...

Fig. 3: Schema of the IBR-sequence (Franke, 2009, p. 57).

all speaker strategies for which the speaker arbitrarily chooses a signal which
he believes to be true. Hence, the S0–speakers do not take the hearer’s strategy
into account. The hearer chooses an action after receiving the speaker’s signal.
Receiving it, he learns the semantic content of it. R0 is the set of all hearer
strategies for which the hearer only takes the semantic meaning of signals into
account. Hence, R0–hearers do not reason about the speaker. This means that on
the 0–level it suffices to know the shared utilities and the speaker’s and hearer’s
(subjective) probabilities about the state of affairs for defining S0 and R0. In
step n + 1 of the IBR process, each interlocutor I assumes that the other inter-
locutor J adopts a certain strategy from J’s strategy set defined in the nth step.
Together with I’s expectations about the state of affairs, this defines I’s new set
of best response strategies. This means, e.g., that, in the first step from S0 to R1,
the hearer assumes that the speaker adopted some S0 strategy, which arbitrarily
chooses a sentence which the speaker believes to be true. The hearer, after re-
ceiving a signal F , then chooses an act which has the highest expected utility
given the fact that the speaker sent F . R1 is then the set of all hearer strategies
which, in this way, can result as a best response to some S ∈ S0. Similarly, in
the first iteration step from R0 to S1, the speaker assumes that the hearer follows
some strategy in R0. The speaker, as a response, chooses signals which lead
the hearer to choose such actions which will have the highest expected utility
as seen from the speaker’s perspective. This defines the set S1. This process
can be iterated. IBR models then look for pairs of strategy sets (S∗,H∗) which
eventually become stable.2

How many iteration steps does it at least take to reach a stable state? We
can consider the two lines of the IBR model separately as strategy sets occurring

2Stability is defined by a looping condition for the strategy sets S∗ and R∗. For details, see
(Franke, 2009, p. 58).
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in one line have no influence on the strategy sets in the other line. Hence,
let us consider the line starting with the speaker strategies in S0. The hearers
set of best responses R1 will in general be different from R0 as the fact that
a signal was sent may carry information in addition to the semantic meaning
of the signal. As the strategies in S0 randomly produced true signals, S2, the
speaker’s best responses to R1, will in general be different to S0. Hence, a
stable state cannot be reached before S2 is reached. The earliest stage at which
the hearer can see that he has reached a stable state is therefore the stage in
which he calculates R3; and the earliest stage at which the speaker can see that
he has reached a stable state is, accordingly, the stage in which he calculates
S4. Hence, for the line starting with S0, for reaching a stable state, the hearer
must at least consider the speaker’s best response to his best response to the
speaker’s random strategy; and the speaker has at least to consider the hearer’s
best responses to the speaker’s best responses to the hearer’s best responses
to the speaker’s random strategies in S0. Let us now turn to the line of the IBR
model starting with R0. The earliest stage at which the hearer can see that he has
reached a stable state is the stage in which he calculates R2; and the earliest stage
at which the speaker can see that he has reached a stable state is, accordingly,
the stage in which he calculates S3. Hence, for the line starting with R0, the
hearer must at least consider the speaker’s best response to his basic strategies
in R0, and the speaker has at least to consider the hearer’s best responses to the
speaker’s best responses to the hearer’s basic strategies. As R0 is, in general, not
identical to R1, the speaker’s set S1 of best responses to R0 will, in general, also
be different from S2. Hence, if one line stops at an early stage, it is no guarantee
that the other line does also stop early. If we take the IBR model serious as
a cognitive model, then these reasoning steps must be a cognitive reality. In
this section, we show that the coordination problem posed by communication
can be solved with fewer steps of reasoning about each other than predicted by
the IBR model. More precisely, we show that backward induction provides a
solution which guarantees that speaker and hearer have reached a stable strategy
pair without having to calculate whether they have reached a stable state.

The IBR model shows that, in order to find out whether a strategy is stable
by reasoning about each other, the hearer must take into account the speaker’s
best response to a hearer strategy at least once. Hence, the shortest possible path
to a stable strategy is the R0–S1–R2–S3–path. If the method for finding a sta-
ble solution should be simpler or shorter than the method provided by the IBR
model, then we have to find a method which avoids some steps of reasoning
about each other in this sequence. In this respect, the simplest method is back-
ward induction. When applying backward induction to a signalling game G ,
the hearer does never consider the speaker’s strategy, and the speaker considers
the hearer’s strategy only once. This is the cognitively least demanding method
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for finding solutions. We will show in Section 4.3 that the resulting strategy
pair (S,H) guarantees that for any possible utterance the signal naturally means
that the hearer chooses a speaker optimal act. From Lemma 2.3 it follows that
(S,H) is a Pareto Nash equilibrium; hence it is a stable strategy pair. There is no
need for further steps of reasoning about each other. The following method for
finding a solution to the coordination problem described by signalling games
was introduced in (Benz, 2006). We call it the Optimal–Answer (OA) model.

4.2 The Optimal–Answer Model

In this section, the general features of the communicative situation are the same
as that considered in the context of signalling games. We again assume that the
conversation is subordinated to a joint purpose which is defined by a decision
problem of the hearer. This decision problem may be revealed by an implicit or
explicit question by the hearer. Hence, we can call the speaker’s message an an-
swer. The OA model tells us which answer a rational language user will choose
given the hearer’s decision problem and his knowledge about the world. We call
the basic models which represent the utterance situation as support problems.
They consist of the hearer’s decision problem and the speaker’s expectations
about the world. These expectations are represented by subjective probabilities.
In (Benz, 2006, 2007), it was shown that, in general, it is not possible to define
a reliable relevance measure such that the speaker may simply maximise the
relevance of his answers for optimally supporting the hearer. When solving a
support problem the speaker has to take the hearer’s response to his choice of
signal into account. Hence, in view of our previous discussion of IBR mod-
els, this shows that there is no reliable method of solving a support problem
which involves fewer steps of reasoning about each other than backward induc-
tion. Support problems incorporate Grice’ Cooperative Principle, his maxim
of Quality, and a method for finding optimal strategies which replaces Grice’
maxims of Quantity and Relevance. For now, we ignore the maxim of Manner.

A decision problem consists of a set Ω of the possible states of the world,
the decision maker’s expectations about the world, a set of actions A he can
choose from, and his preferences regarding their outcomes. We always assume
that Ω is finite. We represent an agent’s expectations about the world by a
probability distribution over Ω, i.e. a real valued function P : Ω→ R with the
following properties: (1) P(v) ≥ 0 for all v ∈ Ω and (2) ∑v∈Ω P(v) = 1. For
sets F ⊆Ω it is P(F) = ∑v∈F P(v). The pair (Ω,P) is called a finite probability
space. An agent’s preferences regarding outcomes of actions are represented by
a real valued function over world–action pairs. We collect these elements in the
following structure:

Definition 4.1 A decision problem is a triple 〈(Ω,P),A ,u〉 such that (Ω,P)
is a finite probability space, A a finite, non–empty set and u : Ω×A → R
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a function. A is called the action set, and its elements actions; u is called a
payoff or utility function.

In the following, a decision problem 〈(Ω,P),A ,u〉 represents the hearer’s
situation before receiving information from an answering expert. We will as-
sume that this problem is common knowledge. How to find a solution to a deci-
sion problem? It is standard to assume that rational agents try to maximise their
expected utilities. In Section 2, we used the symbol E to denote the expected
utility. As in the present section probabilities are assumed to be subjective prob-
abilities, we use different notation in order to distinguish subjective expected
utilities from expected utilities defined from objective frequencies. Hence, we
write for the (subjective) expected utility of action a ∈ A in decision problem
〈(Ω,P),A ,u〉:

EU(a) = ∑
v∈Ω

P(v)×u(v,a). (4.27)

The expected utility of actions may change if the decision maker learns new
information. To determine this change of expected utility, we first have to know
how learning new information affects the hearer’s beliefs. In probability theory
the result of learning a proposition F is modelled by conditional probabilities.
Let H be any proposition and F the newly learned proposition. Then, the prob-
ability of H given F , written P(H|F), is defined as

P(H|F) := P(H ∩A)/P(F) for P(F) 6= 0. (4.28)

In terms of this conditional probability function, the expected utility after learn-
ing F is defined as

EU(a|F) = ∑
v∈Ω

P(v|F)×u(v,a). (4.29)

H will choose the action which maximises his expected utilities after learning
F , i.e. he will only choose actions a for which EU(a|F) is maximal. We as-
sume that H’s decision does not depend on what he believes that the answering
speaker believes. We denote the set of actions with maximal expected utility by
B(F), i.e.

B(F) := {a ∈A | ∀b ∈A EUH(b|F)≤ EUH(a|F)}. (4.30)

The decision problem represents the hearer’s situation. In order to get a
model of the questioning and answering situation, we have to add a representa-
tion of the answering speaker’s information state. We identify it with a (subjec-
tive) probability distribution PS that represents his expectations about the world.
We make a number of assumptions in order to match the definition of support
problems to our previous definition of signalling games. First, we assume that
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the hearer’s expectations are common knowledge. Second, we assume that there
exists a common prior from which both the speaker’s and the hearer’s informa-
tion state can be derived by a Bayesian update. This entails that the speakers
and the hearer’s expectations cannot contradict each other. Third, we assume
that the speaker does not directly choose propositions but linguistic forms or
signals which have a predefined semantics. Furthermore, we assume that the
forms F ∈F come with positive costs. This leads to the following definition of
interpreted support problems:

Definition 4.2 A tuple σ = 〈Ω,PS,PH,F ,A ,u,c,J . K〉 is an interpreted support
problem if:

1. (Ω,PS) is a finite probability space and 〈(Ω,PH),A ,u〉 a decision problem;

2. there exists a probability distribution P on Ω, and sets KS ⊆ KH ⊆ Ω for
which PS(X) = P(X |KS) and PH(X) = P(X |KH);

3. J .K : F →P(Ω) is an interpretation function for the elements F ∈F . We
assume that

∀X ⊆Ω∃F ∈F JFK = X ; (4.31)

4. u : Ω×A → R is a utility measure and c a cost function that maps forms
F ∈F to positive real number.

The second condition says that PS and PH are derived from a common prior P by
a Bayesian update. It entails:

∀X ⊆Ω PS(X) = PH(X |KS). (4.32)

This condition allows us to identify the common ground in conversation with
the addressee’s expectations about the domain Ω, i.e. with PH. The speaker
knows the addressee’s information state and is at least as well informed about
Ω. Hence, the assumption is a probabilistic equivalent to the assumption about
common ground that implicitly underlies dynamic semantics (Groenendijk and
Stockhof, 1991). Furthermore, condition (4.32) implies that the speaker’s be-
liefs cannot contradict the hearer’s expectations, i.e. for X ⊆ Ω: PS(X) = 1⇒
PH(X) > 0.

In order to simplify notation, we will often write F instead of JFK. Hence,
F may denote a proposition or a linguistic form, depending on context.

Our next goal is to introduce a principle for solving support problems, i.e.
for finding the speaker’s and hearer’s strategies which lead to optimal outcomes.
The speaker S’s task is to provide information that is optimally suited to support
H in his decision problem. Hence, we find two successive decision problems,
in which the first problem is S’s problem to choose an answers. The utility of
the answer depends on how it influences H’s final choice:
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hearer H speaker S H decides evaluation
asks answers for action
↓ ↓ ↓ ↓
• Q?−→ • F−→ • a−→ •
↑ ↑ ↑ ↑

expectations expectations expectations utility
of H of S of H measure
〈Ω,PH〉 〈Ω,PS〉 〈Ω,PH( . |F)〉 u(v,a)

We assume that S is fully cooperative and wants to maximise H’s final success;
i.e. S’s payoff, is identical with H’s. This is our representation of Grice’s Co-
operative Principle. S has to choose an answer that induces H to choose an
action that maximises their common payoff. In general, there may exist several
equally optimal actions a ∈B(F) which H may choose. Hence, the expected
utility of an answer depends on the probability with which H will choose the
different actions. We can assume that this probability is given by a probability
measure h(.|F) on A . Then, the expected utility of an answer F is defined by:

EUS(F) := ∑
a∈B(F)

h(a|F)×EUS(a). (4.33)

We add here a further Gricean maxim, the Maxim of Quality. We call
an answer F admissible if PS(F) = 1. The Maxim of Quality is represented
by the assumption that the speaker S does only give admissible answers. This
means that he believes them to be true. For an interpreted support problem
σ = 〈Ω,PS,PH,F ,A ,u,c,J . K〉 we set:

Admσ := {F ⊆Ω |PS(F) = 1} (4.34)

Hence, the set of optimal answers in σ is given by:

Opσ := {F ∈ Admσ | ∀B ∈ Admσ EUS(B)≤ EUS(F)}. (4.35)

We write Oph
σ if we want to make the dependency of Op on h explicit. Opσ

is the set of optimal answers for the support problem σ . Condition (4.31), it
follows that all propositions A ⊆ Ω can be expressed. Hence, we can think of
Opσ as a subset of P(Ω) or as a subset of F .

The behaviour of interlocutors can be modelled by strategies. A strategy
is a function which tells us for each information state of an agent which actions
he may choose. It is not necessary that a strategy picks out a unique action for
each information state. A mixed strategy is a strategy which chooses actions
with certain probabilities. The hearer strategy h(.|F) is an example of a mixed
strategy. We define a (mixed) strategy pair for an interpreted support problem
σ to be a pair (s,h) such that s is a probability distribution over F and h(.|F) a
probability distribution over A .
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We may call a strategy pair (s,h) a solution to σ iff h(.|F) is a probability
distribution over B(F), and s a probability distribution over Oph

σ . In general,
the solution to a support problem is not uniquely defined. Therefore, we intro-
duce the notion of the canonical solution.

Definition 4.3 Let σ = 〈Ω,PS,PH,F ,A ,u,c,J . K〉 be a given interpreted support
problem. The canonical solution to σ is a pair (S,H) of mixed strategies which
satisfy:

S(F) =
{
|Opσ |−1, F ∈ Opσ

0 otherwise
, H(a|F) =

{
|B(F)|−1, a ∈B(F)
0 otherwise

. (4.36)

We write S( . |σ) if S is a function that maps each σ ∈S to the speaker’s part
of the canonical solution, and H( . |Dσ ) if H is a function that maps the associ-
ated decision problem Dσ to the hearer’s part of the canonical solution. From
now on, we will always assume that speaker and hearer follow the canonical
strategies S( . |σ) and H( . |Dσ ). We make this assumption because it is con-
venient to have a unique solution to a support problem; the only property that
we really need in the following proofs is that H(a|F) > 0⇔ a ∈ B(F) and
S(F |σ) > 0⇔ F ∈ Opσ .

The speaker may always answer everything he knows, i.e. he may answer
KS := {v ∈ Ω |PS(v) > 0}. Condition (4.32) trivially entails that B(KS) = {a ∈
A | ∀b ∈ A EUS(b) ≤ EUS(a)}. If speaker and hearer follow the canonical
solution, and if we ignore the different costs of answers, then:

Opσ = {F ∈ Admσ |B(F)⊆B(KS)}. (4.37)

In order to show (4.37), let F ∈ Adm and α := max{EUS(a) | a ∈ A }. For
a ∈ B(F) \B(KS) it holds by definition that EUS(a) < α and H(a|F) > 0.
EUS(F) is the sum of all H(a|F)×EUS(a). If B(F) 6⊆B(KS), then this sum
divides into the sum over all a ∈ B(F) \B(KS) and all a ∈ B(F)∩B(KS).
Hence, EUS(F) < α , and therefore F 6∈ Opσ .

If B(F) 6⊆B(KS), then the speaker knows that answering F would in-
duce the addressee to choose a sub–optimal action with positive probability. In
this sense, we can call an answer F misleading if B(F) 6⊆B(KS); then, (4.37)
implies that Opσ is the set of all non–misleading answers.

4.3 Signalling Games and the Optimal Answer Model

We first recall the definition of signalling games from the previous sections. A
signalling game is a tuple 〈Ω,Θ,P, p,F ,A ,u〉 for which: (1) Ω and Θ are non–
empty finite sets; (2) P( . ) is a probability distribution over Ω; (3) p( . |v) is a
probability distribution over Θ for every v ∈ Ω; (4) F and A are respectively
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the speaker’s and hearer’s action sets; and (5) u : Ω×Θ×F ×A → R is a
shared utility function. We also assumed that u(v,θ ,F,a) can be decomposed
into u(v,a)− c(F) for some positive value c(F).

We first discuss the consequences of interpreting the probabilities for sig-
nalling games as objective frequencies and that for support problems as subjec-
tive probabilities.

If S is a set of support problems with identical decision problems, we can
construct a corresponding signalling game. As it is assumed that the speaker
knows the full support problem, we can identify S with the set of speaker’s
types Θ. The action sets and the utility function of the signalling game are
just the same as that of the support problems. As the decision problems of the
support problems in S are identical, this poses no problem. The only non–
trivial correspondence is that of the probabilities.

As mentioned before, we regard the probabilities P and p of the signalling
game as objective frequencies. Under this interpretation, Lemma 2.3 states the
objective conditions for optimal signalling strategies. If we interpret Pσ

S and
Pσ

H as the agents’ representations for these objective probabilities, then PS must
be identical to µS, and PH to P.3 (4.32) then entails that PH(v|KS) = µS(v|σ).
It holds PH(v|KS) = µS(v|σ) iff P(v)/P(KS) = P(v) p(σ |v)/µ(σ) iff p(σ |v) =
µ(σ)/P(KS). The last term does not depend on v, hence, it follows that (4.32)
entails that p(σ |v) must be the same for all v ∈ KS.

In (Benz and van Rooij, 2007), we identified PS with P( . |KS), and PH with
P. Then (4.32) trivially holds. p was considered to be a representation of the
hearer’s subjective expectations about the speaker’s types. In order to distin-
guish the hearer’s subjective probabilities about the speaker’s type from the ob-
jective frequencies, we write pH for the former, and keep p for the latter. Subjec-
tive probabilities per se have no causal influence on the objective probabilities.
Hence, pH is logically independent from P and p. Under this interpretation, it
can be shown that the strategy pair (S,H) defined by the canonical solutions to
the support problems (4.36) is optimal for all possible pH. This result follows
from Lemma 2.3 if we assume that the objective frequencies represented by p
in the signalling game again satisfy p(σ |v) = µ(σ)/P(KS). Then, whatever the
subjective expectations of the hearer about the speaker’s types are, the canoni-
cal strategy will satisfy (2.9), and hence be optimal in the sense that there is no
other strategy pair with higher expected utility.

In this paper, we go one step further and completely separate the sub-
jective cognitive level from the objective level. Hence, we interpret the proba-
bilities PS and PH in the support problems as subjective probabilities which are
logically independent of the frequencies P and p of the underlying signalling
game. As PS and PH are subjective, they don’t change the objective information

3The probabilities µS and µ have been defined in (2.2) and (2.3).
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available to S and H. Hence, we can freely assign these probabilities to the
interlocutors without changing the signalling game on the objective level. Sub-
jective probabilities determine the speaker’s and the hearer’s strategies. These
strategies are the only connection between the cognitive and the realistic level.

What is the advantage of separating the cognitive and the objective level?
There are two issues involved: the epistemic issue of the recognisability of ob-
jective frequencies, and the issue of bounded rationality. For the epistemic
issue, the objective frequencies are largely unknown to the interlocutors. The
speaker may learn his type θ e.g. by direct observation, by an inductive in-
ference, by hear-say, or from a conversation with someone else. Hence, there
are so many and so varied sources for the acquisition of belief type θ that it is
not to be expected that the hearer or the speaker can provide any justified esti-
mate of p(θ |v). In this respect, conversation can be characterised as a game of
complete uncertainty. Even though, we can assign rationally justified subjec-
tive probabilities which describe the agent’s behaviour on the cognitive level.
This move allows us to treat communication as a game under risk. For the
issue of bounded rationality, it doesn’t deem us a realistic assumption that in-
terlocutors do an online calculation of their conditional probabilities µS and µH

defined in (2.2). The established solution concept for signalling games is that of
a perfect Baysian equilibrium. Hence, even if we could assume that the inter-
locutors know the objective frequencies P and p, the complexity of calculating
the Bayesian perfect equilibria would make the resulting model cognitively im-
plausible. By separating the cognitive and the objective level of reality, we can
justify simpler solutions to the coordination problem, and at the same time ex-
plain their objective success.

What is our approach to the problem of bounded rationality? If we want
to show that a strategy pair (S,H) is a successful solution to a signalling game,
we have to show that it is a Perfect Baysian equilibrium in the objective sense.
We will even show that the strategies established on the cognitive level are such
that they Pareto dominate all other solutions. Hence, our strategy for solving the
problem of bounded rationality is to search for the simplest solution on the cog-
nitive level that can guarantees objective success. As the discussion of relevance
scale approaches in (Benz, 2006, 2007) shows, the interlocutors have to solve
a game theoretic problem, i.e. it is not possible to guarantee objective commu-
nicative success by simply applying decision theoretically defined solutions on
the cognitive level. Signalling games are sequential games. The simplest so-
lution to a sequential game is that found by backward induction. Hence, the
optimal answer model claims that the most simple solution concept for sequen-
tial games is already successful. Moreover, it involves that the hearer does not
need to take his expectations pH about the speaker’s types θ into account. This
leads to our main criterion of simplicity: we assume that a method for finding
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a solution (S,H) is the simpler the less reasoning about each other is involved
in it. In terms of the IBR model, this means that a R0–S1 reasoning sequence is
sufficient for finding reliable stable equilibria.

In order to decide whether the canonical strategy determined by a set
of support problems is a Pareto optimal equilibrium for the related signalling
game, the logical relation between the objective frequencies of signalling games
and the subjective probabilities of sets of support problems play a central role.
We consider the following relations:

Definition 4.4 Let S be a set of interpreted support problems. Let’s assume
that the support problems σ = 〈Ω,PS,PH,F ,A ,u,c,J . K〉 may only differ with
respect to Pσ

S . Let G = 〈Ω,Θ,P, p,F ,A ,u〉 be any basic signalling game for
which Θ = S and µΘ(σ) = ∑v P(v) p(σ |v) > 0 for all σ ∈ S . We call the
speaker’s probability Pσ

S :

1. fully reliable if Pσ
S = µS( . |σ).

2. reliable if ∀v ∈Ω (µS(v|σ) > 0⇔ Pσ
S (v) > 0).

3. truth preserving if ∀v ∈Ω (µS(v|σ) > 0⇒ Pσ
S (v) > 0).

We say that:

4. G supports S iff all Pσ
S are reliable;

5. G fully supports S iff all Pσ
S are fully reliable;

6. G weakly supports S iff all Pσ
S are truth preserving.

Full reliability is stronger than reliability, and reliability is stronger than
truth preservingness. If PS is truth preserving then all believes of S are true in the
sense that Pσ

S (F) = 1 implies that the true state of the world must be an element
of F . This follows from P(v) = 0⇒ µS(v|σ) = P(v) p(σ |v) = 0.

Furthermore, we introduce two conventions: (1) If the support problem
does not specify a set of utterances F or costs of signals, then we assume that
for supporting signalling games it holds that F = P(Ω), and that u(v,θ ,F,a)
does only depend on v and a. (2) We also use the terminology of Def. 4.4 if Θ

and S can only be identified with each other by a bijective map. In this case,
we write θσ and σθ for the speaker type and the support problem which have
been identified with each other.

The following two lemmas provide the justification for the optimal an-
swer approach. The first one tells us that the canonical solution to a set of sup-
port problems is a Pareto Nash equilibrium for all fully supporting signalling
games. The second lemma strengthens this result for support problems with
expert speaker. In this case, the canonical solution is a Pareto Nash equilibrium
to all weakly supporting signalling games.
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Lemma 4.5 Let S be a set of interpreted support problems. Let’s assume that
the support problems σ = 〈Ω,PS,PH,F ,A ,u,c,J . K〉may only differ with respect
to Pσ

S . Let (S,H) be the canonical solution to S . Let G = 〈Ω,Θ,P, p,F ,A ,u〉
be any basic signalling game which fully supports S , i.e. Θ = S and the
speaker’s probabilities Pσ

S are fully reliable. Then (S,H) is a Pareto Nash equi-
librium of G .

Proof: The lemma follows if we can show that the canonical solution satisfies
(2.9) for all F ∈F . Hence, let F be given, and σ be such that ∃vP(v) p(σ |v) >
0. By definition, S(F |σ) > 0 iff F ∈ Opσ ; hence, it follows from (4.37) and the
definition of the canonical hearer strategy that H(a|F) > 0 entails a ∈B(Kσ

S )
with Kσ

S = {v ∈Ω |Pσ
S (v) > 0}. As PS is fully reliable, it follows that B(Kσ

S ) =
B(σ), and therefore that H(a|F) > 0⇒ a ∈ B(σ). Hence, S(F |σ) > 0⇒
H(B(σ)|F) = 1.

For support problems with expert speakers, we arrive at a stronger result:

Lemma 4.6 Let S be a set of interpreted support problems. Let’s assume that
the support problems σ = 〈Ω,PS,PH,F ,A ,u,c,J . K〉may only differ with respect
to Pσ

S . Let us further assume that the speaker is an expert, i.e.

∀σ ∈S ∃a ∈A Pσ
S (O(a)) = 1.

Let (S,H) be the canonical solution to S . Let G = 〈Ω,Θ,P, p,F ,A ,u〉 be
any signalling game which weakly supports S. Then (S,H) is a Pareto Nash
equilibrium of G .

Proof: That the speaker is an expert entails that B(Kσ
S ) = {a∈A |Pσ

S (O(a)) =
1}. As µS(v|σ) > 0⇒ Pσ

S (v) > 0, it follows that B(Kσ
S ) ⊆B(σ). Hence, the

claim follows as in the proof of Lemma 4.5.

It is an obvious question, how to construct a signalling game G for a given
set of support problems S so that G is fully supporting S . The answer will be
provided by the next lemma. Finally, we will also address the question how and
when we can construct a set S of support problems for a given signalling game
G such that G supports S .

Lemma 4.7 Let S be a set of interpreted support problems. Let’s assume
that the support problems σ = 〈Ω,PS,PH,F ,A ,u,c,J . K〉 may only differ with
respect to Pσ

S . Let µ be any probability measure on S for which µ(σ) >
0 for all σ ∈ S . Then let ν(v,σ) := µ(σ) Pσ

S (v), P(v) := ∑σ ν(v,σ), and
p(σ |v) := ν(v,σ)/P(v). Then ν is a probability measure on Ω×S , and
G = 〈Ω,Θ,P, p,F ,A ,u〉 is fully supporting S .

Proof: As ∑v,σ µ(σ) Pσ
S (v) = ∑σ µ(σ)∑v Pσ

S (v) = 1, ν is a probability mea-
sure on Ω×S . That G supports S follows from µΘ(σ) = ∑w P(w) p(σ |w) =
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∑w ν(w,σ) = µ(σ) ∑w Pσ
S (w) = µ(σ); hence µΘ(σ) > 0 for all σ ∈ S . Fi-

nally, µS(v|σ) = P(v) p(σ |v)
∑w P(w) p(σ |w) = ν(v,σ)

∑w ν(w,σ) = Pσ
S (v)

∑w Pσ
S (w) = Pσ

S (v). Hence, G =
〈Ω,Θ,P, p,F ,A ,u〉 is fully supporting S .

The inverse construction is not always possible. We already have seen
that (4.32) entails that, for signalling games which fully support a set of support
problems, p(θ |v) must be the same for all v ∈ KS. Hence, there cannot be for
every signalling game a set of support problems which is fully supported by
it. If G is such that p(θ |v) is the same for all v ∈ Kθ

S := {v ∈ Ω | µ(v|θ) >
0}, then we can set Pθ

S (v) := P(v|Kθ
S ) and Pθ

H (v) := P(v|Kθ
H ) with Kθ

H := {v ∈
Ω |P(v) > 0}. Then Kθ

H and Pθ
H do not depend on θ , and we find µ(v|θ) =

P(v) p(θ |v)/∑w(P(w) p(θ |w)) = P(v)/P(Kθ
S ) = P(v|Kθ

S ) = PH(v|Kθ
S ) = Pθ

S (v).
For the general case, we either have to give up (4.32) or full reliability.

If we decide to give up (4.32), then we can set Pθ
S = µ(v|θ) and e.g. PH(v) =

P(v), and arrive for each θ at a support problem with fully reliable speaker
expectations. If we decide to give up full reliability, then we can set Pθ

S (v) =
P(v|Kθ

S ) and PH = P, and arrive for each θ at a reliable support problem which
satisfies (4.32). In either case, PH does not depend on θ . Hence, the support
problems in the constructed set S do only differ with respect to PS.

We summarise the result:

Lemma 4.8 Let G = 〈Ω,Θ,P, p,F ,A ,u〉 be a given signalling game. For θ ∈
Θ, let Kθ

S := {v ∈ Ω |µ(v|θ) > 0}, Pθ
S (v) := P(v|Kθ

S ), and Pθ
H := P. Let σθ be

the resulting support problem. Then, the Pθ
S are reliable, and it holds:

1. the support problems σθ satisfy (4.32): Pσθ

S = P(v|Kθ
S ) = PH(v|Kθ

S ).

2. If, in addition, p(θ |v) is the same for all v ∈ Kθ
S , then the support problems

σθ are also fully reliable, i.e. Pσθ

S = µ( . |θ).
Support problems which do not satisfy (4.32) were considered in (Benz,

2006).

5 Implicatures

In this section, we apply the ideas of Section 3 to signalling games and prove
more explicit characterisations of implicatures. We assume throughout that a
fixed signalling game G = 〈Ω,Θ,P, p,F ,A ,u〉 together with as strategy pair
(S,H) is given. As explained in Section 3, 〈G ,S,H〉 defines a linear causal
Bayesian network (Xi, pi)i=0,...,3 if we identify X0 with Ω, X1 with Θ, X2 with
F , and X3 with A ; accordingly, we set p0 = P, p1 = p, p2 = S, and p3 = H.
In this section, we write µ(θ) and µ(F) for the marginal probabilities µ1(θ)
and µ2(F), and µ(θ |F) for the conditional marginal probability µ1|2(θ |F).4

4The definitions of these probability distributions in the form of explicit sums can be found
in (2.3) and (6.52).
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We write, by a small mis-use of logical notation, 〈G ,S,H〉 |= F +> R if
the utterance of F implicates R. In Lemma 3.4, we have shown that for any set
Y ⊆F and X ⊆Xi it holds that:

〈G ,S,H〉 |= Y +> X ⇐⇒ µi|F (X |Y ) = 1 (5.38)

In traditional theories of implicatures, it is assumed that an implicature provides
information about the world or the speaker’s information state in addition to the
literally communicated information. Therefore, we are now concentrating on
the cases Xi = Ω and Xi = Θ; i.e. we are looking for a characterisation of
implicatures about the world and the speaker’s state. For F ⊆F with µF(F) >
0, and R0 ⊆Ω or R1 ⊆Θ, the criterion in (5.38) reads as:

〈G ,S,H〉 |= F +> Ri ⇐⇒ µ(Ri|F) = 1. (5.39)

By definition, µ(Ri|F) = 1 is equivalent to

µ(π−1
i [Ri]∩π

−1
F [F ])

µ(π−1
F [F ])

= 1. (5.40)

We first consider R1, which is a subset of Θ. Then (5.40) is equivalent to {θ ∈
R1 |µΘ(θ) > 0∧S(F |θ) > 0}⊇ {θ ∈Θ |µΘ(θ) > 0∧S(F |θ) > 0}. If µΘ(θ) > 0
for all θ ∈Θ, then this formula is again equivalent to ∀θ : S(F |θ) > 0⇒ θ ∈R1.

We now turn to the implicatures about the state of the world, i.e. to R0,
which is a subset of Ω. Then (5.40) is equivalent to {v ∈ R0 | P(v) > 0 ∧
∃θ (p(θ |v) > 0∧S(F |θ) > 0)}⊇ {v∈Ω |P(v) > 0∧∃θ (p(θ |v) > 0∧S(F |θ) >
0)}. If P(v) > 0 for all v ∈ Ω, then this formula is again equivalent to ∀v :
µ(F |v) > 0⇒ v ∈ R0.

We summarise this result in the following proposition:

Proposition 5.1 Let G = 〈Ω,Θ,P, p,F ,A ,u〉 be a signalling game and (S,H)
a strategy pair. Let F ⊆F with µF(F) > 0. Then it holds:

1. If R⊆Θ, and if for all θ ∈Θ µΘ(θ) > 0, then

〈G ,S,H〉 |= F +> R ⇐⇒ ∀θ : S(F |θ) > 0⇒ θ ∈ R. (5.41)

2. If R⊆Ω, and if for all v ∈Ω P(v) > 0, then

〈G ,S,H〉 |= F +> R ⇐⇒ ∀v : µ(F |v) > 0⇒ v ∈ R. (5.42)

Note that the implicatures are completely independent of the meaning of
the signals in F . Hence, they are also defined for situations in which the signals
have no pre-defined semantic meaning. The implicature of a signal coincides
with Lewis notion of indicated meaning (2002). Lewis defined the semantic
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meaning of signals as their indicated meaning. In this way, he could explain
how the semantics of signals can emerge from a convention about their use. If
we assume that a semantics is already established, then the indicated meaning
may exceed this pre-defined semantic meaning. This additional information is
commonly called an implicature. Our definition in (5.39) differs from common
usage of the word implicature in so far as the literal meaning of a signal, if
defined, is subsumed by implicated meaning. We can define a stronger notion
of implicature which is more in accordance with the common usage. According
to this notion, an utterance of F implicates R only if R does not already follow
from the communicated semantic meaning of F . We only introduce this notion
in order to show that an equivalent to the common notion of implicature can
easily be derived from our definition; but the concept of proprt implicatures
will not be used anywhere in this paper.

Definition 5.2 (Proper Implicatures) Let S be a set of interpreted support
problems 〈Ω,PS,PH,F ,A ,u,c,J . K〉 which may only differ with respect to PS.
Let (S,H) be a strategy pair for S . For R ⊆ Ω, F ∈ F , and JFK∗ := {v ∈
JFK |PH(v) > 0}, we say that the utterance of F properly implicates that R in
〈S ,S,H〉 iff 〈S ,S,H〉 |= F +> R & JFK∗ \R 6= /0.

We now turn our attention to support problems. In (Benz, 2008), the
implicatures R⊆Ω of a sentence F in a given set of support problems S were
defined by 〈S ,S,H〉 |= F +> R ⇐⇒ ∀σ ∈S (F ∈ Opσ ⇒ Pσ

S (R) = 1). We
now show that:

Lemma 5.3 Let S be a set of support problems σ = 〈Ω,PS,PH,F ,A ,u,c,J . K〉
which only differ with respect to Pσ

S . Let G0 and G1 both be signalling games
which support S . Let (S,H) be a pair of signalling strategies for G0 and G1.
Then, it holds:

1. µ〈G0,S,H〉(F) > 0 iff µ〈G1,S,H〉(F) > 0.

2. If µ〈Gi,S,H〉(F) > 0 and R⊆Ω, then it holds:

〈Gi,S,H〉 |= F +> R ⇐⇒ ∀σ ∈S (S(F |σ) > 0⇒ Pσ
S (R) = 1). (5.43)

3. If µ〈Gi,S,H〉(F) > 0 and R⊆Ω, then it holds:

〈G0,S,H〉 |= F +> R ⇐⇒ 〈G1,S,H〉 |= F +> R. (5.44)

Proof: That the Gi support S implies, by Def. 4.4, that for all v ∈Ω: Pσ
S (v) >

0⇔ PGi(v) pGi(σ |v) > 0. By definition of µ(F) in (2.3), µ〈Gi,S,H〉(F) > 0 iff
∑v,σ PGi(v) pGi(σ |v) S(F |σ) > 0. As the Gi support S , the latter is equivalent
to ∑v,σ Pσ

S (v)S(F |σ) > 0. From this, the first claim follows immediately.
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Let us now only consider G0. Let µ(v,σ ,F) := P(v) p(σ |v)S(F |σ). Then,
with (5.42) we find

〈G0,S,H〉 |= F +> R⇔∀v : µ(F |v) > 0⇒ v ∈ R (5.45)
⇔{〈v,σ ,F〉 |µ(v,σ ,F) > 0} ⊆ {〈v,σ ,F〉 |µ(v,σ ,F) > 0∧ v ∈ R}.

As all Pσ
S are reliable, the last condition is equivalent to {〈v,σ ,F〉 |Pσ

S (v) >
0∧S(F |σ) > 0} ⊆ {〈v,σ ,F〉 |Pσ

S (v) > 0∧S(F |σ) > 0∧ v ∈ R}. This is again
equivalent to ∀v,σ (Pσ

S (v) > 0∧S(F |σ) > 0⇒ v ∈ R), which finally is equiva-
lent to ∀σ (S(F |σ) > 0⇒ Pσ

S (R) = 1). This proves the second claim. The third
claim follows immediately from the second.

With (5.44), we can define:

Definition 5.4 Let S be a set of support problems σ which only differ with
respect to Pσ

S . Let Supp(S ) be the set of all signalling games G which support
S . Let (S,H) be any strategy pair for S , and let F ∈F be such that ∃σ ∈
S S(F |σ) > 0. Then we set for R⊆Ω:

〈S ,S,H〉 |= F +> R ⇐⇒ ∀G ∈ Supp(S ) 〈G ,S,H〉 |= F +> R. (5.46)

Note that by Lemma 4.7 Supp(S ) is never empty. If (S,H) is the canonical
solution to S , we arrive with (5.43) at:

〈S ,S,H〉 |= F +> R ⇐⇒ ∀σ ∈S (F ∈ Opσ ⇒ Pσ
S (R) = 1). (5.47)

Starting from (5.47), we can derive criteria for special but frequent situa-
tions. The remainder of the section presents some results from (Benz, 2008).

First, we note that, as the hearer has to check all support problems in
S , we arrive at the more implicatures the smaller S becomes. If S = {σ}
and F ∈ Opσ , then F will implicate everything the speaker knows. The other
extreme is the case in which answers implicate only what they logically entail.
We show in Proposition 5.7 that this case can occur.

We are interested in cases in which the speaker is a real expert. If he is
an expert, then we can show that there is a very simple criterion for calculating
implicatures. We can call the speaker an expert if he knows the actual world;
but we will see that a weaker condition is sufficient for our purposes. To make
precise what we mean by expert, we introduce another important notion, the set
O(a) of all worlds in which an action a is optimal:

O(a) := {w ∈Ω | ∀b ∈A u(w,a)≥ u(w,b)}. (5.48)

We say that the answering person is an expert for a decision problem if there
is an action which is an optimal action in all his epistemically possible worlds.
We represent this information in S :
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Definition 5.5 (Expert) Let S be a set of support problems with joint decision
problem 〈(Ω,PH),A ,u〉. Then we call S an expert in a support problem σ if
∃a ∈A Pσ

S (O(a)) = 1. He is an expert in S , if he is an expert in every σ ∈S .

This leads us to the following criterion for implicatures:

Lemma 5.6 Let S be a set of support problems with joint decision problem
〈(Ω,PH),A ,u〉, and (S,H) its canonical solution. Assume furthermore that E is
an expert for every σ ∈S and that ∀v ∈Ω∃σ ∈S Pσ

S (v) = 1. Let σ ∈S and
F,R⊆Ω be two propositions with F ∈ Opσ . Then, with F∗ := {v ∈Ω |PH(v) >
0}, it holds that:

〈S ,S,H〉 |= F +> R iff F∗∩
⋂

a∈B(F)

O(a)⊆ R. (5.49)

Proof: We first show that

(∃a ∈A Pσ
S (O(a)) = 1 & F ∈Opσ )⇒∀a ∈B(A) : Pσ

S (O(a)) = 1. (5.50)

Let a,b be such that Pσ
S (O(a)) = 1 and Pσ

S (O(b)) < 1. Then

EUσ
E (b) = ∑

v∈O(a)
Pσ

S (v) ·u(v,b) < ∑
v∈O(a)∩O(b)

Pσ
S (v) ·u(v,a)

+ ∑
v∈O(a)\O(b)

Pσ
S (v) ·u(v,a) = EUσ

E (a).

With KS = {v ∈ Ω |Pσ
S (v) > 0} it follows that b 6∈B(KS), and by (4.37) that

b 6∈B(A). Hence, b ∈B(A) implies Pσ
S (O(b)) = 1.

Let F+ :=
⋂

a∈B(A) O(a). We first show that F∗∩F+⊆R implies F +> R.
Let σ̂ ∈S be such that F ∈ Opσ̂ . We have to show that Pσ̂

S (R) = 1. By (5.50)
Pσ̂

S (F+) = Pσ̂
S (
⋂

a∈B(A) O(a)) = 1 and by (4.32) Pσ̂
S (F∗) = 1; hence Pσ̂

S (F+∩
F∗) = 1, and it follows that Pσ̂

S (R) = 1.
Next, we show F +> R implies F∗∩F+ ⊆ R. Suppose that F∗∩F+ 6⊆ R.

Let w ∈ F∗∩F+ \R. From condition ∀v ∈Ω∃σ̂ ∈S Pσ̂
S (v) = 1 it follows that

there is a support problem σ̂ such that Pσ̂
S (w) = 1. As w ∈ F+, it follows by

(4.37) that F ∈Opσ̂ . Due to F +> R, it follows that Pσ̂
S (R) = 1, in contradiction

to w 6∈ R.
F∗ is the equivalent to the common ground updated with F . In the con-

text of a support problem, we can interpret an answer F as a recommendation
to choose one of the action in B(F). We may say that the recommendation
is felicitous only if all recommended actions are optimal. Hence, F+ repre-
sents the information that follows from the felicity of the speech act of recom-
mendation which is associated to the answer. It should also be mentioned that
B(F) = B(F∗) by Definition 4.30; hence

⋂
a∈B(F) O(a) =

⋂
a∈B(F∗) O(a)
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It is not uninteresting to see that the expert assumption on its own does
not guarantee that an utterance has non–trivial implicatures. There are sets S
in which the conditions of Lemma 5.6 hold but in which answers only implicate
what they entail:

Proposition 5.7 Let S be a set of support problems with joint decision problem
〈(Ω,PH),A ,u〉. Let (S,H) be the canonical solution. Assume that for all X ⊆Ω,
X 6= /0 : ∃σ ∈ S Kσ

S = X and ∃a ∈ A O(a) = X. Then, for all σ ∈ S with
F ∈ Opσ it holds ∀R⊆Ω : 〈S ,S,H〉 |= F +> R⇔ F∗ ⊆ R.

Proof: Condition ∀X 6= /0∃a ∈A O(a) = X trivially entails that E is an expert
for all σ ∈S . Condition ∀X 6= /0∃σ ∈S Kσ

S = X entails the second condition
of Lem. 5.6: ∀v ∈ Ω∃σ ∈S Pσ

S (v) = 1. Then, let F ∈ Opσ and let a∗ be such
that O(a∗) = F∗; as B(F) = B(F∗), it follows that

⋂
{O(a) | a ∈ B(F)} =⋂

{O(a) |a ∈B(F∗)}= O(a∗) = F∗. Hence, by Lem. 5.6, F +> R iff F∗ ⊆ R.

This proposition also shows that the conditions of Lemma 5.6 are less
restrictive than they might seem to be.

6 The Fundamental Lemma

In this section we prove Lemma 2.3. For convenience, let us again repeat the
definition of signalling games from Definition 2.1. A signalling game is a struc-
ture 〈Ω,Θ,P, p,F ,A ,u〉 for which: (1) Ω and Θ are non–empty finite sets; (2)
P( . ) is a probability distribution over Ω; (3) p( . |v) is a probability distribu-
tion over Θ for every v ∈ Ω; (4) F and A are respectively the speaker’s and
hearer’s action sets; and (5) u : Ω×Θ×F ×A → R is a shared utility func-
tion which can be decomposed such that u(v,θ ,F,a) = u(v,a)− c(F) for some
strictly positive function c : F → R+.

We first introduce Bayesian perfect equilibria and then prove Lemma 2.3.
As mentioned before, it can be more convenient to calculate the Bayesian per-
fect equilibria than the Nash equilibria of a signalling game.

Definition 6.1 (Perfect Bayesian Equilibrium) A strategy pair (S,H) is a per-
fect Bayeasian equilibrium of a signalling game 〈Ω,Θ,P, p,F ,A ,u〉 iff:

1. For all S′ and all θ with µ(θ) > 0 it is ES(S′|θ)≤ ES(S|θ),

2. For all H ′ and all F with µ(F) > 0 it is EH(H ′|F)≤ EH(H|F).

The equilibrium is strict if we can replace ≤ by <. It is weak if it is not strict.

We show that the Bayesian perfect equilibria are the same as Nash equilibria
in the sense of Definition 2.2. For this we show that a hearer strategy H is a
best response to a speaker strategy S iff EH(H|F) is maximal for each F with
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non–negative probability. For the following calculations, it should be noted that
the payoff function u does not depend on θ . Hence, we could arbitrarily choose
a θ0 and keep it as a fixed argument of u. With µ(F) defined as before, it is:

E (H|S) = ∑
v∈Ω

P(v) ∑
θ∈Θ

p(θ |v) ∑
F∈F

S(F |θ) ∑
a∈A

H(a|F)u(v,θ ,F,a)

= ∑
F

µ(F)∑
v

∑
a

H(a|F)u(v,θ0,F,a)
P(v)∑θ∈Θ p(θ |v)S(F |θ)

µ(F)

= ∑
F

µ(F)∑
v

µH(v|F)∑
a

H(a|F)u(v,θ ,F,a)

= ∑
F∈F

µ(F)EH(H|F). (6.51)

Hence, for fixed speaker strategy S, E (H|S) becomes maximal iff EH(H|F) is
maximal for all F with µ(F) > 0, i.e. for all F for which the probability of
being received by the hearer is greater zero. Similarly, it can be shown that
E (S|H) = ∑θ µ(θ)ES(S|θ). Hence, the Bayesian perfect equilibria in the sense
of Definition 6.1 are identical to the Nash equilibria in the sense of Defini-
tion 2.2.

We now turn to the proof of Lemma 2.3. For this, we first reformulate the
hearer’s expected utility in terms of the conditional probability of the speaker’s
type being θ given answer F . This allows us to derive an estimate of the max-
imal expected utility. Hence, let us consider the expected utility EH(H|F) of a
hearer strategy H after receiving signal F . With (2.2) and (2.4), we find:

EH(H|F) = ∑
a

H(a|F) ∑v P(v) ∑θ p(θ |v)S(F |θ)
µ(F)

u(v,θ ,F,a)

=
1

µ(F) ∑
θ

S(F |θ)∑
a

H(a|F)∑
v

P(v) p(θ |v)u(v,θ ,F,a)

=
1

µ(F) ∑
θ

S(F |θ) µ(θ)∑
a

H(a|F)(ES(a|θ)− c(F))

= ∑
θ

S(F |θ) µ(θ)
µ(F) ∑

a
H(a|F)ES(a|θ)− c(F)

Let’s write

µΘ|F(θ |F) =
S(F |θ) µ(θ)

µ(F)
=

S(F |θ)∑w P(w) p(θ |w)
∑θ S(F |θ)∑w P(w) p(θ |w)

. (6.52)

This is the hearer’s probability of the speaker type being θ given F . In the
following, we will also use the short form µ(θ |F) for µΘ|F(θ |F). With this
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abbreviation, we can summarise the result as follows:

EH(H|F) = ∑
θ

µ(θ |F) ∑
a

H(a|F)ES(a|θ)− c(F) (6.53)

Let Mθ := maxa ES(a|θ). This is the maximal expected utility given θ . An
action is optimal given θ if its expected utility is maximal. Hence, ES(a|θ) = Mθ

iff a is an element of the set B(θ) of all actions with maximal expected utility,
which has been defined in (2.8) as:

B(θ) = {a ∈A | ∀b ∈A ES(b|θ)≤ ES(a|θ)}. (6.54)

Hence, for fixed θ we find:

1. If H(a|F) > 0⇒ a ∈B(θ), then

∑
a

H(a|F)ES(a|θ) = Mθ . (6.55)

2. If ∃a 6∈B(θ)H(a|F) > 0, then

∑
a

H(a|F)ES(a|θ) < Mθ . (6.56)

It follows then from (6.53) that a strategy H is guaranteed to be optimal if
µ(θ |F) > 0 entails for all θ that (H(a|F) > 0⇒ a∈B(θ))), i.e. H(B(θ)|θ) =
1. As mentioned before, we implicitly assume that in (6.52) the denominator
µ(F) of µ is greater zero. Hence, if µ(θ) > 0, i.e. if θ is assigned to the speaker
with a positive probability, then it follows that ∀θ(S(F |θ) > 0⇒H(B(θ)|F) =
1) entails that EH(H|F) is maximal.

These considerations lead to the following criteria. Let Θ∗ be the set of all
types θ for which ∃v P(v) p(θ |v) > 0, and let F ∈F . Let (S,H) be a strategy
pair which satisfies the following condition:

∀θ ∈Θ
∗ (S(F |θ) > 0⇒ H(B(θ)|F) = 1). (6.57)

Then it follows that H is a best response to F , i.e. for all hearer strategies H ′ it
holds that EH(H ′|F)≤ EH(H|F). Furthermore, if H ′ is such that

∃θ ∈Θ
∗ ∃a 6∈B(θ) (S(F |θ) > 0∧H ′(a|F) > 0), (6.58)

then EH(H ′|F) < EH(H|F). Equations (6.57) and (6.58) entail Lemma 2.3.
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Part B: The Refined Model

7 Implicatures and Ambiguity

In this section, we address a problem that is shared by all accounts that assume
that disambiguation is achieved by maximising expected utilities of interpre-
tations. This method of disambiguation is the central principle for explaining
pragmatic phenomena in Prashant Parikh’s framework of games of partial in-
formation (2001). His standard example is the following sentence showing a
scope ambiguity:

(2) a) Every ten minutes a man gets mugged in New York. (A)
b) Every ten minutes some man or other gets mugged in New York. (F)
c) Every ten minutes a particular man gets mugged in New York. (F ′)

The sentence A is ambiguous between the interpretation in which it is always
the same person which gets mugged (R′), and the interpretation in which it is a
random sequence of people who gets mugged (R). Speaker and hearer have to
coordinate their strategies such that the hearer arrives at the interpretation that
the speaker had in mind. With F being the unambiguous sentence with meaning
R, F ′ the unambiguous sentence with meaning R′, and ρ,ρ ′ the probabilities of
R,R′ respectively, we arrive at the game tree shown in Figure 4. First nature
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Fig. 4: Parikh’s game tree for Example (2).

chooses between R and R′. If it has chosen R, then the speaker in situation θ

has the choice between the unambiguous but more complex F and the ambigu-
ous but simpler A. If nature has chosen R′, then the speaker in situation θ ′ has
the choice between the unambiguous but more complex F ′ and again the am-
biguous but simpler A. If the speaker chooses F or F ′, then there is only one
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interpretation which the hearer can choose. If the speaker choses A, then the
ambiguity of A leads to the choice between two different interpretations. The
numbers at the end of the branches denote the shared utilities of speaker and
hearer.

Prashant Parikh solves this game by calculating the Nash equilibria, and,
if there is more than one Nash equilibrium, choosing the equilibrium which
leads to the higher overall expected payoff, the so–called Pareto Nash equlib-
rium. It is easy to see that there are exactly two Nash equilibria in the situation
of Figure 4: One Nash equilibrium (S,H) in which the speaker chooses F in θ

and A in θ ′, and in which the hearer interprets A by R′; another Nash equilib-
rium (S′,H ′) in which the speaker chooses F ′ in θ ′ and A in θ , and in which
the hearer interprets A by R. As the probability ρ of it being always the same
man who gets mugged is much lower than the probability ρ ′, the first strategy
will more often avoid the use of the complex formula F ′, and hence lead to a
higher overall expected utility. Hence, the first strategy pair (S,H) is the unique
Pareto Nash equilibrium of this game, and the hearer will interpret A as meaning
R. According to Parikh, this shows that the utterance of A communicates with
certainty that R (Parikh, 1990), (Parikh, 2006)[p. 104].

Implicatures are explained by Parikh (2001) along the same lines. He as-
sumes that an utterance is ambiguous between the literal meaning (A) and the
literal meaning + implicature (A+R). The implicature A+> R′ is explained by
the fact that for the Pareto Nash equilibrium (S,H) which solves the resulting
game it holds that H(A) = R′. This account is principally different from the
account provided in the Optimal Answer model. There, the solution (S,H) is
calculated by backward induction,5 and the implicature is identified with the
additional information that an utterance A provides about the speaker’s infor-
mation state, i.e. with S−1(A). But, although the two approaches differ here, the
same predictions about disambiguation are made in the Optimal Answer model
and in Parikh’s model.

Our principal counterexample against the idea that ambiguities are re-
solved by choosing the more probable interpretation, and hence that this inter-
pretation is thereby communicated with certainty, is the Doctor’s Appointment
example:

(3) John is known to regularly consult two different doctors, physicians A and
B. He consults A more often than B. S meets H and tells him:

S: John has a doctor’s appointment at 4pm. He requests you to pick him
up afterwards. (D)

5As we have shown in Lemma 4.5, the solution found by backward induction is always a
Pareto Nash equilibrium.
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Fig. 5: The game tree for the Doctor’s Appointment example.

Clearly, S fails to communicate that John waits at A’s practice. Structurally, the
situation is identical to the situation shown in Figur (4). In Figure 5, we see
the game tree of the Doctor’s Appointment example. The hearer has the choice
between two different interpretations: A that John is waiting at A’s practice, and
B that John is waiting at B’s practice. Hence, if rational interlocutors resolve
the ambiguity by choosing the more probable interpretation in Figur (4), then
in (3) they should resolve it in the same way. But in this case, D would have
to communicate with certainty that John has an appointment with physician A,
which is clearly not the case.

The problem does not only arise with Parikh’s model. In the Doctor’s Ap-
pointment example, backward induction predicts that D is an optimal assertion
if the speaker knows that John is at A’s practice but not if he knows that John
is at B’s practice. Hence, we are faced with the problem to explain why D is
not an optimal assertion in the Doctor’s Appointment example. This means,
we have to explain why backward induction is ruled out as a principle of dis-
ambiguation in the Doctor’s Appointment scenario. This problem leads us to
the consideration of games with noisy communication and efficient clarification
requests.

Let us consider the addressee’s natural reaction in the Doctor’s Appoint-
ment example (3). What would be the natural response to the directive (D) John
has a doctor’s appointment at 4pm. He requests you to pick him up afterwards?
Most probably, the addressee would just ask where John is waiting, at A’s or at
B’s practice. If the answering person S is cooperative and knows about John’s
whereabouts, then he will tell H where to pick up John. Hence, the natural
response to the ambiguity is a clarification request c which will induce S to pro-
vide an answer which allows H to unambiguously choose an optimal action a
afterwards. We call such clarification requests efficient if they come with low
costs and force the speaker to provide an unambiguously optimal answer. We
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add efficient clarification requests in the next section to our models.

8 Efficient clarification requests

Until now, our signalling games modelled situations in which the hearer has
immediately to decide which action to choose after receiving an answer from
the speaker. In this section, we add efficient clarification requests to the hearer’s
action set. In the context of noisy communication, the possibility to ask clarifi-
cation requests has a considerable effect on the equilibria of a game.

Assume that the hearer follows a strategy H which does not involve any
clarification requests. Assume further that the hearer knows the speaker strat-
egy S and receives an answer A. We now consider the question: When is it
reasonable for the hearer to change his strategy H( . |A) and ask a clarification
request? For answering this question, we consider the set Z(A) which consists
of all pairs 〈v,θ〉 which have positive probability, for which the speaker might
answer A, and for which this might lead the hearer to choose a sub–optimal
action. Clearly, for being optimal, S and H should be such that Z(A) is empty.
If it is not empty, the hearer can make it empty by changing H in such a way
that he asks a clarification request whenever answer A occurs. We can consider
this to be a local change in the sense that it only changes the hearer’s strategy
for answer A but leaves it unchanged for all other answers. Before we define
local changes, we first introduce signalling games with efficient clarification
requests:

Definition 8.1 Let G = 〈Ω,Θ,P, p,F ,A ,u〉 be a basic signalling game in the
sense of Def. 2.1. Then G is a signalling game with efficient clarification re-
quests iff there exists an act c∈A and a cost function c : F ∪{c}→R+ which
satisfy the following conditions:

1. (Efficiency): u(v,θ ,F,c) = µ(θ)Mθ − (c(F)+ c(c)),
with Mθ := maxa∈A \{c}ES(a|θ) and µ(θ) as in (2.3);

2. (Nominality): the cost function c is nominal;

3. (Avoid c): ∀A,B ∈F : |c(A)− c(B)|< c(c).

Mθ is the maximal expected utility given θ . Hence, efficiency means that c
achieves the maximal expected utility minus the costs of asking a clarification
request. Nominality entails that these costs are positive but arbitrarily small in
comparison to the utility of other actions. We will provide an exact definition
of nominality in Section 11. (Avoid c) says that if the speaker can find a more
complex answer B which avoids a clarification request, then he will choose B
rather than sticking to an answer A which he would have chosen otherwise.
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As B(θ) = {a ∈A |ES(a|θ) = Mθ}, it follows that c 6∈B(θ). With µ as
in (6.52), it also follows that:

EH(c|A) = ∑
θ

µ(θ |A)Mθ − (c(A)+ c(c)). (8.59)

The proof is completely parallel to that of (6.53). As signalling games with
efficient clarification requests are special cases of basic signalling games, it also
follows that Lemma 2.3 remains valid.

Now we consider a situation in which speaker and hearer follow some
strategy pair (S,H) which may violate condition (6.57). How can the hearer
modify his strategy in order to achieve the best result? Assume that he receives
answer A, then if there is a possibility that strategy H chooses a sub–optimal
action, it is better for the hearer to ask a clarification request. This is the case if
the following set Z(A) is not empty:

Z(A) := {〈v,θ〉 |P(v) p(θ |v)S(A|θ) > 0∧∃a 6∈B(θ)H(a|A) > 0}. (8.60)

Z(A) is the set of all pairs of worlds v and speaker’s types θ which have non–
zero probability, for which the speaker answers A with non–zero probability,
and for which H may choose a suboptimal action. It is convenient to collect the
worlds v and the types θ that belong to Z(A) in two separate sets:

Z1(A) := {v∈Ω |∃θ 〈v,θ〉 ∈ Z(A)}, and Z2(A) := {θ ∈Θ |∃v 〈v,θ〉 ∈ Z(A)}.

We show that if Z(A) 6= /0, then the hearer strategy H is strictly dominated by a
strategy HA

c which is defined as follows:

HA
c (a|B) :=

{
H(a|B) for B 6= A
1 for a = c and B = A . (8.61)

The strategy HA
c is identical to H for all answers except A. For A it chooses a

clarification request. We show the following proposition:

Proposition 8.2 Let (S,H) be any strategy pair of a given signalling game G
with efficient clarification request c. Assume that µF(A) > 0, see (2.3). With
µ(v,θ) := P(v) p(θ |v), µH as in (2.2), and µΘ|F as in (6.52), the following equiv-
alences hold:

Z(A) 6= /0⇔ µ(Z(A)) > 0⇔ P(Z1(A)) > 0⇔ µH(Z1(A)|A) > 0 (8.62)
⇔ µΘ|F(Z2(A)|A) > 0.

It holds:

1. If Z(A) 6= /0, then HA
c strictly dominates H.

2. If Z(A) = /0, then H strictly dominates HA
c .
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Proof: The equivalences follow by unfolding the definitions. By (6.53) it
holds that EH(H|A) = ∑θ µΘ|F(θ |A) ∑a H(a|A) ES(a|θ)− c(A). We can split
the sum ∑θ into ∑θ∈Z2(A) and ∑θ 6∈Z2(A). Hence, if Z(A) = /0, and therefore
µΘ|F(Z2(A)|A) = 0, then

EH(H|A) = ∑
θ 6∈Z2(A)

µΘ|F(θ |A)Mθ − c(A)

> ∑
θ 6∈Z2(A)

µΘ|F(θ |A)Mθ − (c(A)+ c(c)) = EH(HA
c |A).

Hence, H strictly dominates HA
c . Next, assume that Z(A) 6= /0. This entails that:

∑
θ

µΘ|F(θ |A)∑
a

H(a|A)ES(a|θ) < ∑
θ

µΘ|F(θ |A)Mθ

Hence, it follows with (Nominality) that

EH(H|A) = ∑
θ

µΘ|F(θ |A)∑
a

H(a|A)ES(a|θ)− c(A)

< ∑
θ

µΘ|F(θ |A)Mθ − (c(A)+ c(c)) = EH(HA
c |A).

Hence, HA
c strictly dominates H.

The proposition shows how the hearer can improve his strategy for answer
A without changing his strategy for answers different from A. We will exploit
this property in the next section. In the same section, we will also see that
a clarification request is not always the best response in situations in which
the old strategy H would lead to sub–optimal choices. Proposition 8.2 only
says that reacting with a clarification request is better than sticking to a faulty
strategy, but there may be other possibilities to improve the old strategy. For
achieving this result, we have to have a closer look at Z(A). But this is more
interesting in the context of noisy speaker strategies. We introduce models with
expected noise in the next section, and will take up our consideration of Z(A) in
Section 10.

9 Expected Noise

There exist quite a number of equilibrium refinements in game theory which
try to spell out which equilibria are stable under the assumption that strategies
are noisy. Among the most widely discussed equilibria which deal with noisy
strategies are trembling hand perfect equilibria (Selten, 1975) and proper equi-
libria (Myerson, 1978). In the context of support problems, a trembling hand
prefect equilibrium is a pair of mixed strategies (s,h) such that there exists a
sequence (sk,hk)∞

k=0 of completely mixed strategies which converge to (s,h)
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such that s is a best responses to each hk and h to each sk. A strategy is com-
pletely mixed if it chooses every possible action with positive probability. That
(s,h) is robust against small mistakes is captured by the condition that s and h
need only to be best responses if hk and sk come close to h and s. For proper
equilibria it is assumed that the probability of mistakes depends on how good
an action is. In our context, this means for a perturbed speaker strategy S̃ that
the speaker chooses an answer which is just second to an optimal answer with
probability at most ε times the probability of an optimal answer, and an answer
that is third to an optimal answers with a probability ε times the probability of
an second best answer, etc. For both criteria, the probability and the kind of
mistakes can be inferred from theory internal parameters, as e.g. from the set
of available hearer actions, their expected utilities, and the speaker’s set of sig-
nals. In linguistic pragmatics, in contrast to other applications of game theory,
the phenomena are very close to the cognitive level. Hence a strong interaction
between the behavioural level, represented by game theory, and the cognitive
level is to be expected. We introduce expected noise models as a framework to
introduce noise into the game theoretic models which is controlled by external
causes. The representation of noise in expected noise models is therefore very
little restricted. In other respects, we simplify the model by only considering
perturbations of the speaker’s strategy. This means, we always assume that the
hearer finds his best response with certainty.

In order to motivate the following definition, assume that an interpreted
signalling game σ is given. Assume further that the speaker follows strategy S.
Then S( . |σ) will assign non–zero probability to certain forms F ∈F . They
may form a proper sub–set O of F . We may call Sε a noisy ε-approximation
of S if ∑F |S(F |σ)− Sε(F |σ)| = ε . Then, for Sε( . |σ) we can also collect all
forms to which Sε assign non–zero probability in a set N ε . The exact value
of ε does not matter to us; hence, we abstract away from it and just keep the
set of forms to which the Sε assign non–zero probability. We assume that it
is the same set for all ε . We call this set a noise set. Now, as we want to
capture by these noise sets the perturbations resulting from cognitive sources,
these sets may vary from support problem to support problem as the speaker’s
state varies from support problem to support problem. We therefore represent
the perturbations by a function which maps S to sets Nσ ⊆F . This motivates
the following definition:

Definition 9.1 (EN model) Let S be a set of interpreted support problems.
Assume that the support problems 〈Ω,PS,PH,F ,A ,u,c,J . K〉 may only differ
with respect to PS. A model with expected noise, or EN model, is a triple
〈S ,(Oσ )σ∈S ,(Nσ )σ∈S 〉 for which

1. (Oσ )σ∈S is a sequence of sets Oσ ⊆F .
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2. (Nσ )σ∈S is a sequence of sets Nσ ⊆F .

In the following, we write 〈S ,Oσ ,Nσ 〉 instead of 〈S ,(Oσ )σ∈S ,(Nσ )σ∈S 〉.
In our applications, Oσ is the set Opσ of optimal answers of the canonical solu-
tion to the support problem σ .

If the hearer cannot distinguish between the elements of S , then learning
that the speaker produced a possibly noisy form F only provides him with the
information that F is an element of the union of the Nσ . Hence, we introduce
the set:

N :=
⋃
σ

Nσ . (9.63)

It can be easily seen that the addition of efficient clarification requests in
itself has no effect on the canonical solution. This changes when we consider
noisy communication. We will see that the addition of noise and the availability
of efficient clarification requests gives rise to a transformation (S̄, H̄) of the
canonical solution (S,H) which is Pareto dominating all other strategies. In
addition, the transformed solution is robust against the noise characterised by
an EN model. A central role will be played by the sets B̃(A) and FEn. B̃(A) is
the set of all actions a which are optimal for all support problems σ for which
A can occur as a noisy form:

B̃(A) :=
⋂
{B(Kσ ) |A ∈Nσ} with Kσ = {v |Pσ

S (v) > 0}. (9.64)

FEn then collects all A ∈F for which B̃(A) is not empty:

FEn := {A ∈N | B̃(A) 6= /0}. (9.65)

We illustrate the meaning of these sets by a little example. Assume there are
two support problems σ and σ ′. Assume further that actions a and b are optimal
in σ , and actions b and c are optimal in σ ′. Being optimal has to be understood
relative to the speaker’s expectations Pσ

S ; hence, we mean by saying that a and
b are optimal in σ that EUσ

S (a) = EUσ
S (b) = max{EUσ

S (a′) | a′ ∈ A }, and
therefore being optimal is equivalent to being an element of B(Kσ ). Hence, it
is B(Kσ ) = {a,b} and B(Kσ ′) = {b,c}. Let us now assume that Sε(A|σ) > 0
and Sε(A|σ ′) > 0. What is the best response for the hearer? If he chooses a, then
this may be sub–optimal as he cannot be sure that the actual support problem is
really σ . The same problem arises with c. But if he chooses b, then he is save
as b is an optimal action in both σ and σ ′. Choosing b is also better than asking
a clarification request as this comes with additional (nominal) costs. Now, in
contrast, consider a situation in which actions a and b are optimal in σ , and
actions c and d are optimal in σ ′. If again Sε(A|σ) > 0 and Sε(A|σ ′) > 0, then
it is now better to ask a clarification request as there is no best choice which
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belongs to all B(Kσ ). Hence, we see that if FEn 6= /0, then the hearer can safely
choose an act in FEn, otherwise he should react with a clarification request.

As mentioned before, Oσ and Nσ are representing speaker strategies S
and their perturbed forms Sε . The following definition makes explicit in which
sense EN models represent these strategies:

Definition 9.2 Let En = 〈S ,Oσ ,Nσ 〉 be an EN model with S a set of support
problems σ = 〈Ω,PS,PH,F ,A ,u,c,J . K〉. For X ⊆F , we denote by ∆∗X the set
of all completely mixed strategies over X, i.e. ∆∗X is the set of all probability
distributions P over X for which P(x) > 0 iff x ∈ X. Then, we say that:

1. En represents a strategy S iff for all σ ∈S S( . |σ) ∈ ∆∗Oσ
;

2. En represents a noise strategy Sε iff for all σ ∈S Sε( . |σ) ∈ ∆∗Nσ
;

3. an arbitrary strategy S̃ is an En strategy iff for all σ ∈S

S̃( . |σ) ∈ ∆
En
σ := ∆

∗
Oσ
∪∆
∗
Nσ
∪∆
∗
FEn

. (9.66)

Expected noise models are extensions of interpreted support problems.
They represent the subjective level. Signalling games model the objective level,
especially, objective success of communication is only definable for signalling
games. Hence, in the following, we have again to consider the relation between
signalling games and expected noise models. We repeat the definitions of the
most important relations:

Definition 9.3 A signalling game G supports an EN model En = 〈S ,Oσ ,Nσ 〉
iff G supports S . By Definition 4.4, this means that G = 〈Ω,Θ,P, p,F ,A ,u〉
is such that Θ = S and for all σ = 〈Ω,PS,PH,F ,A ,u,c,J . K〉 it is µΘ(σ) =
∑v P(v) p(σ |v) > 0. We say that G fully supports En iff all Pσ

S are fully reliable;
it reliably supports En iff all Pσ

S are reliable; and it weakly supports En iff all
Pσ

S are truth preserving.

9.1 The canonical solution

We consider situations in which the speaker may follow some perturbed strat-
egy Sε , and the hearer a strategy H. There may exist a support problem σ for
which the speaker choose an answer A with probability greater zero to which
the hearer may respond with a sub-optimal action if he follows H. Assume that
this perturbed strategy Sε is known to the hearer, and that he is in a situation in
which he receives answer A. How does the hearer have to change his strategy
H( . |A) in order to achieve maximal expected payoff? We introduce an oper-
ation which changes the hearer’s response to A but leaves it unchanged for all
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other answers:

HA
X (a|B) :=

{
H(a|B) if B 6= A,
|X |−1 if B = A∧a ∈ X . (9.67)

This operation turns strategy H into a strategy HA
X which is identical to H for

all answers except A, and for A it chooses each of the elements of X with equal
probability. The strategy HA

c defined in (8.61) is the special case in which the
old response to A is replaced by the clarification request c. We also consider the
case in which the old response to A is replaced by B̃(A). We write:

HA
c := HA

{c} and HA := HA
B̃(A). (9.68)

It is quite intuitive that the hearer can optimise his strategy by changing H( . |A)
to HA

c if B̃(A) = /0, and by changing it to HA if B̃(A) 6= /0. If (S,H) is the
canonical solution to S , then, by applying these operations systematically, we
arrive at a new canonical solution to the expected noise model. Its definition is
provided in (9.69) and (9.71).

Definition 9.4 (Canonical Solution) Let S be a set of support problems with
canonical solution (S,H). Let En = 〈S ,Oσ ,Nσ 〉 be an expected noise model
which represents S. Then, we define the canonical extension (S̄, H̄) to En as
follows:

H̄( . |A) =
{

HA, if A ∈FEn,
HA

c if A 6∈FEn

. (9.69)

For the speaker let c̄σ := min{c(A) |A ∈Nσ ∩FEn}, and:

OpEn
σ := {A ∈Nσ ∩FEn | c(A) = c̄σ}. (9.70)

Then, S̄ is defined by:

S̄(A|σ) =
{
|OpEn

σ |−1 if A ∈ OpEn
σ

0 otherwise . (9.71)

We can show an equivalent to Lemma 2.3:

Lemma 9.5 Let S be a set of support problems with canonical solution (S,H).
Let G be a signalling game which supports S . Let, furthermore, En be an
expected noise model which represents S. Then, the canonical solution (S̄, H̄)
always exists, and it is a Bayesian perfect equilibrium of G . In addition, if we
treat nominal costs as zero, then (S̄, H̄) is Pareto dominating all other strategy
pairs.

This is the best result we can hope to achieve. We cannot exclude the pos-
sibility that there are signalling strategies which are more efficient than (S̄, H̄).
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For example, we may conceive an artificial signalling strategy for which the
speaker says ‘A’ and snips with his fingers whenever he wants to say that there
is a garage round the corner, and behaves exactly as if following S̄ in all other
situations. Then, this strategy is arguably more cost efficient than S̄. As our
framework does not exclude such artificial signalling strategies, we cannot in
general prove that (S̄, H̄) is Pareto dominating all other strategies.

9.2 Implikatures in EN models

We now consider the implicatures of an ENmodel En = 〈S ,Oσ ,Nσ 〉. As Oσ

and Nσ are only there in order to represent strategies and their perturbations,
they do not change the set of signalling games which support S . As impli-
catures are an objective notion in our framework, and the objective level is
described by signalling games, it follows that the implicatures of a signal F
relative to s strategy S and an EN model En are the same as its implicatures
relative to S and S . Hence, we set for F ∈F for which ∃σ ∈S S(F |σ) > 0,
and R⊆Ω:

〈En,S,H〉 |= F +> R ⇐⇒ 〈S ,S,H〉 |= F +> R. (9.72)

By Definition 5.4, this is equivalent to:

〈En,S,H〉 |= F +> R ⇐⇒ ∀G ∈ Supp(S ) 〈G ,S,H〉 |= F +> R. (9.73)

Here, Supp(S ) is the set of all signalling games G which support S .
Let En0, En1 be two EN models which represent the same strategy pair

(S,H). Hence, S En0 = S En1, and for each σ ∈ S Eni it holds that OEni
σ =

{F |S(F |σ) > 0}. Then, Lemma 5.3 implies that:

〈En0,S,H〉 |= F +> R ⇐⇒ 〈En1,S,H〉 |= F +> R. (9.74)

If (S̄, H̄) is the canonical solution to En, we arrive with (5.43) at:〈
En, S̄, H̄

〉
|= F +> R ⇐⇒ ∀σ ∈S (F ∈ OpEn

σ ⇒ Pσ
S (R) = 1). (9.75)

Finally, we note a consequence of the definition for perturbed strategies
Sε . Let En = 〈S ,Oσ ,Nσ 〉 be an EN model which represents S and Sε . Let H
be an arbitrary hearer strategy. If F is such that ∃σ Sε(F |σ) > 0 and R ⊆ Ω,
then we find again with (5.43) that:

〈En,S,H〉 |= F +> R ⇐⇒ ∀σ ∈S (F ∈ Oσ ⇒ Pσ
S (R) = 1), (9.76)

and

〈En,Sε ,H〉 |= F +> R ⇐⇒ ∀σ ∈S (F ∈Nσ ⇒ Pσ
S (R) = 1). (9.77)
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10 On the equilibrium properties of the canonical solution

Lemma 9.5 states that the best strategy pair that speaker and hearer can adopt in
EN models is the canonical strategy pair defined in Section 9. More precisely,
it states that the canonical strategy is a Bayesian perfect equilibrium, and, if
we ignore nominal costs, it is even Pareto dominating all other strategies. The
hearer’s part of the canonical strategy is defined in (9.67), which in turn can
be defined in terms of HA

c . The goal of this section is to prove Lemma 9.5. In
addition, it contains some more fine grained characterisations of the canonical
strategy.

Let G = 〈Ω,Θ,P, p,F ,A ,u〉 be a signalling game which represents S ,
and let En = 〈S ,Oσ ,Nσ 〉 be an EN model which represents a strategy S and
the ε-approximations Sε . Following our procedure in Section 8, we consider
the following set:

Zε
H(A) := {〈v,σ〉 |P(v) p(σ |v)Sε(A|σ) > 0∧∃a 6∈B(σ)H(a|A) > 0}. (10.78)

For ε = 0, this corresponds to the set Z(A) defined in (8.60). Zε
H(A) is the set of

all pairs of worlds v and support problems σ which have non–zero probability,
for which the speaker answers A with non–zero probability, and for which H
may choose a suboptimal action. In Proposition 8.2, we have shown that the
hearer can improve if he reacts with a clarification request. Now we see that
he can improve even more if he distinguishes between answers A which are
elements of FEn and answers A which are not elements of FEn. We first show
how B̃(A) and Zε

H(A) are related to each other:

Proposition 10.1 Let G be a signalling game which fully supports the EN model
En = 〈S ,Oσ ,Nσ 〉. Assume that En represents S and the ε-approximations Sε .
Let A ∈N . Then:

B̃(A) = /0⇔∀H (H(c|A) < 1⇒ Zε
H(A) 6= /0). (10.79)

Proof: We first prove “⇒”: Assume that B̃(A) = /0. Then, by definition:

∀a ∈A \{c}∃σ ,σ ′ : A ∈Nσ ∩N (σ ′)∧a 6∈B(Kσ )∩B(Kσ ′).

As Pσ
S is fully reliable for each σ ∈ S , it follows that B(Kσ ) = B(σ) and

B(Kσ ′) = B(σ ′). Let a ∈ A \ {c}, and let H be any hearer strategy with
H(a|A) > 0. Then, there exists σ such that A∈Nσ and a 6∈B(σ). As En is sup-
ported by G and Sε represented by En, it follows that P(v) p(σ |v)Sε(A|σ) > 0;
hence we can find a v such that 〈v,σ〉 ∈ Zε

H(A) and an a with H(a|A) > 0∧a 6∈
B(σ). Therefore Zε

H(A) 6= /0.
“⇐”: Assume that B̃(A) 6= /0. Let a∈ B̃(A) and set H(a|A) = 1. Assume

that P(v) p(σ |v)Sε(A|σ) > 0. As Pσ
S is fully reliable for each σ ∈S , it follows
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by definition of B̃(A) that a ∈B(σ). Hence, 〈v,σ〉 6∈ Zε
H(A). As v and σ are

arbitrary, it follows that Zε
H(A) = /0.

This shows how we can improve over Proposition 8.2: Only if B(A) = /0
the hearer reacts with a clarification request, else he chooses an act from B(A).
B(A) = /0 is equivalent to A ∈FEn. The next proposition tells us how expected
utilities behave if the hearer changes his strategy from H( . |A) to HA

X .

Proposition 10.2 Let G be a signalling game which fully supports the EN model
En = 〈S ,Oσ ,Nσ 〉. Assume that En represents S and the ε-approximations
Sε . Let A ∈N . Let EH be the hearer’s expected utility if the speaker follows
strategy S, E ε

H be the hearer’s expected utility if the speaker follows strategy
Sε , and E ∼H be the hearer’s expected utility if the speaker follows some other
strategy S̃. All the expected utilities are defined relative to the probabilities in
G . Let Mσ = maxa∈A \{c}ES(a|σ), and let µ be as in (6.52). In the following
equations, let X ⊆A be such that c 6∈ X. Then:

1. EH(H|A) = EH(HA
X |A) = ∑σ µ(σ |A)Mσ − c(A) for X ⊆ B̃(A),

2. E ε
H (HA

X |A) < E ε
H (HA|A) = ∑σ µε(σ |A)Mσ − c(A) for X \ B̃(A) 6= /0,

3. Let S̃ be given with S̃(FEn|σ) = 1 for all σ , and let X \ B̃(A) 6= /0, then

E ∼H (HA
X |A) < E ∼H (HA|A) = ∑

σ

µ(σ |A)Mσ − c(A).

Proof: We first show that EH(H|A) = EH(HA
X |A) for X ⊆ B̃(A): By (6.53)

EH(H|A) = ∑σ µ(σ |A)∑a H(a|A) ES(a|σ)− c(A); from (6.57) it follows that
H(a|A) > 0⇒ ES(a|σ) = Mσ ; hence EH(H|A) = ∑σ µ(σ |A)Mσ −c(A); as X ⊆
B̃(A), it follows again with (6.53) and (6.57) that

EH(HA
X |A) = ∑

σ

µ(σ |A) ∑
a∈X

HA
X (a|A)ES(a|σ)−c(A) = ∑

σ

µ(σ |A)Mσ −c(A).

Next, we turn to E ε
H (HA

X |A) < E ε
H (HA|A) for all X with B̃(A) $ X : By

(6.53), E ε
H (HA

X |A) = ∑σ µε(σ |A)∑a HA
X (a|A)ES(a|σ)−c(A); we can divide ∑σ

into the sum over the set M0 = {σ |HA
X (B(σ)|A) = 1} plus the sum over the

set M1 = {σ |HA
X (B(σ)|A) < 1}; as B̃(A) $ X , the second set is not empty; as

HA(a|A) > 0⇒ a ∈ B̃(A), it follows for M1 that

∑
M1

µ
ε(σ |A)∑

a
HA

X (a|A)ES(a|σ)− c(A) < ∑
M1

µ
ε(σ |A)Mσ − c(A) =

= ∑
M1

µ
ε(σ |A)∑

a
HA(a|A)ES(a|σ)− c(A).

By (6.57) it follows that equality holds if we replace M1 by M0. This proves the
claim.
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Finally, the proof of E ∼H (HA
X |A) < E ∼H (HA|A) = ∑σ µ(σ |A)Mσ − c(A) is

almost identical to the previous case.
In order to improve the readability of formulas, we use the abbreviation

NC(s) for expressing the fact that a speaker strategy s is not optimal but dif-
fers from an optimal strategy s′ only by a positive term with nominal costs; in
addition, these nominal costs can only be reduced by a change of the speaker
strategy s, not by a change of the hearer strategy. That is, if we write EU(s′|h) =
EU(s|h)−NC(s), we mean that EU(s′|h) < EU(s|h) such that first EU(s′|h)−
EU(s|h) is nominal, and second there is no strategy h′ for which EU(s|h′) >
EU(s|h). We find:

Proposition 10.3 Let S be a set of support problems with canonical solution
(S,H). Let G be a signalling game which supports S . Let, furthermore, En =
〈S ,Oσ ,Nσ 〉 be an expected noise model which represents S, and let (S̄, H̄) be
its canonical solution. Then:

1. EU(S̄|H̄) = ∑σ µΘ(σ) (Mσ −∑A S̄(A|σ) c(A));

2. EU(Sε |H̄) = EU(S̄|H̄)−NC(Sε).

If for all σ ∈S Oσ ⊆FEn, then

3. EU(S|H) = EU(S, H̄) = EU(S̄|H̄)−NC(S).

Furthermore, if S̃ is such that ∃σ S̃(FEn|σ) < 1, then

4. EU(S̃, H̄) = EU(S̄|H̄)−NC(S̃)

Proof: 1) By definition, S̄(A|σ) > 0 implies H̄(a|A) > 0⇒ a ∈B(σ). Then,
(6.55) and (2.1) imply that EU(S̄|H̄) = ∑v P(v)∑σ p(σ |v)∑A S̄(A|σ) (Mσ −
c(A)), which equals ∑σ µΘ(σ) (Mσ −∑A S̄(A|σ) c(A)).

2) Let µε(A) := ∑v P(v)∑σ p(σ |v)Sε(A|σ). If µε(A|σ) > 0 and B̃(A) =
/0, then H̄(c|A) = 1, i.e. the hearer will react to A with a clarification request c.
If µε(A|σ) > 0 and B̃(A) 6= /0, then Sε will produce higher costs than S̄, iff c(A)
is more costly than c̄σ . Hence, with µΘ(σ) = ∑v P(v) p(σ |v), we arrive at:

EU(Sε |H̄) = EU(S̄|H̄)−
(

c(c) µ
ε({A | B̃(A) = /0})+ (10.80)

+∑
σ

µΘ(σ)∑
A

Sε(A|σ) (c(A)− c̄σ )
)

= EU(S̄|H̄)−NC(Sε).

This proves the second claim.
3) The first equation is trivially true. The second equation follows simi-

larly to 2) as S(A|σ) > 0 implies c(A)≥ c̄σ ; hence:

EU(S|H̄) = EU(S̄|H̄)−∑
σ

µ(σ)∑
A

S(A|σ) (c(A)− c̄σ ). (10.81)
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This again proves the claim.
4) Assume that ∃σ S̃(FEn|σ) < 1. We split S into M0 = {σ | S̃(FEn|σ) =

1} and M1 = {σ | S̃(FEn|σ) < 1}. Then, for each σ ∈ M1, we split F into
Fσ

0 = {A ∈ FEn | S̃(A|σ) > 0)} and Fσ
0 = {A ∈ F \FEn | S̃(A|σ) > 0)} . As

∃σ S̃(FEn|σ) < 1, it follows that ∃σ S̃(Fσ
0 |σ) > 0. Then, let S̃′ be the strategy

which results from replacing each A ∈ Fσ
0 by a B ∈Nσ ∩FEn. Then, clearly,

EU(S̃|H̄) < EU(S̃′|H̄), and by definition EU(S̃′|H̄) = EU(S̄|H̄)−NC(S̃′). As
the difference between EU(S̃|H̄) and EU(S̃′|H̄) is only nominal, it also follows
that EU(S̃|H̄) = EU(S̄|H̄)−NC(S̃).

With these preparations, we can finally show:

Proof of Lemma 9.5: From the third claim of Prop. 10.2, it follows
that the hearer has no better strategy against S̄ than H̄, in particular, H̄ satisfies
the Bayesian condition. From the fourth claim of Prop. 10.3 it follows that the
speaker prefers strategies S̃ with S̃(FEn|σ) = 1 over strategies S̃ with S̃(FEn|σ) <
1. By definition, strategies S̃ which satisfy S̃(FEn|σ) = 1 cannot be better than S̄
against H̄. Hence, it follows that (S̄, H̄) is a Bayesian perfect equilibrium of G .
From the first claim of Prop. 10.3, it immediately follows that (S̄, H̄) is Pareto
dominating all other strategy pairs if nominal costs are treated as zero.

11 Nominality

In this section we supplement a precise definition of nominal costs. As the
technical details are of minor interest to the purposes of the present paper, we
present only the bare essentials.

Definition 11.1 (Nominality) Let u be a function which takes arguments a =
〈a1, . . . ,an〉. Let u1 and u2 be two functions for which u(a) = u1(a) + u2(a).
By saying that u2 is nominal with respect to u, we say that for any continuous
function f and arguments a,b the inequality f (u(a))≤ f (u(b)) means that

lim
k→0+

sgn
(

f (u1(b)+ k u2(b))− f (u1(a)+ k u2(a))
)
≥ 0. (11.82)

In this formula, k→ 0+ means that we only consider sequences of k > 0 which
converge to 0. The signum function sgn is defined as follows:

sgn(x) :=

{
1 if x > 0
0 if x = 0
−1 if x < 0

.

One should keep in mind that there are continuous f for which the limit in
(11.82) is not defined. But it is always defined for constant, linear, or monotonic
continuous functions f . For linear functions, (11.82) is equivalent to:

f (u1(a)) < f (u1(b))∨( f (u1(a)) = f (u1(b))∧ f (u2(a)) < f (u2(b))). (11.83)
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As example, we consider the speaker’s expected utility of uttering F given
a hearer strategy H for a support problem 〈Ω,PS,PH,F ,A ,u,c,J . K〉. The utility
function u is of the form u(v,F,a) = u(v,a)+ c(F) with nominal c. Hence, we
set u1(a,F,a) = u(v,a) and u2(a,F,a) =−c(F). The speaker’s expected utility
is defined as:

EUS(F) = ∑
v∈Ω

PS(v) ∑
a∈B(F)

H(a|F)u(v,F,a). (11.84)

As EUS is linear, we find:

EUk
S (F) := EU0

S (F)− k c(F), (11.85)

Hence, the nominality of c entails that for all F0,F1 ∈F :

EUS(F0)≤ EUS(F1) :⇔ lim
k→0+

sgn
(

EUk
S (F1)−EUk

S (F0)
)
≥ 0. (11.86)

Clearly, it follows that

EU0
S (F0) < EU0

S (F1)⇒ EUS(F0) < EUS(F1). (11.87)

For clarification requests we have to generalise the definition slightly. Ex-
pected utilities with clarification requests divide into a non–nominal term which
depends on the speakers signal A, and a nominal term which is the sum of the
costs for uttering A and the costs due to the clarification request c. Hence, we
generalise (11.86) as follows: For finite sets X ⊆ dom c we set

c(X) := ∑
F∈X

c(F), and EUk
S (Fi,X) = EUk

S (Fi)− k c(X). (11.88)

Then, EUS(F0,X0)≤ EUS(F1,X1) iff:

lim
k→0+

sgn
(

EUk
S (F1,X1)−EUk

S (F0,X0)
)
≥ 0. (11.89)

For example, F0 and F1 may be two possible utterances, and X0 = {c} and
X1 = /0. It follows by definition that

EU0
S (F0) < EU0

S (F1)⇒ EUS(F0,X0) < EUS(F1,X1). (11.90)

References

Benz, A. (2006). Utility and Relevance of Answers. In Benz, A., Jäger, G., and van Rooij, R.,
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