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Abstract

We propose a compositional analysis for sentenédkeokind “You only have to go to the
North End to get good cheese”, referred to asSthificiency Modal Constructioin the recent lit-
erature. We argue that the SMC is ambiguous depgrat the kind of ordering induced byly.

So is the exceptive construction — its cross-lisicicounterpartOnly is treated as inducing either
a ‘comparative possibility’ scale or an ‘implicatitvased’ partial order on propositions. The prop-
erties of the ‘comparative possibility’ scale expléhe absence of the prejacent presupposition
that is usually associated witimly. By integrating the scalarity into the semantitthe SMC, we
explain the polarity facts observed in both vasaot the construction. The sufficiency meaning
component is argued to be due to a pragmatic infexe

1 I ntroduction

Adverbial only has been recently argued to require special treatment wharring in sen-
tences expressing sufficient condition. The following sentence disstissed in (von Fintel
and latridou 2005), proved to be problematic for the existing analysegyof

(1) To get good cheese you only have to go to the North End.
According to the observation in (Bech 1955/57), sentences like (1) are equivalent to:
(2) To get good cheese it suffices to go to the North End.

This suggests thainly can ‘reverse’ the relation of necessity, expressed benhigedded
have tQ giving rise to the sufficiency reading.

Another striking fact about (1) and others of its kin is that theyot entail the truth of the
prejacent, the propositional complementooly. In other words, in uttering (1), we do not
convey that the embedded anankastic conditional in (3) is true.

(3) To get good cheese you have to go to the North End.

In other cases witbnly the prejacent is true, which is derived in one way or anotber the

meaning of the adverb. Interestingly, the absence of the prejaesnipposition in the suffi-
ciency modal construction (SMC), as (von Fintel and latridou 2005 1alis limited to the
positive cases, i.e. the negation of (1) does imply (3).

According to (von Fintel and latridou 2005)’s cross-linguistic survethefmorphosyntax of
the SMC, a set of languages, like French, Modern Greek, etc., esvgploggative adverb and
an exceptive phrase insteadooiy:

(4) Situveux du bon fromage, tu n'as qu’a aller a North End.
if you want of good cheese you NEG have except go to North End

The goal of this paper is to develop a compositional analysis foy tave to” sentences and
their “neg+except” counterparts. We claim that the data in ques#in involve scalar uses of
only and except,which enables us to account for the the lack of the prejacent-entail
ment/presupposition and derive the sufficiency meaning. In the literatuonly the term



200 Sveta Krasikova & Ventsislav Zhechev

‘scalar’ is used to describe the fact tbaty triggers an ordering on the alternative proposi-
tions it operates on. This can be either an ordering based on logpdlation, or one based
on a contextually salient scale. We reserve the term ‘Séatahe cases that are not implica-
tion-based. We argue that both kinds of orderings can occur in the SMUsahe case in
simple sentences withnly. Exceptand the scalar version ofly appear to be polarity sensi-
tive, which receives a pragmatic explanation in our approach.

Further, we show that the choice of the modal in the SMC depends on the ordering in question
and on the properties of the modal itself. Thus, embedding an exktaotial in the SMC

gives meaningful results only if we use the implication-basddrorg. Thecanvariant in (5)

does not seem to have a scalar reading:

(5) You can only take your wife to Italy to please her.

Finally, our analysis predicts that (2) is not equivalent to iitl) (@) but rather is a pragmatic
inference from them.

The structure of the paper is the following: section 2 gives & dwerview of the existing
analyses of the SMC and their problems; in section 3 we makegroposal and give pre-
cise semantics and pragmatics doty andexcept section 4 deals with the polarity issues and
section 5 addresses the choice of modals in the SMC.

2 Problemswith PreviousAnalyses

We will discuss two recent proposals for the analysis of the SM®n Fintel and latridou
2005) and (Huitink 2005) — and we will show what problems they run into wtniggling to
solve the “prejacent problem”.

To solve the “prejacent problem” (von Fintel and latridou 2005) pursari@l decomposi-
tion alternative, assuming thaly splits into the negation arekcept drawing on the parallel
to the “ne que” construction in French. Moreover, they allow the htodatervene between
the two operators:

(6) Splitting only hypothesis:
“only have to VP” = Neg > have to > other than VP

These assumptions would result in the LF in (7).

()
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Thus, (von Fintel and latridou 2005) derive the following truth conditions for (1):
(8) Insome of the good cheese worlds you don’'t dohamytother than going to the North End.

This truth condition combined with the presupposition in (9) does not entaitefaeent. (9)
is an existential presupposition triggereddomyy, as assumed in (Horn 1996).

(9) In all of the good cheese worlds you do something.
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The SMC is thus predicted to express the possibility to achievgdal expressed by the sub-
ordinate clause if the condition in the matrix clause is fallilHowever, this semantics ap-
pears too weak to account for those sentences that involve sufficiency in thedegssl

(10) For the bomb to explode, you only have to press the button.

The condition in (8) would wrongly predict that (10) is true in alevan which pressing the
button does not trigger an explosion. (von Fintel and latridou 2005) are afithre fact, but
claim that this is the desired result.

There are another two aspects in their theory that we find prabterfihe first one concerns
the observation that the negated SMC sentence does imply its prejacent.

(11) You don’t only have to go to the North End to get good cheese.
~ You have to go to the North End to get good cheese.

Adding a negation on top of the LF in (7) fails to explain (11).

Finally, by ignoring the scalarity of the construction, (von éirind latridou 2005) predict
that (1) comes out true if you can get good cheese in the Hadhregardless of the other
possibilities for getting good cheese, i.e. even if there are easier ways.

Another proposal, due to (Huitink 2005), is to analyse only as a universal modal wigeceve
order of arguments and to use the notion of modal concord to dispenskeasgmtantic con-
tribution ofhave to The truth condition she arrives at is:

(12) In all North End worlds you get good cheese.

which renders (1) equivalent to (2). This, similar to (von Fintel atritibu 2005)’s analysis,

makes wrong predictions in case there are easier ways foniagtgiood cheese than going
to the North End. If you can as well get good cheese in the nehmst(1) is predicted true
contrary to our intuitions. The general problem with the modal aisaily that it fails to cap-

ture the fact that the SMC does not only introduce a sufficemdition, but also ranks it as
the easiest possible.

We can conclude that it is crucial to integrate the notion @flésinto the semantics of the
SMC, which we will turn to in the next section.

3 Scalar Meaning of SMC

We saw that it is important to take into account the scalafityre construction. It seems
natural to assume that the presence of a scale is due to thetissrofonly. Two major in-
ferences associated with (1) are that:

« none of the ways of achieving the goal ranked higher on an effalg than the one that
appears in the sentencd ife] ) are necessary

« none of the ways of achieving the goal ranked lower on an sffale than[ne] are suffi-
cient

Intuitively, the effort scale is constructed based on the comyardifficulty of actions de-
scribed by different propositions. According to an observation of (vorelFamd latridou
2005), the scale consists not only of ways of achieving the goamdntalso include other
propositions.

3.1 TheScae

The effort scale ranks propositions according to the degrees iotiliffthey are assigned in
the world of evaluation. To define the scale, we suggest that thheede§ difficulty of a
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proposition corresponds to its possibility in the actual world. Thus, keethee comparative
possibility relation from (Lewis 1973) and use it for ranking:

(13) Vp, g, w: pis at least as difficult agin w iff
g<wp (i.e.pis at most as possible asn w)
In the degree talk:

(14) Vp, g, w: pis at least as difficult agin w iff D(w)(p) < D(w)(Q),
whereD(w) is a function from propositions to their possibility degrees.in

We can also define the relations of sufficiency and necdssityeen a degree and a proposi-
tion based on the corresponding relations holding between propositions:

(15) Vqge Dy, d e Dy, we Ds (d is sufficient forg in w) <
(3p € Dst: p is d-possible inw A sufficient(p, q))

(16) Vqge Dy, de Dy, we Ds (d is necessary fayin w) <
(3p € Dst: p is d-possible inwv A necessary(p, q))

Informally, for a degree to be sufficient for a propositiain a worldw, there has to be an-
other propositiorp corresponding ta, which is sufficient folq in w. The same holds for ne-
cessity.

Further on, we assume that in the scalar context necessityficéescy are related in a cer-
tain intuitive way. We say that a degmrés sufficient for some propositianin a worldw iff

any smaller degred is not necessary fayin w. This relation between sufficiency and neces-

sity is formally defined in (17). It should be noted, that accortbn(d4) greater degrees cor-
respond to less effort on the scale, as can be seen on the diadiain Here, the degree ‘1’
corresponds to the propositions that are true in the world of ewaluag. propositions that
require zero effort to be fulfilled. The degree ‘0’, on the other hemdesponds to the propo-
sitions that are impossible in the world of evaluation, i.e. they cannot be fulfilled.

(17) Yge Dy, de Dy, we Ds (d is sufficient forg in w) <

(vd: d' <d- d'is not necessary fayin w)
| i >

1 suff - nec 0

Using (17) we can derive the monotonicity properties of sufficiemoynecessity, formalised
in (18) and (19). (18) states that if a degdes sufficient for a propositioq in a worldw,
then all smaller degrees are also sufficientofan w, i.e. sufficiency isnonotone decreasing
in its degree argument. According to (19) if a degtee necessary for a propositionin a
world w, then all greater degrees are also necessaryifow, i.e. necessity ismonotone in-
creasingin its degree argument.

(18) Vqge Dy, d e Dy, w e Ds (d is sufficient forg in w) =>
(vd: d <d- d'is sufficient forg in w)

1 suff suff 0
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(19) Vqe Dy, d e Dy, w e Ds (d is necessary fayin w) =

(vd: d'>d- d is necessary fay in w)

N

1 nec nec 0

Having defined the scale and formalised the behaviour of ‘sufficeent’ ‘necessary’ with
respect to it, we can now turn to the meaningrdy in the SMC.

3.2 TheMeaning of Scalar Onlyinthe SMC

We assume thainly can operate on a proposition and a modal operator. It can additionally
take as an argument a functibnfrom worlds into functions from propositions to degrees,
which is determined by the context and can change its rangedexggygr In the case of the
SMC, D(w) will assign each proposition its probability degreenirand will thus have the
range from O to 10nly, applied to its arguments, asserts that the modal does not hatg of
proposition for whichD(w) returns a smaller degree than the one it returns for thEogir

tional argument. We follow (Horn 1996) in assuming a weak exiateptesupposition for
only, i.e. that there is a proposition of which the modal holds. We, howeseeg ieopen for

now, whether the latter condition is strong enough to be empirically adequate.

Formally, the meaning we propose @oly is the following:
(20) [only] =2w.AD € Dg(st)dy AP € Dst. AM € Dgstyey 31 € Dst [M(W)(1)].

Vg € Dst [D(w)(a) < D(W)(p) = = M(w)(a)]
The LF corresponding to (1) is the following:

(21) (( [onlyl (D))( [nel ))( [havetd ( [gcl ))

(st (((shtt

(s9((st)1)

h
yoL get good cheesehave to (sH((s((shO)D) you go to the North End

(s((sh((sH((((sht)D) (s
only

According to (20) we derive the following meaning:

(22) A: You don’t have to do anything that is more difficult than going to the North End.
P: There is something that you have to do to get good cheese.

Formally, this is represented as follows:
(23) A: aw. Vg e D [D(W)(q) < D(w)( [you go to the North Erld) =
- [have td ( [you get good cheede)(w)(q)]
P:aw. 3r € Dg[ [have td ( [you get good chee$e)(w)(r)]
By analogy, we analyse the Freretteptas a scalar operator with the meaning in (24):
(24) [excepl =aw.AD € Ds(syay Mo € Dst. AM € Dgstyy 31 € Dt [M(W)(1)].
39 € Dst [D(W)() < D(W)(p) A M(W)(9)]
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By puttingexceptunder negation, we will get the meaning for the French examplg thdt
IS equivalent to the meaning of its ‘only have to’ counterpart, cf. (22)/(23):

(25) Neg (((Lexcepi (D))( [nel ))( [have td ( [gcl ))

Neg

(sht (s((shnt

(s9((s99)
you get good cheeséhave to GIEED]! you go to the North End

(S((shA)((sY((S((shDt)  (sD)d
except D

As to the question, why we cannot wseeptwithout negation, we will try to give an answer
to it in section 4.

3.3 Strengthening by Implicature

As we have observed in connection with the scalar inferences 8Mfk we have to make
sure that sentences like (1) cannot be true or felicitous inrsaema which there are easier
alternatives for achieving the goal. To account for the non-sufficieheasier alternatives,
we need to strengthen the meaning by the requirement thabaswility degree greater than

the one assigned tbne] is necessary. In our set up, the strengthening can be derived as a
scalar implicature.

Suppose that we have the following scenario: going to the nesti@si(ns) is easier than go-
ing to the North End (ne), which in turn is easier than going tp (ith The presence of or-
dered alternatives in the context allows us to build alternatsertaens of the type ‘You only
have tox to get good cheese.’ The alternative assertions are ordexadliag to their infor-
mational strength, as in (26). This ordering is the result of the monotonictyjyof

(26) aw. Yq e D [D(W)(g) < D(W)( [ns] )= - [havetd ( [gcl )(w)(q)] €
Aw. Vg € Dt [D(w)(q) < D(w)( [nel ) > = [have td ( [gcl )w)(a)] €
Aw. Vg € Dg [D(W)(q) < D(W)( [it] )= - [havetd ( [gcl )(w)(Q)]

Following standard Gricean reasoning, we assume that alhatiter assertions that are in-
formationally stronger than the uttered one are believed tolde fEhus, we derive the fol-
lowing implicature:

(27) aw. Vg e Dg [D(W)(g) > D(W)( [nel )=
3r € Dot [D(W)(r) < D(w)(q) A [have td ( [gc] )(w)(r)]]

This implicature states that there exists a proposition, whosgpibg degree is less than or
equal to the degree dfne] and is necessary for getting good cheese. According to (19), this

means that all degrees greater than the orfmel are necessary.
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Finally, we combine this implicature with the meaning of (1) aredderive the expected re-
sults: that the degree of going to the North End is sufficient fiingegood cheese and that it
is the lowest degree which is necessary for getting good cheese.

However, we still haven’t derived the fact, that going to the Northited is sufficient for
getting good cheese. We assume that the sufficiencyemderis also a result of pragmatic
strengthening: if the speaker had known that going to the North Endt isufficient, he
would have chosen another alternative with the same degree of litgssibnake a relevant
statement. So the sufficiency can be considered a conversationaliomegl — according to
the maxim:

(28) Be relevant!
4 Polarity

In this section we are going to discuss two issues related polety sensitivity oonly and
except the ambiguity of the ‘only have to’ sentences and the rastriof scalaonly andex-
ceptto positive and negative contexts respectively.

4.1 Ambiguity

If we look at different examples of ‘only have to’ sentencescavefind some that can be in-
terpreted in different ways depending on what kind of alternatheg dre associated with.
Consider the following sentence:

(29) You only have to take four eggs in order to bake this cake.

On one of its readings (29) implies that you don’'t need morefthareggs to bake the cake.
However, it can also mean — in a less natural scenario — thatapomake the cake out of
four eggs. In other words, in the first case the alternatiwesfahe formyou takex eggsand
therefore any two of them can be compared to each other. In the sEmdyve seem to
build alternatives by taking various ingredients and combinationeahegou take a cup of
milk, you take four eggs and 500g of flpatc Here a total ordering of the alternatives is im-
possible. Schematically, we can represent these two cases in the follaaying w

(30) Possible orderings of alternatives:

? you takex eggs
16 4 eggs + milk + 500g flour
15
14
s+ milk 4 eggs + 500g flour
13
12
11
10
a) total order based on b) partial order based on
comparative possibility logical implication

In (30a) we have a situation, which can be dealt with using thensemdor only we
presented above, i.e. it is more possible that you take three eggs than four egjgsrirstate
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of affairs. On the contrary, in (30b) it is not immediately cleaw to derive the comparative
possibility order, required by the ‘scalanly analysis.

The implication-based case is usually difficult to come up with. For our ingiéace (1) for
example, we would need a scenario with the following alternatives:

(31) you go to the North End and find the Italian shop;
you go to the North End and call your Italian friend;
you go to the North End, find the Italian shop and call your Italian friend

Another observation is that under negation we seem to always choasepticature-based
readings. Compare (32a) and (32b):

(32) You don’t only have to take four eggs to bake this cake...
a) ...you need to take four eggs and a cup of milk.
b) #...you need to take five eggs.
This suggests that the ‘scalarily is polarity sensitive, akin to its counterpaxcept with the
difference that it requires a positive licensing environment.
4.2 Deriving Polarity

To account for the absence of the scalar readimlgfunder negation and the restriction that
exceptcan only occur in the scope of negation, we toedy andexceptas a PPl and an NPI
respectively, drawing on (Condoravdi 2002)'s analysiarall /erst We give a pragmatic ex-
planation for their polarity sensitivity, in the spirit(@frifka 1995)’s analysis of weak NPIs.

Let us consider the negated version of (1):
(33) You don’t only have to go to the North End to get good cheese.
Applying our analysis to this sentence gives us the following truth conditions:
(34) A: aw. 3ge Dg[D(W)(q) < D(w)( [you go to the North Enld) A
[have td ( [you get good chee$e)(w)(q)]
P:aw. 3r € Dg[ [have td ( [you get good cheede)(w)(r)]

This leads to a reversal of the informativeness order over alternsas@dians:

(35) Aw. 3q e Dst [D(W)(q) < D(w)( [it] ) A [have td ( [gcl )(w)(g)] <
aw. 3q € Dg: [D(W)(g) < D(W)( [nel ) A [havetd ( [gcl )(w)(g)] €
aw. 3q e Dg: [D(W)(q) < DW)( [ns] ) A [have td ( [gcl )w)(g)]

If we again follow the strategy of pragmatic strengthenivg will derive the following im-
plicature:

(36) Aw. Vg e Dg [D(W)(g) > D(W)( [nel )=
3r € Dot [D(W)(r) < D(w)(g) A [have td ( [gcl )(w)(r)]]

We can now prove that adding (36) to the assertion in (34) leads to a contradiction.

Assume that the truth conditions are satisfied in warldTherefore, there is at least one
proposition that is higher on the scale tHare] and is necessary, say

(37) 3r e Dt [D(W)(r) < D(W)( [you go to the North End) A [have td ( [gcl )(w)(r)]
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From the fact that we use a dense scale it follows that:
(38) Vpe Dgt[3Iq e Dst[D(W)(p) < D(W)(q) < D(W)( [you go to the North Erld)]
From (37) and (38) it follows that:
(39) Ip e Dst[D(W)(p) < D(W)( [you go to the North Enld) A
3g € Dst [D(W)(0) < D(W)(p) A [have td ( [gcl )(w) (@)l

This, however, contradicts the implicature in (36). Therefore, immossible to satisfy both
the truth conditions and the implicature.

To sum up, the scalar interpretationoaily is limited to positive contexts because of the con-
flict that arises during the process of pragmatic strengthesfitige negated sentences. The
same holds for the positive sentences wikbept rendering it an NPI.

5 Other Modalswith Only

Our analysis predicts thanly can take different modals as its arguments. However, only very
few modals can participate in the SMC. With respect to theetsal modals in particular, the
paradigm for English looks as follows:

(40) a) To get good cheese you onégd to go to the North End.
b) #To get good cheese you onhyst go to the North End.
C) #To get good cheese you oshould go to the North End.

(von Fintel and latridou 2005) offer a very neat generalisation for the pattern i (40):
universal modal can participate in SMC if it scopes under negation. Whatesaasible

for the behaviour of modals with respect to negation, if it is not based on purely structura
considerations, then (von Fintel and latridou 2005)’s generalisation is compatibleuwi
analysis obnly, as the modal ends up in the scope of semantic negation.

As far as existential modals are concerned, an SMC with an embeaitisdgrammatical:
(41) You can only take your wife to Italy to make her happy.

It seems that a scalar interpretation is not available (#te.merely states that taking your
wife to Italy is the only way to make her happy. This integireh can be derived if we use
the implication-based version ofly, but we will not pursue this here. We restrict ourselves
to explaining whycan cannot be selected by the ‘scalamly.

Let us see what would happen if we embedckaunder the ‘scalaronly. We would have
the following LF:

(42) (( [onlyl (D))( [nel ))( [canl ( [gcl ))

If we adopt standard semantics éan,the LF in (42) will be interpreted as: “Any proposition
g that is less possible than going to the North End in a wortdnot compatible with getting
good cheese iw.” Formally:

(43) Aw. Yqe Dgt [D(W)(g) < D(w)( [you go to the North End) =
= [canl ( [you get good chee$e)(w)(q)]

Here we can again construct alternative assertions and, due tortb&onicity of the univer-
sal quantifier, order them according to their informational strength:
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(44) w. Yq e Dt [D(W)(q) < DW)( [ns] )=~ [canl ( [gcl )w) ()] <
ww. ¥q € Dst [D(W)(q) < DW)( [ne] )=~ [can] ( [gcl )w)(@)] €
AW. Va e Dgt [D(W)(q) < DW)( [it] )=~ [canl ( [gcl )w)(g)]

If we proceed with standard pragmatic strengthening by megtte informationally stronger
alternative assertions, we derive the following implicature:

(45) Aw. Vg e Dg [D(W)(q) > D(W)( [nel )=
3r € Dot [D(W)(r) < D(w)(g) A [canl ( [gcl )w)(n)]]

This, together with the assertion in (43), implies that gointhéoNorth End is compatible
with getting good cheese, as the reader can verify, i.e.

46) aw. [canl ( [gcl )(w)( [nel )

We will assume that logically stronger propositions correspondwer! possibility degrees,
as stated in (47):

(47) vp, g, w[(p(w) = q(w)) = (DW)(p) < D(W)(9))]

This assumption lets us derive (48) from (43):

(48) Aw. Vge Dg[(gw) = [nel (w))= = [canl ( [gcl )(w)(Q)] <
aw. Aig e Dst[(qw) = [nel w)) A [canl ( [gcl )w)(g)]
On the other hand, (46) is equivalent to:

(49) w. 3g & Dat[(a(w) = [nel W) A (aw) = [gcl (W)l

(50) Aw. 3g & Dst[(a(w) = [nel (w)) A Tcanl ( [gcl )w)(a)]

From (49) we derive (50), which obviously contradicts (48). Thus, we havensthaem-
beddingcan under ‘scalar’'only leads to a contradiction after the computation of the scalar
implicature.

6 Conclusions

Under the scalar analysis ohly in SMC, the Prejacent Problem does not arise as a conse-
guence of the use of a weak presupposition. At the same time Jibyatihe scalar behav-
lour of necessity and sufficiency relations, we can derive theedesufficiency inference in

the form of sufficiency between a degree and a propositi@ngitrened by a conversational
implicature.

The oddity of “only have to” sentences in scenarios with easigs foa achieving the goal is
explained as a scalar implicature violation.

Scalarity is also responsible for the negative/positive polarigxcéptandonly, respectively.

It remains an open issue how to explain the restrictions on the srnbdalcan be embedded
underonly. So far we have shown that the useanfleads to inconsistency.
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