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Abstract

This paper discusses a semantic analysis of thmemaic types of Englisleach, namely,
floated each, binominaleach, and prenominagach. It is argued that floateeach consists of two
parts, a quantifier and an inaudible element whiclctions as its restrictor, which together form a
tripartite quantificational structure when they qmse with the predicate. Binominedch and an
associated NP such aswo topics (which is generally called the ‘distributive sharare
syntactically analyzed as forming a subject-predicaelation within a DP in which the NP
undergoes so-called ‘predicate inversion’. Semalgichbinominaleach is analyzed as having the
same semantic value as floatesth, while prenominakach is shown to have a different logical
type from floated and binominahch. As can be seen from analogous constructionines
Romance languages, it does not lexically containgstrictor.

1 Threetypesof each

Englisheach can occur in several distinct syntactic contexts, three of wanetexemplified
in (1)

(1) a. Prenominaach
[Each student] picked two topics.
b. Floatedeach
The students havedch picked two topics].
c. Binominaleach
The students picked [two topiesach].

Each exemplified in (1a) occurs in a prenominal position and forms a &m@onstituent
with the following NP, whose head noun must be singtach exemplified in (1b) occurs in

a preverbal position on the surface. This is a so-called floatediftrrafiQ), like floatedall

and floatedboth. In the syntax literature (e.g. Sportiche 1988), an FQ comistnusuch as
(1b) has generally been taken to be related to the prenominal gpragdifistruction in (1a)
via a transformation. Under such a hypothesis, the FQ is unddylgrdgterminer, only it is
dislocated in the surface formOn the other hand, in the semantics literature FQs have
generally been analyzed as adverbial elements (e.g. Link 1983y Row Brodie 1984,
Roberts 1986, Junker 199@ach exemplified in (1c) always occurs right-adjacent to an NP,
which almost always contains a numeral. Tdéash is generally referred to as binominal
each (sometimes also as shiftedch) (e.g. Safir and Stowell 1987, Choe 1987, Moltmann
1991, Zimmermann 2002a,b). In the syntax literature it has been shatmnominaleach
forms a syntactic constituent with the NP left adjacent to it.

1 In this paper we do not discuss other typesaoli such as that in reciprocedch other.

2 Under Sportiche’s (1988) stranding account, thengjfier and its associating NP are generatedB a the
VP-internal subject position (Spec VP), and in & $entence the quantifier remains in this posititren the
NP moves to spec IP position so that EPP featusebahecked.
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On the surface, then, prenomiregich looks like a determiner, floateghch looks like an
adverb, and binominadach looks something that is neither a determiner nor an adverb.
Nonetheless, it is not the case tkath may occur just anywhere. Rather, the positions in
which each appears are quite limited. The simplest hypothesis isetdht has a single
semantic value and logical type. Thus, the goal of all analyseacbfis to show how its
distribution can be captured while maintaining this basic assumpfidnis is the objective of
this paper as well, though we will not quite reach it.

In attempting to formulate a unified analysis of each, it candeful to start with the native
speaker intuitions of a linguist. Consider the following observation of Vendler (1966):

(2) “....the phraseach one of them is somewhat redundant. It looks asath here already
impliesone and draws our attention to individual elements....” (p. 76)

Vendler's observation suggests that something similar to thaingeaf one may lie hidden

in the lexical content ofach. That is,each might actually mean something like ‘each one’.
Such a hypothesis becomes quite plausible when we considemthat®s of the floated
numeral quantification in a language that has such FQ, naaygdydse. A Japanese numeral
e.g. san ‘three’ systematically co-occurs with a classifier engn ‘CL’ (unit for counting
human individuals). According to Kobuchi-Philip (2003), the classifier functiassthe
restrictor for the numeral, denoting a set of just atoms. Thus, nuquenatifier san-nin ‘3-
CL’ refers to ‘three individuals (persons)’. This hypothesis camxiended to F@ach by
analyzing it as consisting in the quantifiesich plus a phonetically null, atom-denoting,
restrictor. This is the hypothesis we will develop in this papet.us start by reviewing the
background assumption of the hypothesis, that is, the analysis ohed3apaumeral
guantification proposed in Kobuchi-Philip (2003).

2 Japanesefloated numeral quantifiers

As mentioned earlier, in the syntax literature it has frequdrgen suggested that the FQ is
transformationally derived from a prenominal quantifier, i.e. thist & dislocated determiner
(e.g. Sportiche 1988, Kitahara 1992). However, in the case of the Jalaatsd numeral
guantifier (FNQ), there is strong evidence that, syntacticil,FQ must be an adverb. The
reader is referred to Kobuchi-Philip (2003) for a review of thdastic evidence supporting
this claim. Here we give just one piece of particularlykstg evidence, originally noted by
Fukushima (1991). As shown in (3), the Japanese FNQ can be coordinated withnary
adverb:

(3) a. shoonin-ga gan-nin] katsu [tashikani]]
witnessNoM 3CL and certainly
sono jiko-o mokugekishita
the accidemtcc witnessed
(lit.) ‘Witnesses [three and certainly] witnessed the accident.’
‘Three witnesses certainly withessed the accident.’

b. Mary-ga raamen-o
M-NOM  soup noodlecc
[[san-bai] katsu [kireini]]  tairageta
3ceL  and completely ate up
(lit.) ‘Mary ate up soup noodles [three and completely].’
‘Mary ate up three bowls of soup noodles completely’
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In (3a), the FNQsan-nin ‘three persons’ is construed with the subject ‘witness’, bu it i
coordinated with the adverbashikani ‘certainly’. We might literally translate (3a) as
“Witnesses three and certainly witnessed the accident.” pourea its meaning with a
grammatical English sentence, however, we must say somelikmd‘three witnesses
certainly witnessed the accident.” In (3b), the F&@-bai ‘three bowls’ is construed with the
direct object ‘soup noodles’ and this FNQ is coordinated with an aduerhi ‘completely’.
Again, literally, this sentence means “Mary ate up soup noodles #me completely.” In
sum, the fact that an FNQ can be coordinated with an adverb stsarggests that the FNQ
is itself an adverb.

Next, observe that the classifier in the Japanese FNQ isneatly significant in that it
functions as the restrictor for the preceding numeral. Consider (4):

(4) a. gakusei-ga, gun kita. - 5: the number of persons
studentNom 5€L came
‘Five individual students came.’

b. gakusei-ga, goumi kita. - 5: the number of groups
studentvom 5L came
‘Five groups of students came.’

The sentences in (4a) and (4b) form a minimal pair in which the diffgrence is the
classifier. In (4a), the classifier mn, a unit for counting people, and the sentence means that
five individual students came. In contrast, in (4b), the class#ikami, a unit for counting
groups, and the sentence means that five groups of students cameQ Toenid refers to

five persons, and the N@Qo-kumi refers to five groups. This shows that what the numeral
counts is precisely what the classifier refers to. Ounxl#nen, is that the classifier actually
denotes a set of objects, just like an ordinary noun, and functions assthetor for the
numeral.

Next, we will show that the nuclear scope for the numeral inngseaFNQ quantification is
the predicate denotation. Consider the sentence in (5a):

(5) a. [narande hashitteitasuu-dai-no torakkupp-ga
in a row running several--NO  truckNom
(prenominal NQ)

[san-dai gaadoreeru-ni butsukatta] (Inoue, 1978)
3<L  guardrail-to hit
(FNQ)

‘Three of the several trucks that were driving in tandem hit the guardrail

b. Conservativity test
Threedai-objects (i.e. machines) aglai-objects that hit the guardrail.

(5a) is an example of a special construction in which a prenom@aiid an FNQ appear in
the same clause. The classifier in both NQs igai which is a unit for counting machines.
San-dai ‘three dai’, refers to three machines. Now, consider whatuheral 3 of the FNQ is
counting. This sentence can be translated into English as “thriee séveral trucks that were
driving in tandem hit the guardrail.” Thus, ‘three’ counts the nurobenachines that hit the

® Note that the co-occurrence of a prenominal NQamé&NQ in a single clause cannot be accountedrfder
the stranding account of the FQ, since under ttésant the quantifier appears either in the strdnmiesition or
the prenominal position (in case it moves alondnhie associating NP), but never both at the same t



186 Mana Kobuchi-Philip

guardrail. That is, ‘three’ is the number of things that have theeptiep of being a machine
and being a guardrail hitter. The classifier denotation and thecptedienotation intersect
with each other, and the numeral of the FNQ indicates the numbeerokrms in this
intersection. Thus, the predicate denotation is the nuclear saopdl@ quantification. This
analysis is supported by the conservativity test in (5b). Natethe subject, ‘several trucks
that were driving in tandem’, is not part of the meaning of &hat all. FNQ quantification
has nothing to do with the material outside the verbal domain. To sunemtre Japanese
FNQ is an adverb, and the three components of FNQ quantification are as shown in (6):

(6) Quantificational Analysis (Q=Quantifier, R=Restrictor, NSehar Scope)

S
/\
FNQ VP
N
Num CL
O 0 0
Q R NS

The numeral, the classifier, and the predicate, function as the fegratitie restrictor and the
nuclear scope, respectively. Note that under this analysis the aquaittifal structure is
directly mapped from the surface syntactic structure, strathering to the principle of
compositionality.

One point that calls for some elaboration is the observation thatabsifier must denote a
set of atoms. In other words, it must be a singular term. Thalethetation of the restrictor is
a set of atoms is a basic logical requirement for countingnameration in general (e.qg.
Kratzer 1989, Chierchia 1998, Landman 2000). Consider the verification ofmgishe
sentence such as (7a) with respect to a context containing boysand d. Under the
traditional analysis of numeral quantification, for (7a) to be theee must be (at least) three
elements in the set of boys which are also elements in thef sadividuals who jumped.
Now, assuming that the denotation lmdys is as shown in (7b), which includes atoms and
sums, consider two hypothetical verifications of (7a), namely (7c) or (7d):

(7) a. Threeboysjumped.
b. [[boys]] = {a+b+c+d, atb+c, a+b+d, a+c+d, b+c+d,
a+b, atc, atd, b+c, b+d, c+d, a, b, c, d}
C. [[boys]]n [[jumped]] = { atb+c+d, c+d, d }
d. [[boys]]n [[jumped]] ={c+d, c,d}

In both (7c) and (7d), there are three elements, thus numeral figadioth yields truth.
However, if we count the number of boys in these three element&advenat in (7c) there
actually are four of them, and in (7d) there are only two, ratter three. The discrepancy
between the number of elements and the number of individuals are summarized in (8):

(8) 7c - number of quantified elements =3 (namely atb+c+d, c+d and d)
number of boys =4 (namely a, b, c and d)

* Here we use a plus sign to represent the sum dyniblis corresponds to the plus sign within aleiia Link
(1983), and the square union sign in Landman (2000)
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7d - number of quantified elements =3 (namely c+d, c and d)
number of boys =2 (namely c and d)

The problem is that all sentences of the form [three boys Xaddre X is any predicate, are
wrongly predicted to be true of any situation as long as the nuaofliee elements is three,
regardeless of the number of boys involved. In order for the noun ghreseoysto have its
true meaning, the numertree must count only individual boys, not any collection of boys.
For this to happen, we must have a model in which x-many elemerds ®mhany
individuals in them. In short, what is required is to exclude sums tinemmestrictor. Let us
call this the ‘atomicity condition’ (on the restrictor of the nuabeguantifier). In order to
satisfy the atomicity condition, we must have an analysis of ralmgaeantification in which
the restrictor includes only atoms, i.e. a denotation such as (9):

9 {a/b,c,d}
In conclusion, the Japanese FNQ quantification has the following semantic gsperti

(10) The semantic properties of Japanee FNQ quantification
a. Japanese FNQs are adverbs of type <<e,t>,<e,t>>.
b. FNQs contain a classifier, which functions as the restrictor, ans fornparite
guantificational structure with the predicate.
c.  The restrictor denotes a set of atoms.
d. FNQ quantification is computed within the verbal domain.

3 Floated each

Adopting the above account of Japanese numeral quantification, let usonsider English

each. If we assume that the Japanese FNQ has the properties Heat because it is an
ordinary sub case of FQs in general, as assumed in the liegrdtan we might expect the
basic semantic properties of the Japanese FNQ to be found insallr=Qther words, rather
than treating the Japanese FNQ as an exception, let us consigesdiglity that it is the

norm. As with any norm, we expect to find marked exceptions in one@dgegor another,

but, generalizing from (10) above, we obtain the following hypothesds #se general

semantic properties of the FQ:

(11) The hypothetical general semantic properties of FQ quanbficati
a. FQs are adverbs of type <<e,t>,<e,t>>.
b. FQs contain a nominal element that functions as the restrictor and forms a
tripartite quantificational structure with the predicate.
c The restrictor denotes a set of atoms.
d. FQ quantification is computed within the verbal domain.

The first claim of the hypotheses in (11a), which is taken for granted ih afube semantics
literature, has abundant empirical motivation not only from Japanesadoufrom English
and other Indo-European languages (e.g. Doetjes 1997). The second qlairh)icalls for

® For example, in a language such as Straits Safisidverbial quantifier occurs as a morpheme tathto a
verb (Jelinek 1995). The precise quantificationaéchanism of such a language must be examined and
considered in comparison to other languages. Hwenggver, we limit the scope of our examinatiorkEtgglish
floatedeach.
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some independent motivation, a matter we will address shortly. thifdeclaim in (11c) is
simply the atomicity condition discussed above. Finally, (11d) is a coratigf1la-c)’

Let us now consider how English F&ch can be analyzed in accordance with (11b). Since
there is no overt classifier adjacentdach in (12a) below, we must assume that element
denoting the restrictor is phonetically null. Given this auxiliasyuanption, (12a) is analyzed
as (12c), on a par with the analysis of a Japanese FNQ, as schematicadigeat in (12b).

(12) a. The students each picked two topics.

b. Host NP [ Floated NQ Predicate | (Jegmne
N
n CL
O O O
Q R NS
c. Thestudents [ each [picked two topics]].
N
each one
0 0 0
Q R NS

Under this analysisgach is taken to be semantically a combination of a quantifier and its
restrictor’ The inaudible element is taken to mean somethingdiiiee Thus, literally,each
literally means ‘each one’, in accordance with Vendler's immit This analysis receives
some indirect support from the following Romance language data:

(13) a. Lesenfants ontchacun acheté deux bonbons. (French)
the children have each+one bought two candies
‘The children each bought two candies.’

b. Los estudiantes escogieaada uno dos temas. (Spanish)
the students picked each one two topics
‘The students each picked two topics.’

As shown here, in these languages the lexical element correspdodimglish floateaach

IS associated with an overt nominal element meaning ‘one’. Assuithieg, that these two
elements correspond to the first two components of quantificationtgasonable to assume
that they form a tripartite quantificational structure with fivedicate, with the predicate
functioning as the nuclear scope.

Pursuing this line of analysis, the constituent structure of areR@rsce such dhe students

each picked two topics would form the semantic tree shown in (14a). For concreteness, we
propose that the semantic valueeath is as shown in the second line of (14b). The complete
interpretation yields a distributive reading, as shown in (14c):

® we speculate that (11d) is the defining propertyhef FQ in general. That is, the FQ is distincirirthe
quantifier which composes syntactically with a noatielement (e.g. prenominal and/or determiner tifiem)
in that it composes directly with the predicate.

" Note that so-called adverbs of quantificationhsasalways and sometimes can also be taken to consist of
morphological combination of a quantifier and #strictor:
0] all + ways (i) some + times

Q R Q R
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(14) a. the students each picked two topics t

T

the students e each picked two topics <e,t>

T

each <<e,t>,<e,t>> picked two topics <e,t>

b. pickedtwotopics: Ax{ p2t(x) ]
Oeach: AP t:AXLK[KO(ATN P)O+K=x ]

0 (AT = the set of atomic individuals)
each picked two topics: AXLCK[K O (ATn p2t) 0 +K=x ]

(the students: o(*student) 0="supremum)

W

the students each picked two topics: [K[K O(ATn p2t)+K=o(*student) ]

c. Ifa, b, and c are the students in the domain of discourse,
then o(*student)=a+b+c,
thus,[K[K O(AT n p2t)H*K=0o(*student)] =[K[K O(AT n p2t) HK=a+b+c ],
i.e. a = an individual two-topic picker
& b = an individual two-topic picker
& ¢ = an individual two-topic picker

In the proposed semantic valueeath in (14b), P represents an <e,t> element which denotes
a set containing both atoms and sums. Here P picks up the valuepoédieatepicked two
topics, i.e. the set of two-topic pickers. This could include two-topic pickdre are not
students, but it also includes both the individual two-topic pickers antheafl sums. AT,
which represents a set of atomic individuals, intersects higlset and this intersection is the
set which contains only the atomic individuals which are two-topiepsc Thus, if a, b, and
c are the students in the domain of discourse, and if the sentetroe,ishen these three
elements are in the intersection. The formula in (14c) stateshina is a set K which is a
subset of the intersection. Thus, if we designate K to containsphea, b, and c, then the
sum of the elements of this K turns out to be identical with theesupn denoted byhe
students. When the sentence is true, this is how its truth conditions tiséiesh Note here
that AT is part of the lexical value @hach, rather than being introduced by an additional
operator. Under this analysis, the restrictor is part of thedegbntent of the quantifieach.

Its function is to form a singular term denotation out of a plural term denotation.

4  Binominal each

Next, let us consider binominedch, an example of which is shown in (15):

(15) The students picked [ _two topics each gp.
distributive key distributive share

In such a sentence, the subject b€ students is generally called the ‘distributive key' and
the NP containing a numeral, nameWo topics, is called the ‘distributive share’ (Choe
1987). In one of the few syntactic analyses of this constructior, &adi Stowell (1987)
show that the NP containing the distributive share forms a symtamtistituent witheach.
Semanticists have handled binomiseath in various ways (e.g. Choe 1987, Moltmann 1991,
Zimmermann 2002a,b). Let us consider the most recent analysis, iteof iaamermann
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(2002a,b). Here the nominal constituent containing the distributive shéeach is analyzed
as a DP as shown in (16a). The proposed syntactic analysis is as shown in (16b):

(16) Zimmermann (2002a,b)

a. The students picked [two topics eagh]

b. DP
T
the studentspicked .... B PrP
T
DP Pr
PN N
2 topics B¥P% PP
t QP
Q NP
0 H
(& is an NP-proform) each ¢

c. Each student picked two topics.

According to Zimmermann, there is a small clause inside thevDopics each, represented
as a Predicate Phrase, and its subjestagopics. The predicate, on the other hand, is taken
to be each, which has the proform complemeat This proform is coindexed with the
distributive key, i.e. the subjethe students. In this way,each and the distributive key are
semantically related. Thus, Zimmermann basically treats the binoeaittatentence (16a) as
semantically equivalent to the corresponding prenoneawdl sentence in (16c).

It seems reasonable to assume that the nominal constitetopics each is a DP, given that

a verb such apicked is a transitive verb. Furthermore, the small clause anatyseartainly
plausible. In the syntax literature, there is a substantial anwumsearch devoted to so-
called ‘predicate inversion’ within DP, which assumes the presainaesmall clause within

DP. This line of analysis has proved to be quite useful in accountingafa in languages
such as English and Dutch (Kayne 1994, Den Dikken 1995, 1998, Bennis, et al 1998, Corv
1998, 2001). Thus, Zimmermann's approach is attractive in principle.riNeiless, we
propose a modification.

First, consider the subject-predicate relation inside the srhzalte If the subject isvo
topics and the predicate mach, then what would a maximally simple representation of this
subject-predicate relation be? Consider (17):

(17) The underlying proposition in [two topics each] (according to Zimmermann)

Subject two topics

Predicate each
Proposition 1 Two topics are each.
Proposition 2 Two topics are (for) each (of the students)

Proposition 1 is incomplete. Including the profoeroo-indexed with the distributive key, we
arrive at Proposition 2. However, here we have to provide a significaaning component,
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namely ‘for’ in order to make sense of Proposition 2. What we wistlaim here is that a
much more natural and empirically sound analysis would be as follows:

(18) The underlying proposition in [two topics each] (according to our analysis)

Subject each (one)
Predicate two topics
Proposition Each one is (a set of) two topics.

The basic intuition in (18) is thagach is not directly related to the distributive kéye
students. Rathereach is again analyzed as containing a hidden lexical component meaning
one, so that the meaning of binomiregch is analogous to ‘each one’. The motivation again
comes from the French and Spanish data, where the binoeaictalconstruction overtly
contains the meaning component ‘one’:

(19) a. Lesenfants ont acheté deux bonbohecun. (French)
the children have bought two candies each+one
‘The children bought two candies each.’

b. Los estudiantes escogiecon dos tetada uno. (Spanish)
the students picked two topics each one
‘The students picked two topics each.’

The idea we are pushing here is teath understood literally as ‘each one’ refers to the unit
of the distributive share which is distributed over the distributive kieg.predication relation
betweeneach and the NP containing a numeral, then, is a proposition about the quantity of
objects in the distributive share. This is quite distinct from Zammann’'s underlying
proposition in (17). In (17), the distributive share is taken to beubjed, and the predicate

is are (for) each (of the students). This proposition is about the distribution itself and what the
distributive share is distributed over.

Let us now consider more closely the claim that a binongaai sentence such as (19a) is
semantically equivalent to a prenomieath sentence such as (19b):

(19) a. The boys bought three sausages each.
b. Each boy bought three sausages.

This equation results precisely from the syntactic analysis in veaathis associated with the
distributive key by coindexation. Putting aside the fact this coetttex seems rather ad hoc
and inconsistent with a strict interpretation of the principle of pmsiionality, the
hypothetical equivalence of (19a) and (19b) clashes with nativeespetuitions that there is
some difference between these two senteh@sr analysis captures this intuition because
we argue that, just as the surface forms suggest, prenagaghatomposes first witlstudent
while the binominakach composes first witlwo topics. Pursuing this line of reasoning, we
are all the more motivated to formulate distinct semantic aeslyor the two syntactic
constructions.

In view of these considerations, we suggest that the syntactitusérad the binominagach
construction is as shown in (20):

® One difference that can be identified is that doenain presupposition @hch is already set bthe boys in
(19a) before interpretingach, whereas in (19b) quantification and presuppasiaccommodation must occur
simultaneously (thanks to Bill Philip p.c. for ptimg this out).
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(20) Predicate inversion analysis : e.g. Kayne 1994, Den Dikken 1995,
Corver 1998, Kobuchi-Philip 2004

a. DP b. DP
RN N
N N
D FP D FP
N SN
PN NUmP
F XP(=SC) _N_F+Xi XP(=SC)
T 2topics
QP QP
U X NumP U § t;
each PN each
2 topics

Here,each is the subject and8topics is the predicate in the small clause within DP, as shown

in (20a). Subsequently, the predicate NumP is raised over the
predicate inversion, as shown in (20b).

subject mstance of

When the syntactic structure in (20b) is semantically intexdrehe only structure visible to
the interpretation mechanisms is the basic constituent strudtavensin (21a). Here, we
assume the presence of an inaudible determiner whose position corregpdimeldiead D
position in (20b). Assuming the same denotatioreawh as floatedeach, we obtain the

interpretation of the binominahch sentence as shown in (21b):

(21) a. the students picked two topics each t

the students e picked two topics each <e,t>

picked <<<e,t>t><e,t>>

N

O(a <<e,t>,<<e,t>t>>)

two topics <e,t>

two topics:  Axd 2t(X) ]

0 each: AP tAYLK[KOATN P)O+K=y ]

o

two topics each: AYy[K[KO(ATn 2t) 0+K=y ]

0 a )\P<e,t>)\Q<e,t>[ke[P(X)DQ(X)]

o

(@ two topicseach: AQIX[LK[K (AT n 2t) O +K=x ] 0Q(X)]
O picked: ATcce s AV T(AS](picked(s))(V)])]

o

two topics each <<e,t>,t>

two topics each <e,t>

each <<e,t><e,t>>
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picked two topics each: AV[[X[(AT n2t) [0 +K=x ] ((picked(x))(Vv)]
0 thestudents. o(*student)
0
the students picked two topics each:
X[ CK[K O(AT n 2t)+K=x] [(picked(x))(o(*student)]

c. Ifa, b, and c are the students in the domain of discourse,
anda is a set of two topics arftlis another set of two topics in the set K,
then o(*student)=a+b+c, and x e+f3,
thus, [ X[ CK[K O(AT n 2t)(+K=a+p] O(picked(x))(o(*student)]
=[K[K O(AT n 2t)[(*+K=a+3] (picked@+p))(a+b+c)

An example verification of the logical representation in the liast of (21b) is partially
shown in (21c). The last line of (21c) can be described as follaypgdSe student a picked a
set of two topicst, student b picked a set of two toprsand student ¢ picked a set of two
topicsp (e.g.a represents the Civil War and the slavfdyepresents Vietham War and the
Hippie movement). Thus, K can be determined to cortaend 3. Then, (picked {+f3))

denotes a set containing everypicker andB-picker, and all their sums, which then include
the sum a+b+c.

Note that, under this analysis, binomieath is of type <<e,t>,<e,t>>, just like floatedch.

In both cases, the quantifier is assumed to contain a hiddeallegmponent which denotes
a set of atoms and which functions as the restrictor. Howevele \iloated each
syntactically composes with a verbal predicate, binongaeth syntactically composes with
an NP. This allows a unified analysis which is more strictisnpositional since semantic
interpretation is closely related to the surface form. In tb&t rsection we examine
prenominaleach, which turns out to be quite distinct from the two typesazh we have
discussed so far.

5 Prenominal each

Let us now consider prenomingdch. Since we have shown how floated and binoméaah

can be taken to have identical semantic value, we mighhpgitteo extend the analysis to
cover prenominakach as well. However, prenominahch in fact looks quite distinct from
floated and binomina¢ach. Again, the clue comes from the Romance languages. Consider
(22):

(22) Three types adach in French, Spanish and English

Floated/Binominal Prenominal
French chacun chaque (N)
Spanish cada uno cada (N)
English each each (N)

As we observed earlier, in French and Spanish, the lexical eiemiich correspond to
English floated and binominahch arechacun andcada uno, respectively, which include the
overt meaning component ‘one’. However, this component disappears in the pranose

of the same lexical item. This suggests a sharp distinctitmeba floated and binominal
each, on one hand, and prenomireaich, on the other. Specifically, it seems to be the case
that prenominakach does not contain a hidden lexical component denoting a set of atoms
that functions as the restrictor. Recall now that the origiredam for positing a hidden
classifier-like element for floateghch follows from our hypothesis that F€ch needed this
restrictor in order for the three components of FQ quantificaticepppdy within the verbal
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domain. Thus, if prenominahch does not contain a restrictor, an immediate question is what
functions as the restrictor and the nuclear scope.

In fact, prenominakach must be followed by a singular noun. This is also the case mtlrre
and Spanish and a singular noun denotes a set of atoms (Link 1983, Landman &800). T
suggests that, in accordance with the traditional analysis, nigelai noun adjacent to it
functions as the restrictor for prenomirggch. Assuming that prenominadach and the
singular noun adjacent to it are a quantifier and its restritt®@mpredicate must be the nuclear
scope, as shown in (23):

(23) Each boy picked two topics
0 0 0
Q DoQ NS

If this is the case, prenominedch does indeed seem to be a determiner. This explains why
prenominaleach cannot co-occur with a determiner, as illustrated in (24a), anddhsraint
applies to the analog efch in the Romance languages as well, as illustrated in (24b,c):

(24) a. *theeach N
b. *le chaque N
c. *decadaN

To account for the determiner status of prenom@aah, we hypothesize that heeach the
guantifier has incorporated into the definite determiner, as shown in (25):

(25) each boy

[the each]
In the syntax literature, a quantifier suchaishas been argued to occupy the head position of
QP, which is generally assumed to be generated above DP as the top-niwstl iiajection
within the nominal domain, as shown in (26a) below. Such a structure axéoutite word

order of the phrase suchaséthe students:

(26) The internal structure of the nominal domain (Giusti 1991, Shlonsky 1991, etc.)

a. QP b. QP
N
N N
Q DP Q ad
U /\ U
all PN each
D NP
O "
the PN
N
O
students

We could assume that floated and binomaagh occupy the same Q-head position as shown
in (26b) and that this QP is inserted in the appropriate positions settience structure (a
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VP-adjoined adverbial position for F€ach, and subject position within DP for binominal
each). However, since prenominehch combines with a noun and has lexically merged with
the definite determiner, we suggest that prenoneaeti is not a Q-element but a D-element,
as shown in (27):

(27) DP
N
D NP
0 PN
each PN
N
0
boy

The semantic tree for a sentence with prenomeaah would look like (28a) below. We
suggest that the denotation of prenomieadh is as shown in the first line of (28b). The
outcome is as shown in (28c):

(28) a. each student picked two topics t

each student <<e,t>,t>  picked two topics <e,t>

T

each <<e,t> <<e,t> t>> student <e,t>

b. ea.Ch )\P<e,t>>\Q<e’t>[ P |:| Q ]
O student: AXe[student(x)]
0
each student: AQJ student(x)J Q ]
0 picked two topics: Axp2t(x)]
0
each student picked two topics:  Ax [student(x)]0 Ax[p2t(x)]

c. student : {a, b, ¢}
AX [student(x)]O0 Ax[p2t(x)] : a = an individual two-topic picker
& b = an individual two-topic picker
& ¢ = an individual two-topic picker

Prenominaleach first combines with a singular noun, in this casglent. This denotes a set
containing only atoms. If there are three students in the domaincoluds®, then it denotes
{a, b, c}. This singular noun functions as the restrictor and it iatésswith the predicate
denotation, though the intersection is itself the set denoted by thdasinoun. That is, itis a
subset of the predicate denotation. Thus, each member of the set dnthedsingular
noun, namely a, b, and c, is an atom and has the property of having picked two topics.

6 Summary and further questions

In this paper, we have examined three manifestations of the [Enekizal elemeneach,
namely, floatedeach, binominal each and prenominakach. On the basis of a general
mechanism of FQ quantification induced from a recent semardlgsis of Japanese floated
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numeral quantifier, we have proposed that English floamch lexically contains an
inaudible nominal element which denotes a set of atoms and whichofuises the restrictor.
As for binominal each, we modified the syntactic analysis suggested by Zimmamma
(2002a,b) by means of a predicate inversion analysis. That allowa smpler unified
account of floated and binominahch that is more strictly compositional than previous
accounts and that accords with native speaker intuitions. Prenagaghalhowever, turned
out to be distinct from the other two typeseath in the sense that, as suggested by Romance
data, it does not contain the restrictor as a lexical componergadhgirenominatach was
analyzed as a determiner quantifier in the traditional sexcepethat, under our analysis it
derives morphologically from F@ach. This derivation, which is probably historical rather
than synchronic, is possible because the right-adjacent nounusasiagd therefore can be a
proper restrictor (satisfying atomicity condition).

The analysis given here is based on some novel assumptions. Obvioestyassumptions
themselves require more thorough examination. Furthermore, under oumsisanglg
denotations of floated and binomirgdch are very different from that of prenomingdch.
The syntax and the syntax-semantics interface issues of preheagnanust be investigated
further. Specifically, future research questions posed by oursisale: How can determiner
each be analyzed as deriving from the internal components of faatgh? What properties
of UG makes this possible or obligatory? These are entirelyquestions since in all prior
research it was assumed, without question, that FQs derive from determiners.
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