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COGNITIVE REPRESENTATION AND THE RELEVANCE OF ON-LINE
CONSTRUCTIONS?

Stavros Assimakopoulos,
University of Edinburgh

stavros@ling.ed.ac.uk

Abstract

In this paper, focusing on the relevance-theorgéw of cognition, | discuss the idea that what
is communicated through an utterance is not mexelgxplicature upon which implicature(s) are
recovered, but rather a propositional complex tieeatains both explicit and implicit information.
More specifically, | propose that this informatia constructed on the fly as the interpreter
processes every lexical item in its turn while pagshe utterance in real time, in this way cregtin
a string of ad hoc concepts. While hearing an atteg and incrementally constructing a context,
the propositional complex communicated by an uttegais pragmatically narrowed and
simultaneously pragmatically broadened in ordentmrporate only the set of optimally relevant
propositions with respect to a specific point ie ihterpretation. The narrowing of propositions
from the initial context at each stage allows ratgvpropositions to be carried on to the new level,
while their broadening adds to the communicateg@sdional complex new propositions that are
linked to the lexical item that is processed atgwtep of the interpretation process.

1 Introduction

In the tradition of linguistics, most investigations tend to equate terante’s basic
proposition with its semantic representation. This perspective alihdbgoretically
attractive, can prove to be problematic with respect to its psygical plausibility (Recanati
2004). At the same time, current research in pragmatics can Helpaoimore realistic
alternative that would allow contextual intrusions to influence thsicb@aroposition
communicated by an utterance. A suitable pragmatic frameworkcthad provide a rich
background in which to investigate propositional content without compronitsgngccount’s
psychological plausibility is Relevance Theory, which has diredeveloped a realistic
approach to cognition.

This paper sets out to examine propositional content as this isumedtduring utterance
interpretation and in accordance with the relevance-driven comprehepsacedure. To
begin with, | will present the basic assumptions of the relevdremdtic framework and,
then, move on to a relevance-theoretic description of the aspflectgnition that underline
the context-dependent nature of knowledge representations in our \@®gaitvironment

when it comes to verbal communication. In this way, | will intratite basic ideas that
motivate the account proposed by this paper. After discussinglévamee-theoretic notion
of context, | will present a scenario of how propositional contedéisved directly from the
cognitive and communicative approach proposedRa@hevancetself. In conclusion, | will

1| am grateful to Ronnie Cann, Robyn Carston, QaeoHeycock, Ruth Kempson and Deirdre Wilson whose
invaluable suggestions and extensive commentsttined the contents of this paper and helped méfyclar
important details of the current account; yet, theg not to be taken responsible for any errors or
misinterpretations present here. Many thanks atsdhé audience, and particularly Jim Hurford andnDa
Wedgwood, who commented on a first version of ffaiper presented at the University of Edinburghalijm|
would like to thank the Sinn und Bedeutung 10 oizns and audience as well as the editors of theegnt
volume.
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discuss the implications the proposed account carries and suggesbmbrdor future
investigations

1.1 Relevance Theory

As a framework, Relevance Theory was received with greatigiasm by researchers across
a wide range of fields, since it provided a revolutionizing approach taitteypragmatics,
by redefining it in terms of characterizations of relevancéhé mid 80s, Sperber and Wilson
developed a framework that addresses communication as a processdhvas inference in
the recovery of meaning to as great a degree as encoding and decoding.

The motivation behind Relevance Theory (Sperber and Wilson 1986, 1987, 1995, Wdson a
Sperber 2004) lies in the ground-breaking work of Grice in thd félpragmatics (1957,
1975, 1989). Sperber and Wilson took up Grice’s central idea that commamigatolves

not only a single level of coding and decoding — in the Saussureanngedrgemiology
(1974), but also an inferential level that is essential in providinhe¢heer with the speaker’s
meaning. Grice had laid down a model of utterance comprehension $kaibdd the social
norms that apply to communication in the shape of a Cooperative Reiranipl a set of
maxims that people attend to when engaging in it: two maximsudffulness, two of
informativeness, one of relevance and four of clarity.

Relevance Theory, even though highly influenced by Grice’s piomeevork, redefines
communication as a cognitive exercise. Sperber and Wilson hold teat we engage in
communication we do not merely follow social norms that tell us tdeommunicate, but
rather follow a specific cognitive path that makes us commungféiteently. This path is
prescribed solely on the grounds of our expectations of relevance et@ctprecise and
predictable enough to guide the hearer toward the speakeaisingeé (Wilson and Sperber
2004:607).

Now, what makes an utterance or a general input to our cognitivieoement relevant
depends on a balance of cognitive effects and processing effort.tRitigs being equal, the
more this stimulus changes our cognitive environment in a positiyelveamore relevant it
is, and the less processing effort it demands in doing so the slevant it is. Sperber and
Wilson support the idea that relevance considerations play a ceérat the way our whole
cognitive system works. This is spelled out in the Cognitive Rima@f Relevance they put
forward:

Human cognition tends to be geared to the maximization of relevance.

In the same spirit, they also address communication and, espegigllyticular form of it,
ostensive-inferential communication. As opposed to other forms of coroatiomi,
ostensive-inferential communication involves two layers of intenlitgnadrom the
communicator’s point of view. In engaging in this sort of commuranatshe does not only
intend to make manifest to her audience some informatndarihative intentioly but she
also intends to make it mutually manifest to both her and her aedibat she has this
informative intention dommunicative intentign In other words, the cognitive task of
pursuing ostensive communication means that the communicator does ncomnhynicate
a set of assumptions, but also her intention to share this information with her audience.

Against this background, Sperber and Wilson propose a second principlevainoe, the
Communicative one, which links ostensive communication to expectations of relevance:

Every act of ostensive communication communicates a presumetidts own
optimal relevance.

According to this principle, the audience of ostensive-infereatimimunication always has a
right to presume the optimal relevance of the input given Tthis means that it always has a
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right to presume that the stimulus provided is relevant enough to lik ismprocessing
effort, in the sense that it should provide large positive cognitfeete with minimal effort

expenditure, and it is the most relevant one compatible with itsncmicator’s abilities and
preferences. On the grounds of the definition of relevance and op&leaénce, relevance
theorists also suggest that the comprehension procedure follows a prescribed path:

Check interpretive hypotheses in order of their accessibility,ish&ollow a path of
least effort, until an interpretation which satisfies the etgtien of relevance (i.e.
yields enough cognitive effects etc.) is found; then stop.

Coming back to Grice with a view to addressing utterance intatjme, another pioneering
assumption of his that is important to relevance-theorists isdtisn of implicatures In
Grice’s work, the explicit meaning of an utterance is basgiadicoded via a code (i.e. the
language system) while what an utterance implies is deriviesdentially from the exact
decoded content (i.e. literally what is said), after this lbesn retrieved, in the form of
implicatures. In Relevance Theory, decoded and inferred informatéonot distinguished in
this absolute way, since inferential pragmatic enrichment talee® also in the recovery of
an utterance’s explicit content, that is its explicature@®g In the case of reference
resolution. In instances of verbal communication, the interpreter afttarance relies on
inference to complete all three subtasks that will guide himetognizing the intended
meaning of the speaker’s utterance. As Wilson and Sperber suggestsubéssks involve
three levels of construction (2004:615):

a. Constructing an appropriate hypothesis about explicit contexpli¢ature¥ via
decoding, disambiguation, reference resolution, and other pragmaiithreent
processes.

b. Constructing an appropriate hypothesis about the intended contextuaipéiess
(implicated premisgs

c. Constructing an appropriate hypothesis about the intended contextualatiopbc
(implicated conclusions

All these subtasks involve inferential processing to a gedahe while an important feature
of them is that they are not “sequentially ordered: the hehres not FIRST decode the
logical form, THEN construct an explicature and select an apptepcontext, and THEN
derive a range of implicated conclusions” (ibid.).

This brief introduction to Relevance Theory is by no means extau#is applications are
numerous and further ideas it puts forward will be discussed in tteetpaome. What needs
to be addressed at this point is what the relevance-theoretieviain has to say about the
way mental content is organized and accessed during utterance interpretation

2 On the human cognitive system

This part of the paper addresses the way in which Relevdmmaryr assumes knowledge is
represented in the human cognitive system. In their frameworkb&pand Wilson have
sustained a modified Fodorian view of a modular mind (Fodor 128&)g with his view that
our cognitive environment consists of propositions (Fodor 1975); yet, thvey ba several

2 Even though this is of little interest for the pases of this paper, Sperber and Wilson have <2068
departed quite substantially from Fodor’s view ehtral processes opting for a more modular apprtagiat
Fodor would traditionally treat as central proces¢8perber and Wilson 2002, Wilson 2005). On other
occasions, Sperber (1994, 2002) has suggested al mbohassive modularity that views the mind as otad
through and through with modules coming in all siaed formats, even in the size of a concept.
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occasions, criticised Fodor’s views on specific cognitive issueselyahis interpretation of
the frame problefl something | will come back to later on.

According to Sperber and Wilson, the total of the knowledge reprels@mteur minds
partially constitutes outognitive environmentMore specifically, they define an individual’s
cognitive environment as “the set of all the facts that he cariperor infer: all the facts that
are manifest to him” (Sperber and Wilson 1995:39), in the shape of jpissasthat might be
either true or false. More specifically, they suggest tlat ihdividual’s total cognitive
environment is a function of his physical environment and his cognitiVideshilt consists
not only of the facts that he is aware of, but also all thts fdnat he is capable of becoming
aware of, in his physical environment”. (ibid.)

In this way, Sperber and Wilson manage to capture the ideauhalystem of thoughts, i.e.
mental representations, contains not only the new information we adipoegh the
processing of a stimulus — might that be anything from a pedolei object in our visual or
acoustic environment to an utterance that we are called to intdsptealso the information
that we can acquire through the additional processing of a procetssedus. These extra
representations that are derived from originally perceived ameeas important as the latter in
mental processing and can potentially be stored in our knowledagjeada in very much the
same way as perceptually-acquired informatidh This view of a cognitive environment
respects individuality and gives a psychologically indispensabét ¢d subjectivity to the set
of assumptionandthoughtsthat are represented in our mind

As already mentioned before, Relevance Theory sustains the &od@w that our cognitive
environment consists of a propositional repertoire. Thoughts, i.e. “conceptual
representations”, and assumptions, i.e. subjective “thoughts treateédebwdividual as
representations of the actual world” (Sperber and Wilson 1995:2pgicall forms that have

an internal structure, in the form of systematically combined conceptual mganing

2.1 Concepts

Right from its emergence, Relevance Theory has taken up a pointistrgenerally
undisputable within cognitive science. According to Sperber anslow/{1995:85), “it seems
reasonable to regard logical forms, and in particular the pramuaitiorms of assumptions,
as composed of smaller constituents to whose presence and stractargjements the
deductive rules are sensitive. These constituents we wikt@adepts

Sperber and Wilson treat concepts as “triples of entries,dlpdexical and encyclopaedic,
filed at an address” (1995:92). A concept has a logical entry isghse of a set of formal
deductive rules that apply to logical forms containing the conceparat and that produce
conclusions from a set of premises. The lexical entry of a conceptrlitdormation about
the natural-language lexical item used to represent pgér&r and Wilson 1995:90). This
information is both phonological and grammatical. Finally, the encyetipaentry of a

% Sperber and Wilson (1996) address the Fodoriam&rRroblem as wrongly formulated to begin with by
claiming that rational central processes wouldawtsider all information provided as modular ingutt rather
a selected relevant set of them.

* A very good example of information that is prowiden such grounds is metarepresentational infoomati
information that maps representations over reptaiens in the way discussed by Sperber (2000)Valitslon
(2000).

® Subjectivity in mental representations is deemedispensable in a psychologically realistic accoaht
cognition because different individuals might storeéheir minds different assumptions for the sastieuli. As
Penco argues (1999) cognitive science seems taifdttoe subjective, cognitive representation of tiarld”
(after McCarthy 1993) over “an objective, metaphgkstate of affair” (after Kaplan 1989).
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concept is the set of extra information that is linked to its d¢ioot So, for example, if you
have tgle concept APPLE under scrutiny you can schematicallgseqr its entries as
follows”:

Logical entry: inference rules (e.g. X — APPLE - Y ==>
X — FRUIT OF A CERTAIN KIND -Y)

APPLE i Lexical entry: phonological and syntactic information for the tatiitem ‘apple’

Encyclopaedic entry: encyclopaedic information about apples (e.g. rddurp green colour,
found on trees, in grocery stores, black seed,tofat, healthy food, etc.)

Against this background, most concepts can be represented througtriphkeientries. Of
course, “occasionally, an entry for a particular concept may beyesnpacking” (Sperber
and Wilson 1995:92). For example, a concept like BUT would not have an @pagdic
entry, since it has no extension. Similarly, proper names mé&yldagical entries. Many
concepts even lack lexical entries, like the concept that haSLENand AUNT as its
subcategories and contains information that is common to both cona#tptsSperber and
Wilson 1998).

Relevance Theory distinguishes between the concepts that & istaur cognitive system
and the ones that are communicated through an act of ostensive coatiannithe former

are stable, containing all information linked to the concept in aesioghceptual space.
However, the concepts that are communicated as parts of, say, theifpyopbform of an
utterance, are rathexd hocconcepts that are constructed on-line during the interpretation
process.

The notion ofad hocconceptual entities was first introduced by Barsalou (1987, 1998 in t
domain of cognitive science. In his paper ‘On the instabilityratigd structure’ (1987), he
suggests that individuals tend to produce different sorts of typicali§ings among the same
conceptual category members when these are processed in comdextuals will give
different rankings of the same concepts when asked to do sdaredifsituations, like in the
case of their own point of view or when judging from the point ofnoé others. In the same
way, people can construct typicality rankings &t hoc categories (e.g. THINGS THAT
CAN FALL ON YOUR HEAD). Through his examples, Barsalou shdaha&t people can
easily produce varying representations of the world reflectimyext-dependent information
they might even have never been processed beforehand in a fastaive evay (Barsalou
1983, 1987, 1993).

Following the experimental research of Barsalou, relevanagigie suggested that the
content of a concept as communicated within a context is constradtéabc out of the
combination of different parts of encyclopaedic information we htwed in our cognitive
system. In other words, relevance-theorists have employed Barsadéwaisology and
experiment5to describe the end-product of a process of on-line concept constrdating
the interpretation process (Carston 2002, 2004, Wilson 2004, Wilson and SperbeiT#@04)
relevance-theoretic account of lexical meaning suggests thHaki@l form maps to a
conceptual address in memory, the address that links to the |dagiehl and encyclopaedic
entries of a concept, and the context provides the relevant encyliopgEermation that is
used with the communicatestd hoc concept in a selective manner. For example, let us
consider the following utterance:

® After Wilson 2002

" Barsalou’s work has provided evidence mainly fa televance-theoretic claims of conceptual namgvifat
have been present since the beginning of the framew.ater, these claims were generalised to apply
broadening as well (Carston 1996).
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(2) Mary wants to meet some bachelors.

The standard relevance-theoretic account would suggest that wd@himsunicated in this
utterance is a set of concepts, includingaahhoc concept BACHELOR*. This move is
justifiable by certain assumptions communicated along with theantte in the context of
situation. From the point of view of Mary and our knowledge about headh®cconcept
BACHELOR?* refers to unmarried men who are eligible for nzage. In this way, the Pope
would not qualify as a bachelor that Mary wants to meet. Siwilarlthe situation where
Mary is thinking about becoming a nun and is, thus, considering ‘unweddedstesshight
want to meet bachelors that have also selected to remain wenydolyl becoming God’s
servants of some sort, and are, therefore, not eligible to marriage.

Relevance Theory makes a clear distinction between alreaihyd stoncepts that are holistic
and contain specific information within interconnected conceptuakespaed concepts that
are constructed on-line. What relevance theorists are now dealimgwheir work in lexical
pragmatics is the way in which these two ‘types’ of concaptdinked (Wilson 2004). In a
nutshell, Relevance Theory suggests that ‘the stored lexicabgbpeovides the starting
point for the on-line construction of thed hoc concept which proceeds as part of the
utterance comprehension process and so is constrained, as eversdgrthefor an optimally
relevant interpretation’.

The view that | will be employing in this paper is that altntnunicated concepts are in effect
ad hocconcepts. This move should be justified within the general picture akl&eance-
theoretic framework. The linguistically encoded stored concept ithdtiggered by the
utterance of a lexical item points to some space in memolynwithich the interpreter needs
to look for relevant information against the context in which he isegging the utterance.
The relevance heuristic should lead him to select the mosy easessible part of this
information that will provide adequate cognitive effects. In thvay, the information
communicated by each lexical item in an utterance does not pones$o the whole of the
stored concept’s information but is construcemtl hoc by the interpreter in the manner
prescribed by the relevance-theoretic comprehension procedure.

2.2 Propositions

Having addressed conceptual content, a discussion of propositional coetms s
indispensable at this point. As already noted above, against the dan#tgnf Relevance

Theory, propositions are logical forms that constitute structuresdo$econcepts. In light of

the previous treatment of concepts, it is clear that when it £dmatterance interpretation,
propositional content comprises structuaethocconceptd

An important aspect of utterance interpretation that was undgtip&Sperber and Wilson in
Relevancaes that the recovery of explicatures and implicatures occuh@fiy. As put forth

in the identification of the subtasks involved in the utterance comprenhemsocess,
interpretation takes place in a time-linear manner. This shouldduaet implications for the
examination of an utterance’s communicated propositional content.

Firstly, the proposition communicated by an utterance is constrociéide by the hearer.
This challenges the traditional view that equates the bagpmogition communicated by an
utterance with its semantic representation. Taking up the rekthaoretic account of

8 A point that needs to be put forth here is thatetis a distinction between what a propositiowith respect to
cognition and what a proposition is with respeat@éonmunication. The latter, which is in the cemtfattention
in this paper, is an outcome of the interpretaiozcess that is constructed on-line, while the faria stored in
our cognitive system and has a relatively stableerd.
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meaning construction makes this basic semantic representatiogivérautterance a mere
template upon which pragmatic enrichment takes place. In a psydallpgplausible
account of utterance interpretation, the hearer parses and irdeapratterance in a left-to-
right time linear way. While the hearer processes the utterame step at a time, lexical item
by lexical item, he is enriching the semantic content of eapinwnicated concept against a
context. This occurs dynamically and the hearer would not nedgssaii up to the end of
the utterance to engage in any processing. Sperber and Wilsoreasgirtiogical forms,
like syntactic forms are trees of labeled nodes” (Sperber atgbii995:205). By parallel
arguments to the ones that want syntactic labels to geneoakzegrammatical categories,
logical labels categorise conceptual representations of diffgnees. As Sperber and Wilson
argue (1995:206), by association to syntactic anticipatory hypottiesbasarer may make, he
can easily make anticipatory hypotheses for the logical caésgthat are to appear before
they dd. Consequently, at any point during interpretation the hearer bothagmsespecific
expectations about what is to follow and can amend his previous choicesstructing the
propositional content of an utterance.

Accordingly, in utterance interpretation, explicatures and imfpliea are constructed on the
fly as well. Inferential processing occurring to this effedtes place at the same time as the
decoding of the utterance’s content. What is suggested againsbyieii is that what an
utterance communicates is constructed dynamically. Essentidilgt a hearer constructs
successively in interpreting an utterance is not a basic praposipon which further
conclusions (in the shape of higher-order explicatures or impligatare inferred, but rather
a propositional complex that contains both explicit and implicit propositions.

In this sense, an utterance’s basic proposition is redefinets toragmatically enriched
semantic content. This would ultimately mean that what the héaserat the end of an
utterance’s interpretation is a structured setadf hoc concepts, i.e. arad hoc basic
proposition, which communicates a certain set of additional propositlomsghts) about the
explicit and implicit information conveyed by the utterance.

3 Communicated propositional content

Having established the aspects that a psychologically plausibteurst of communicated
propositional content needs to respect, a rather straightforwardepit the way in which
propositional content is constructed in utterance interpretation pratsits A final point
that needs to be noted is that the construction of an utterance’s por@bsibntent always
occurs against a context. So, before moving on to the account of haver@mce’s enriched
basic proposition is constructed, it is important to introduce the notionowfext in
Relevance Theory.

3.1 Contextin Relevance Theory

In RelevanceSperber and Wilson provide an insightful definition of context thepies its
subjective nature and is general enough to accommodate the wdriafgrmation context
contains in every situation (1995:15-16):

° Relevance Theory has little to say about this, &uUbrmal account that incorporates relevance-tteor
assumptions in its theoretical premises, Dynamiot®y (Kempson et.al. 2001), makes extensive usthisf
idea. Dynamic Syntax holds that when a hearerpnéés an utterance, parsing it one lexical itera #itne, he
entertains specific expectations about what isottoW in the utterance. This is clearly illustratedcases of
routinisation (Purver et.al. to appear):

(e.g.) Ruth: What did Alex give to
Hugh: Eliot? A teddy-bear.
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A context is a psychological construct, a subset of the heassismptions about the
world. It is these assumptions, of course, rather than thalatate of the world, that
affect the interpretation of an utterance. A context in this sensmt limited to
information about the immediate physical environment or the tirately preceding
utterances: expectations about the future, scientific hypotlesesigious beliefs,
anecdotal memories, general cultural assumptions, beliefs @igonental state of the
speaker, may all play a role in interpretation.

It is clear from this description that, in the relevance-thenfeamework, context is not a
metaphysical concept, since it does not contain information about ctbhal state of the
world’, but rather information about an individual’'s representation of the world in tise s
a ‘private logbook’ or ‘an ego-centred map’. RelevanceSperber and Wilson discuss
context to a considerable extent (1995:132-142). In their discussion,isicayddthe classical
view that in the interpretation of the utterance the contexivengand predetermined. In a
luminous discussion of what this case would entail, they reach the conclusion thavmyeh a
of context would ultimately require the whole volume of our cognitiwarenment to be the
context of the interpretation of a single utterance. Resolvingrtipsssibility they suggest
that “the context used to process new assumptions is, esseatisllgset of the individual's
old assumptions, with which the new assumptions combine to yield ayvafieontextual
effects” (1995:132). And this subset is selected on-line whilentieepretation takes place.
However, even though they have been criticised for not doing so (&eh&ap Kukla 1996),
Sperber and Wilson never explicitly discussed the way in wielselectively construct a
context when interpreting an utterance.

Against this background, in previous work on context selection (Assimakop?0(3), |
have entertained the idea that an utterance’s context igeskl@gtomatically by the same
heuristic that mediates the construction of its explicature(s)raplicatures, the relevance-
driven comprehension procedure. Within the spirit of the Cognitive Blenof Relevance, |
have proposed that relevance considerations mediate the proceskctihgea set of
assumptions against which an utterance is to be processed andremdprt a line that will
be maintained for the purposes of this paper too.

3.2 Constructing an utterance’s propositional complex

At this point and in the dynamics discussed in the previous parts, it would be intpte ste
how an utterance’s basic proposition in the sense endorsed by thisspeqestructed on-line
as each lexical itefi of the utterance is interpreted in turn.

At the outset of the interpretation process there is alwaymitial context present to the
hearer before the utterance is produced. This is a set of propsditiat are not tested for
cognitive effects with respect to this utterance up to the pdueinvihe first lexical item is
uttered. In a dialogue this context would minimally be the propositmoraplex expressed
by the previous utterance.

With the utterance of the first lexical item a subset of projoosi is selected in a relevance-
driven manner from the initial context. Along with this set, more piitipas are triggered by
the new concept that is introduced and added to the context in whichatlee inéerprets the
utterance. All these propositions will be again tested for aglex as more lexical items are

191 will assume that a lexical item is a lexical okuleither a word, an idiom etc) that carries a bgemeous
meaning in its premises. “It is clear that we caa and understand far more words (in the morphcddgense)
than we have learned. As soon as one learns thebstay the wordsstayed stayingandstaysall come for free”
(Bloom 2000:16). For the purposes of this papeillitake up a rather simplistic notion that conrseconceptual
information with the meaning of a word as a whalbelieve that morphology would have more to saguib
this, but will not attend to it as of now.
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processed in turn. Again, some of these propositions will be abandoned andewwill be
tested for relevance against the context of the utterance up pwititewhere the utterance
ends.

I will try to illuminate what is still a quite blurry picturey use of an example utterance and
the propositional complex its production makes the hearer to construct:

(2)  John loved the smell of Mary.

To begin with, there is an initial conteStpresent before the uttering of the first word. This
context consists of propositions” that are linked to whatever provided cognitive effects
prior to the hearing of this utterance — that is something in th&gathgenvironment or even a
previous utterance the hearer just processed.

S

Upon hearing the first wordJohn the hearer begins his interpretation. The conceptual
address for JOHN is, thus, triggered in his mind. The whole shtso€ancept’s information

Is activated but not yet tested for cognitive effects. The hesetects the relevant
propositions fromS that are likely to be included in the final propositional compléy (
denoting the meaning of this utterance. These propositions avanelgince they should
provide large cognitive effects with respec&o

v Get of propositions fror§ that are relevant to ‘John’)
> e

S ‘John’

Accordingly, at the same time, new propositions about JOHN tleaheair included inS,
namely contextual information about John that is readily availabileeirhearer’s cognitive
environment and can provide rich cognitive effects, get added ticstied propositions that
might be intended to get communicated by this utter@&iteft the same time, the context in
which the utterance is processed is augmented to include these pooposis well.
Discarded propositions fror§ would be kept in a buffer that would allow their easy re-
activation.

—
T \ v Cl
T e’

Yy

7/

S ‘John'

On the hearing of the second word another conceptual addreswasealcand propositions
linked to its content are constructed. In a manner similar to #yeCyvhas been selected, a
new complex of relevant propositior% is constructed. Relevant propositions from the
previous context are carried over @, while new ones triggered by LOVE in the now
accordingly augmented context that are deemed relevant are guted. In this way amad
hoc concept JOHN* is constructed. This concepiaés hocbecause it contains only the
information about John that is relevant to this utterance’s intatpme and potentially

M T is used conveniently to represent thoughts,esthese are logical trees in light of Sperber aritbaf’'s
suggestion that Dynamic Syntax developed formally.
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information that will be included in the final propositional compleattiill denote the
utterance’s meaning.

~
TT\

T ..
14
-

C; (‘John’) ‘loved’

““V C2

JOHN*

The same scenario applies for all words with conceptual contehe intterance up to the
point where the interpretation of the final lexical item occansd the utterance’s
explicature(s) and implicatures are fully constructed.

~ ~

1\ Cg T'h C4

T "V f T “'

T I S Tl L 0
< 7 7’

C, ((JOHN* loved) ‘the smell’ ‘of Mary’
JOHN** LOVE*
JOHN*** LOVE** SMELL*

At the end of processing the whole utterance, the concept MARMYgélh be adjusted to the
ad-hoc concept MARY* that communicates the specific property wihgaa smell that is
loved by John. The propositional compléxultimately contains the total of the explicature(s)
and implicatures the hearer has constructed with respect tanate(2). In effect, the basic
proposition of the utterance is this complex that is communicatedt, byhich is
pragmatically derived.

3.3 Propositional content adjustment: narrowing and broadening

It is obvious in this treatment of propositional content that at estnye of its adjustment
there are two processes that go on; one of narrowing and one of brgaddten discussing

each one, | will entertain the possibility of symmetrifying bofithem, by proposing that
both processes are processes of narrowing.

As already discussed above, at the beginning of the interpretattbnpon hearing the first
lexical item of the utterance, the hearer begins his intetfmethy selecting from an initial
context the propositions that are relevant to the concept comneaibgt the item just
uttered. This selection is the result of narrowing the inibatextual space in the search for
relevance. At the same time this selection takes placeheanett of propositions appears to
the foreground of the processing. This is the set of propositions dgrangg of the lexical
item introduces. Again these propositions are tested for cogniffeete in search of
relevance against the initial context augmenting it. A relesrindf them is again added up to
the initial propositional complex that comprises candidates foutiegance’s meaning. In
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this way, the potential propositional complex is broadened to accommodeaggropositions
introduced by the new lexical concept that is communicated.

In the tradition of Carston on concept narrowing (Carston 1996, 2002),tbavisuggest that
this broadening and narrowing of propositional content illustrates &dkerst case of
pragmatic narrowing. It is obvious that the heuristic that caosegextual adjustment is
relevance. In a way, even if the propositional space in which cogeftieets are searched is
large there is always a need to make it as small as pasiblder to save effort. So, even
when the propositional complex is augmented, the relevance heumgses that not an
exceedingly large number of new propositions will be added up to ithwhia sense
narrows down the number of potential candidates for inclusion in the complex.

4 Conclusion

Any realistic account of communicated meaning is required toitakeaccount the fact that
interpretation is a dynamic process that enables pragmainheent to occur automatically
along with linguistic decoding. This paper has put forward a cegndccount of the way
knowledge is accessed when context-dependent processing of an attakascplace. The
dynamic characteristic of this approach is that it rejdussemantic view of propositional
content. Pragmatic enrichment occurs at most levels of cogmito®essing and evidence
from cases of on-line meaning construction places context-dependen®specially, as

expected through the first principle of relevance, relevance demagions to the centre of
cognition. While engaging in utterance comprehension, the hedeepriets each lexical item
in turn constructing an enriched basic proposition on-line. At the enahofitterance’s

processing, this basic proposition is a structured satl dfocconcepts that also contains all
the information (thoughts, in the shape of explicatures and implisattinat is deemed

relevant at that stage against the context of the utterance.

No matter how speculative the nature of this system might sg¢dhis point, it manages,
along with all the other tenets of Relevance Theory, to provide #réngt point for a

potential outline of a generative system for pragmatic competébmntrary to Chomsky’s
reservations that an attempt to build a theory of pragmatic denmgee“yields computational
systems of hopeless scope, compelling us to try to formulate amhatint to ‘theories of
everything’ that cannot possibly be the topic of rational inquiryéig8ner 1999:399-400),
the relevance-theoretic approach to the way contextual constrnaietBate cognitive

computation seems to succeed in capturing the way mental pnocessurs providing the
foundations for a generative system of communicative competence.
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Abstract

In my paper, | show that the so-called German rilygibcation actually comprises two distinct
constructions, which | label ‘right dislocation pev' and ‘afterthought’. These differ in their
prosodic and syntactic properties, as well as @irtdiscourse functions. The paper is primarily
concerned with the right dislocation proper (RDjrésent a semantic analysis of RD based on the
‘separate performative’ account of Potts (2004,5)Gihd Portner (forthc.). This analysis allows a
description of the semantic contribution of RD t® host sentence, as well as explaining certain
semantic constraints on the kind of NP in the RbBstaction.

1 Introduction

In this paper | discuss the construction that is traditionalleadaGerman right dislocation’
(cf. Altmann (1981)). This is a structure consisting of an Nfatend of the clause and a
coreferent proform inside the clause, as in (1):

(2) a. Ich mag sie nicht, (ich meine) die Serena
| like her not (I mean) the Serena

b. Und dann passierte das Ungliickich meine) dieser schreckliche Autounfall
And then happened the misforturg@mean) this  terrible traffic-accident

Traditional analyses of German right dislocation (Altmann (1981)rAd991), Selting
(1994), Uhmann (1993, 1997), Zifonun et al. (1997)) assume that right dislocateon is
strategy of spoken German, which enables the speaker to resgve)rzoninal reference
that might be unclear to the hearer. This analysis accounts fdrutlis problematic for (2),
where pronominal reference is undoubtedly clear:

(2) a. "Ein Taifun!" rief  Lukas dem Kapitan zu. a'D ister!” Ja, da
"A  typhoon!" called Lukas the captain to. "Here hisl" Yes there
war er, der Taifun.

was he the typhoopi.
[M. Ende,Jim Knopf und die Wilde 1390]

b. [...] wenn ihnen das Glick nicht den Karpfen Cyprinus zue igakchickt

[..] if them the fortune not the carp Cyprinus fbelp sent
hatte!  Ahnungslos kam er dahergeschwommen, der Karpfem@ypr
had! suspecting-not came ; hewimming-along the cajpc Cyprinus.

[O. PreusslerDer kleine Wasserman@8]

" The research for this paper has been conductgaraf my Ph.D. project, which is financed by BEG
within the graduate school “Ecomony and Complexityanguage” (HU Berlin / Potsdam Univ.). | wish to
thank my supervisor Claudia Maienborn for her canssupport, Manfred Consten, Mareile Knees and&ar
Schltucker for helpful comments on this paper, abb agethe audience @inn und Bedeutung X0r stimulating
feedback.
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In (2), the function of the right dislocation is not to disambiguateagminal reference, as it
Is not ambiguous at all, but to mark the referent of the righpiperal NP as being especially
important for the succeeding discourse. In other words, the typhoon (Ragsapectively, the
carp (2b) are set as what the following discourse segmeaibast. In fact, in (2a) the
following segment offers a detailed description of the typhoon, andc@tinues describing
the carp, its appearance and habits

It has already been noticed in the literature that righbcigion might have an additional
function of “attracting the attention of the addressee” to the-gghpheral NP (Zifonun et
al. (1997:548), transl. mine: MA). | argue that disambiguation of a primabmeference and
marking the importance of the discourse referent are not twoidneabdf one construction,
but that there are in fact two constructions subsumed under the dati&trman right
dislocation:right dislocation proper(further right dislocation, RD) arafterthought(AT). In
the following | will show that RD and AT differ not only with resp to their discourse
functions, but also in their prosodic and syntactic features.

The paper is organized as follows: in section 2 the prosodic, sgntaud discourse-
functional properties of RD and AT are briefly introduced. | showRtats prosodically and
syntactically part of its host sentence, whereas AT is ghaor that gets integrated into its
host sentence only at the level of the discourse. Then | turn to thesuigect of the paper,
i.e. to the semantics of RD, or, more precisely, the semantidlgdidn of RD to its host
sentence. In section 3 | introduce the ‘separate performative ac¢Bats (2004, 2005),
Portner (forthc.)). | will show how Portner’'s account of English ®mian be applied to the
analysis of RD. Section 4 then discusses how the semantics aefDnines its discourse
function of marking the discourse topic referent for the discourgmesat following RD.
Certain peculiarities of RD concerning the semantic statiseoRD-NP are dwelt upon in
this context. Finally, in section 5 the results are summed up and some conclusiongmre dra

2 RD vs. AT: prosodic, syntactic and discourse-functional differences

In order to concentrate on the semantics of RD | first haetetoly distinguish between RD
and AT. Therefore, in this section | will introduce the prosodic symtactic differences
between RD and AT. They all suggest that RD is prosodically amactically part of its
host sentence, while AT is not. Many of these differences baga already pointed out in
Altmann (1981). However, as Altmann does not make any differentiatiathén wight
dislocation constructions, his approach is to state a certain proswbgyatactic pattern for
German right dislocation, whereupon he has to allow for numerous Extefitom this
pattern. Distinguishing between RD and AT allows us to disperteemost exceptions, and
to describe distinct patterns for RD and AT instead. In section 2vl then specify the
discourse functions of RD and AT which have been mentioned above.

2.1 RD vs. AT: prosodic and syntactic differences

RD is prosodically integrated into its host sentence (3a), ic®niinues the tone movement
of the host sentence and thus does not build a prosodic unit of its oweas/# builds a
prosodic unit (optionally divided by a pause from the clause) wittha movement and a
clause-like accent of its own, (3b):

! Moreover, (2) shows that right dislocation is uséb in written, and not only in spoken, discourse

2 Altmann (1981) observes two distinct prosodic grais by what he calls “German right dislocatiorit Hoes
not explain this observation. Selting (1994) diffetiates two kinds of “right dislocation” on thesimof their
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3) a. [Ilch MAG sienicht, die Brigittg. RD
b. [lch MAG sig¢ nicht], | [die BriGITte. AT
[ like her not the Brigitte.

(I: pause; [ ]: prosodic unit; CAPITALS: main acten

Prosodic differences go along with syntactic differences: RD is alsactipatlly part of its
host sentence, whereas AT is an independent unit. The syntactic differenestedhtzlow.

« Strict morphological agreement (in case, gender and number) between tkee claus
internal pro-form and the NP is obligatory for RD and optional for AT, cf. (4) vs. (5):

(4) ("Der Taifun!" rief  Lukas dem Kapitan zu. "Daister!) Ja, da war
("The typhoops«!" called Lukas the captain .to"Here is hé&") Yes, there was
er, der Taifun / *das Unwetter / *den Taifun. RD
hewow sk the  typhoomby wask/ *the  StorMioy_wask/ *the  typhooRc s«

5) a. Der Zwiespalt[...] zerriss ihn fast: [Furst Georg lll., der Reformator

The dichotomy [...] tore-apart him nearly: prince Georg lll  [the reformer
von Anhalt-Dessay] AT
of Anhalt-Dessauy. [Chrismon 05/2004]

b. Und dann passierte das Ungliick (ich meine) dieser schreckliche

And then happened the misfortune (I mean) [this terrible
Autounfall. AT

traffic-accident] asx.

» A subordinate clause between the clause-internal pro-form améPtle impossible
for RD and possible for AT, cf. (6):

(6) a. ,Der Taifun“, rief Lukas dem Kapitdn zu. ,Daister! Ja, da war
“The typhoon!” calledLukas the captain to. “Here is heWes, here was
er, *den sie alle gefurchtet haben, der Taifun. RD
heg *whom they all afraid-of were the typhoon

b. So ereilte den TV-Western das, wovor sich denweébktern durch
So overtook the TV-westgn this what-of refl the cinema-western through
einen stilvollen Selbstmord entzog, der schleichende Tod. AT

a classy suicide escapétthe sneaky death]
[Konkret-Korpus: 289311]

» Optional additionsi¢h meine(‘l mean’), also (‘that is’), tatsachlich(‘really’) etc.)
between the clause-internal pro-form and the NP are possible for AT but not fafRD):

prosodic difference. In her account, however, pdasdifference is the only important one; functibypaboth
kinds of “right dislocation” are analysed as a ieg#&ategy. As | show above, RD and AT do not odiffer
with regard to prosody, but also syntactically adl&s in their discourse functions. In a similaaywFretheim
(1995) shows that in Norwegian prosody also hefpsdistinguish between RD and AT; as in German,
prosodically integrated structures are RDs, andgutiwally non-integrated ones ATSs.

% Here | only give a brief listing of syntactic difences, since they are not the main subject sfpdper. See
Averintseva-Klisch (forthc. a & b) for more details

“ As the examples show, the (im)possibility of aidais with RD and AT is not due to the meaning amtfion

of the addition, as one might be tempted to beliawbe case oth meine/ also ('l mean’ / ‘that is’), which are
additions explicitly assisting the reference clani§ function of AT. Also additions lik@aturlich (‘of course’),
tatsachlich(‘really’) etc., which are insensitive to the fuimmal difference between RD and AT, are bad with
RD and perfectly acceptable with AT. Thus, thisediénce seems to be a syntactic one.
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(7) a. ,Der Taifun“, rief Lukas dem Kapitan zu. ,Daister!” Ja, da war
“The typhoon!” called Lukas the captain to. “Here is heNes, here was
er, (*ich meine / *also / *tats&chlich) der Taifun.
he (*I mean / *that-is/ *really) the typhoon. RD

b. (Lisa und Melanie haben sich gestritten.)
(Lisa and Melanie quarrelled.)
Dann st sie weggelaufen, | (ich meine / alsojsalL
Then is she run-away (I mean / that-is) Lisa. AT

» The NP is not bound at the right-peripheral position in the case of AT, but can have a
fairly free position in its host sentence, while RD is only possible at thepgginthery, cf. (8)
vs. (9):

(8) a. Ich habe ihn gestern nur mit Muhe wiedererkanet) prieine den Rer.

| have him yesterday only with effort recognized |1 mean the Peter

b. Ich habe ihn, | ich meine derd? |, gestern nur mit Mihe wiedererkannt.
I  have him |1 mean the Peter yesterday only witforte recognized.

c. Ich habe ihn gestern, | ich meine dete®?|nur mit Miuhe wiedererkannt.
| have him yesterday | mean the Peter only witforte recognized.
| hardly recognized him yesterday, | mean Peter. AT

(9) a. (Dieser Peter!) Ich kann jhmicht leiden, den Peter RD

(This Peter!) I can him not suffer the Peter

b. (Dieser Peter!) *Ich kann ihnden Petgr nicht leiden.
(This Peter!) I can him the Peter not suffer

This Peter! | don't like hirat all, Peter.

To summarize: there is ample evidence that RD belongs prodpdioal syntactically to its
host sentence in a much more straightforward way than AT. ProdpdiRBI is a part of its
host sentence's tone contour. Morphological agreement of the RD-NEhe&vithause-internal
pro-form suggests that NP is part of the clause, as morphol@goe¢ment is a sentence-
bound phenomenon. Moreover, RD occupies a fixed position in the host serntéaagght
periphery, and does not allow subordinate clause insertion nor optionabasldifiany kind
between the host sentence and the RD-NP. This leads to the assuhgitRD is part of its
host sentence, presumably the right adjunct to the IP. An ultisyatactic analysis of RD
would exceed the limits of this paper.

AT, on the contrary, can vary its position in its host sentence. Fontine, AT does not

strictly require morphological agreement between the NP and the -ofaeiseal pronoun, and

it allows various insertions between the host sentence and AT-NP. All in alh@eaes to be

syntactically fairly free. In this paper | consider AT only asafait is necessary for delimiting
RD as a separate construction. More details about AT are givererintseva-Klisch (forthc.

a & b). | propose to analyze AT as an ‘orphan’ in terms of Haegg(1991). An orphan is a
unit that is syntactically independent of its host sentence, buingegsated into it only at the
level of the discourse via some discourse relation.

The topic of this paper is the semantics of RD and how it detesrttieefunction RD has in
the discourse. | first point to the discourse-functional differebeéseen RD and AT. Then |
concentrate on RD and its semantics.

®> Here | use the prosodic structure as a diagnostidsstinguish between RD and AT. This means fiiatases
marked as RD | assume prosodic integration. Inrotherds, (9b) is bad with the RD prosody. It would,
however, be perfectly well-formed as an AT congtaicif the NP builds a prosodic unit of its own.
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2.2 RD vs. AT: discourse-functional differences

As shown above, RD marks a discourse referent as being the ‘tfembké following dis-
course segmefitin the following, | name the discourse referent about which ainedis-
course segment is ‘discourse topic referéri®D thus marks a discourse refefeas the
discourse topic referent for the segment following the RD, cf. (10):

(10) (Und als der Konig seine Frau verloren hatte, bedauerte ihn die Détdhga, fur
Ihnen is et ooch nich so leicht [...].")
(And when the king lost his wife, Dutitre pitied him: "Dear me, | shouldfeayopu things
aren’t that easy either [...])
Sie war ein Original, die Madame Duititre.
Shewas an original the Madame Dutitre
(She was somewhat special, that Madame Duititre.)
(Sie verstand nie, warum man tber ihre Ausspriiche lachte. Sie war eben echt und
lebte, wie alle wirklich originalen Menschen, aus dem Unbewussten. Keihdalsc
Ton kam deshalb bei ihr auf.)
(She never understood why everybody always laughed at her remarks. She was genuine and

lived unconsciously, as all unique people do. She never came across as beind.artificia
[Fischer-Fabian, S. (195%erlin-Evergreen125]

In (10), RD marks that the following is about Madame Dutitre. Mad&ntitre is thus
explicitly set as the discourse topic referent for the sagfiofowing the right dislocation. A

reference clarification would not be plausible here, as Madameérd®idi clearly available
(and most salient) as the referent for the prormefishe’).

As for AT, its discourse function is to clarify a potentially unclear refezeas in (11):

(11) (Sie [Die Mutter] hat den Wohnzimmerschrank aber auch nicht leiden kénnen,|[...],
aber mein Vater hat sich auf keine billigen Sachen mehr eingelassen,)
(Mother hated the wardrobe , [...], but my father didn't want to have any more cheap things

around)

Aesc’

® | understand discourse segment intuitively aslatively small span of a discourse (minimally orteerance)
that is characterized through a fairly tight theimabntiguity. In written language a discourse segtrmostly
corresponds to a paragraph (cf. also Goutsos ()1.997)

"1 do not attempt a theoretical solution to thebpeen of the status of discourse topic, which hasnbexten-
sively discussed in literature. See e.g. Brown &eY({1983/2004), Goutsos (1997) and, more receBllying
(2003), Asher (2004a & b), Kehler (2004), Oberlan(®904), Stede (2004) and Zeevat (2004), to narseg
few, for the questions of what a discourse topip@ssible answers are: a proposition, a queshierdiscourse
answers, an entity etc.) and whether modeling ®@fdiscourse needs this concept in the first pldosvever, the
existence of some kind of entity that is most sdli@ a given stage of the discourse and thatlévaat for
establishing coherence seems to be uncontroveisial;for example the common point of the paperghe
recent issue ofheoretical Linguisticsledicated to discourse topics. The autors userdift terms for the same
intuition of “the thing” that “cohesive chunks @t are about” (Asher (2004b: 255)): ‘recurringtesce topic’
in Oberlander (2004), ‘local topics within discoairsegments’ in Kehler (2004), ‘protagonist’ in Zae(2004)
and ‘Discourse topic 1’ in Stede (2004).

® There are certain conditions on the discourseeaféhere, e.g. it has to be discourse-old in &mse of Prince
(1992); see Averintseva-Klisch (forthc. a).
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er ist ihr auch zu dunkel gewesen, der Wohnzimmerschramemh&utter
He is for-her also too dark been the wardrpbe for-my mother
[Birgit VanderbekePas Muscheless¢h

Here the context suggests that the most plausible referent for the pear{the)) is the
father, and the reference to the wardrobe is explicitly resolved with thehalT.

To sum up: there is ample prosodic, syntactic and discourse-functional evideriRD tuad
AT are two different constructions. RD is prosodically and syntacticaitygbés host
sentence, presumably a right IP-adjunct. Its role in the discourse &kdhm discourse topic
referent for the following segment. AT is an ‘orphan’, i.e. it is prosodicaltysyntactically
free. It is used as an explicit clarification of an unclear or ambiguberenee.

In the following | am exclusively concerned with RD. Being a part of its levdeace it is
expected to contribute to its semantics. | will investigate the semantiafiendas of

discourse topic referent marking and show how the contribution of the right dislocation to the
semantics of the whole sentence arises.

3 RD as separate performative

In this section, | first introduce the theoretical framewornksé, the ‘separate performative
account’ developed by Potts (2004, 2005) and Portner (forthc.), thereddteting it to
account for the meaning contribution of RD to its host sentence.

3.1 ‘Separate performative account’: Potts (2004, 2005), Portner (forthc.)

Potts (2004, 2005) and Portner (forthc.) observe that different construstichsas for
example vocatives, NP appositions or topic constructions introduceial gped of meaning,
which they call ‘separate performative’ or ‘expressive conf@nBo, besides stating that
Amir is from Israel, which is the regular, ‘at-issue’, meanofgthe sentence in (12), a
separate performative is introduced: “I assert that Amir is my newnlneigy':

(12)  Amir, my new neighbour, is from Israel.

at-issue meaning: Amir is from Israel (in a given world w)
separate performative: | thereby assert that Amir is my new neigfiboum)

This additional content, introduced through the NP apposition, is a separddemative
speech act, with which the speaker instructs the addresseb@s the at-issue-meaning has
to be integrated in the discourse model. Being a performaliige'ekpressive’ meaning does
not influence the truth conditions of the sentence as it is aut@iyatrue when understood.
Expressive meaning is non-compositional in its character; trassné does not contribute in
a regular compositional way to the semantics of the sentenceis tbere a complex
compositionality of expressive meaning. That is, a sentenckt haye several expressive
meanings, which are then non-compositionally, in a purely additive waleigal together”
to the overall expressive meaning of the sentence. Therefooeding to Potts (2004, 2005)
and Portner (forthc.) expressive meaning constitutes a sepdnaension of meaning” (cf.
Portner (2005: 2)). A final meaning of a given sentence S is thest af two meaning
dimensions, cf. (13):

° | owe this example to Héléne Vinckel, p.c.

1A working definition of expressive content is: ‘@bessive content is non-displaceable, speakerieden
meaning that is independent of the main semantitec of the sentence in question.” [Potts (20(3:8)
Following Potts and Portner, | use the terms “esgine content” and “separate performative” synonyshypin
my paper.
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(13) for asentence S: final meaningAs, Cs>
A at-issue meaning of S
G set of expressive meanings of $:(€C1ls, C2...>)

Whereas Ais constituted compositionally,s@ a simple sum of expressive meanings.

Thus, expressive meaning percolates up the tree as a sepatensanings, cf. (14) (see
also Portner (2005: 9)):

(14)  Amir, my new neighbour, is from Israel.

[[my new neighbouy, il . = U

[[my new neighbouy,,,]] .= [Ax Aw. x is my new neighbour in w]

[[Amir my new neighbouy,,,i] . = Amir

[[Amir my new neighbouy,,,]] CC = {[Aw. Amir is my new neighbour in w]}

[[Amir my new neighbouy,,is from Israel]] =[Aw. Amir is from Israel in w]

[[ Amir my new neighbouy,;..is from IsraeI]TC = {[Aw. Amir is my new neighbour
inw

interr]jetation functions: [[ J]regular content; [[ TLi expressive content

Semantic embedding constitutes strong evidence for separate [@ifestbeing a meaning
dimension of their own. Potts (2004) argues that expressive meanimgemantically non-
embeddable. So, in (15), the expressive meaning introduced by the appositioew
neighbourcannot be contributed to Felix, but only to the speaker of the nsatnitence (see
also Potts (2004, 24)):

(14) As Felix said, Amir, my new neighbour, is from Israel.
a. = Felix said that Amir is from Israel.
b. #Felix said that Amir is my new neighbour.
c. # Felix said that Amir is my new neighbour and that he is from Israel.

Portner (forthc.) proposes an analysis of English left dislocgkelnD; ‘topic’ in Portner’s
terminology), according to which its expressive meaningeaker’'s mental representation
of X is active (in a given world tyas in (16):

(16) Mary, I like her a lot.

at-issue meaning:  Ayv. speaker likes Mary in w]

expressive meaning: Xfv. speaker's mental representation of Mary is active in w]}
[cf. Portner (2005: 12)]

Portner (forthc.) argues against his own earlier proposal (P¢&2064)), that the expressive
meaning of E-LD cannot be an addressee-oriented retjuksteby request that you activate
your mental representation of’ XPortner (2004: 9)). He shows that there are theoretical
problems with this expressive meaning variant if one takes embedded topios) ke (17)

into account. These have two possible variants of expressive meaimggular one (1) and
the embedded one (2):

(17) John said that, as for Maria, she is nice.

at-issue meaning\\v. John said that Maria is nice in w]
expressive meaning (informal): 1. The speaker says someliuagMaria in w
2. John says something about Maria {werld

of the reported speech act)
[Portner (2005, (29))]
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In the embedded variant the addressee cannot be defined. Thay iBonther (forthc.)
dispenses with the addressee-oriented version of the expressamnm for E-LD, and
proposes the version introduced in (16) without explicitly mentioning the addressee.

As Frey (2004a) shows, E-LD formally and functionally correspondseinm@n to a const-
ruction called Hanging Topic (HT), as in (18):

(18) a. Mary, I like her a lot. E-LD
b. Mary, ich mag sie wirklich sehr. HT
Mary | like her really very-much

This suggests that HT has the same expressive meaning as E-LD, cf. (19):

(19) Mary, I like her a lot. / Mary, ich mag sie wirklich sehr.

at-issue meaning: AW. speaker likes Mary in w]

expressive meaning: Xfv. speaker's mental representation of Mary is active in w]}

[INP.1] Cc = {[Aw. speaker's mental representation of the referent of the NP
is active in w]}

Frey (2004b) argues that the discourse function of HT in Germannmark the introduction
of a new discourse topic referéfs in (20):

(20) (Hans ist ein richtiger Fan der Berliner U-Bahn. Deshalb reist sach Berlin.)
(Hans is a real fan of the Berlin underground. That's why he rather often goesito)Berl
Die Berliner U-Bahn, simahm 1902 ihren  Betrieb auf. Sie]
The Berlin undergroungd,; she took 1902 her operating on. ghe]

The Berlin underground, it started operating in 1902. It [...]
[Frey (2004b, (57))]

In (20), the discourse topic referent of the first two utterarscekans, and then it changes to
the Berlin underground; this change is explicitly signalled throughHtblvever, expressive
meaning in (19) does not capture this signalling of a change oligbeurse topic referefit

1 Altmann (1981) and the following tradition distiighes between two left dislocation constructions i
German, Left dislocation (LD) and Hanging Topic foee theme’, HT), cf. (a) and (b):

(a) Den Hansden mag jeder.
thew Hans D-PRONyk likes everyone

(b) Der / Den Hans, jeder mag ihn.
thewom thexxk Hans everyone likes hipg [Frey (2004 a: 205)]

As shown in Frey (2004 a), LD is prosodically aydtactically integrated into its host sentencellibws only
weak d-pronounsdgr, die, da9 as clause-internal resumptive forms. The LD-N$prahe resumptive form is
the sentence topic of its host sentence. HT isqaalioally and syntactically independent; it allowarious
resumptive forms, and, being independent, it dagplay any syntactic role in its host sentencd,deuves to
mark the change of the discourse topic.

12 Frey (2004) uses the term ‘discourse topic’; hasvehis understanding of discourse topic as therriieme
of a Section of a text” (Frey (2004: 217)) corres®to what | call the ‘discourse topic referentthis paper.

13 Frey (2004b) argues that HT is not suitable witimtined discourse topic referents, cf. (a):

(@) (A propos Maria: Weil3t Du, wen sie in Berlietigpffen hat?)
(As for Maria, do you know whom she met in Berlin?)
#Maria, sie hat in Berlin Hans getroffen.
Maria she has in Berlin Hans met. (Maria, shetidans in Berlin.)
[modified after Frey (2004b: 108)]

Thus, the expressive meaning “speaker’s mentalessptation of X is active” is too weak for HT (apiksu-
mably also E-LD). Besides, one might argue thatyewsentioning of X irrespective of a particular struction
used signals that the speaker’s mental represemtatiX is active (see also criticism in Potts le{2004)).
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Thus it seems to be too weak for HT. Taking the discourse topngeHanction of HT into
account, the expressive meaning of HT is revised in (21):

(21) Maria, ich mag sie wirklich sehr.
[[Mariay]] CC {[Aw. speaker signals that he is starting to talk about Maria in w]}

[INP.1] CC = {[Aw. speaker signals that he is starting to talk about the referent of
the NP in w]}

3.2 Expressive meaning of German RD

As | argue in Averintseva-Klisch (forthc. b), German RD and Hares one feature in that
they both mark the referent of the NP as the discourse topiemeftor the following
discourse segment. This suggests that RD (as well as Hdgluces the expressive meaning
“the speaker signals that he is starting to talk abduinkere X is the referent of the RD-NP,
cf. (22) (that is a part of the discourse in (10) above):

(22) Sie war ein Original, die Madame Dutitre.
She was an original the Madame Dutitre
(She was somewhat special, that Madame D.)

at-issue meaning:  Ayv. Madame Dutitre was somewhat special in w]

expressive meaning: [[Madame Dutjir§ CC = {[Aw. speaker signals that he is
starting to talk about Madame Dutitre in w]}

The at-issue-meaning of (22) does not differ from that of (23):

(23) Madame Dutitre war ein Original.
Madame Dutitre was an  original (Madame D. was somewhat special

at-issue meaning:  Ayv. Madame Dutitre was somewhat special in w]

(22), as well as (23), is true iff Madame Dutitre is somewpactial* in w. The difference
between (22) and the unmarked form in (23) is that in (22) Madam&eDist explicitly
marked as the discourse topic referent for the following segméeteas in (23) this stays
implicit.

However, RD differs from HT in a crucial way: HT alwaygrels a change of the discourse
topic referent. For RD, there are two possibilities: one isttimtspeaker signals the intro-
duction of a new discourse topic referent, as is the case witigbeurse-initial RD. As
shown in Averintseva-Klisch (forthc. a), RD may be used discaunisally if the referent in
question is presented as being discourse-old, cf{23):

(23) Es gibt sie noch, die guten Nachrichten aus desadtheut Universitat.
it gives them vyet the good news from the germanniversity
[ZEIT 21, 13.5.04]
You can still find some — good news coming from German univergitgsning of a lead

Otherwise the speaker signals the maintenance of the old dis¢opisereferent. This is
most often the case when the discourse topic referent is machtaiseite of the beginning

¥ n this case, a property which has to be defimethé context. | ignore the semantic contributibthe tense
for the moment.

15| argue that in such cases RD implicitly embeds lfeginning discourse into some larger, themayicall
contiguous setting that is familiar to the authod @he recipient of the discourse. In (23) suchtargiscourse’

is a series of articles about the German univergistem and its future in the weekly German pecialddie
ZEIT. The use of a RD is a most economic means of samebusly introducing a referent, presenting beisg
discourse-old and marking it as the discourse tapierent for the following discourse segment (see
Averintseva-Klisch (forthc. a) for details).
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of a new segment, as in (22) resp. (10). Here the new discogreergg(corresponding to the
new paragrapfi) begins, but Madame Dutitre remains the discourse topic referent.

To get to the point: HT always signals the change of theodlise topic referent (cf. Frey
(2004a&b)), whereas RD allows both change and maintenance. Thus, theigrpresaning
of (22) should be changed in the following wathe' speaker signals that he is (further on)
going to talk about Madame Duititre

(24) Sie war ein Original, die Madame Dutitre.
expressive meaning: [[Madame Dutjir§ CC = {[Aw. speaker signals that he is
(further on) going to talk about Madame Dutitre in w]}

The expressive meaning of RD is thus restated in (25):

(25)  [[NPgpll CC = {[Aw. speaker signals that he is (further on) going to talk about the
referent of the NP in w]}

Now, let us have a look at embedded RD, cf. (26):

(26) Hans sagte, dass sie richtig nett ist, dieeteGr
Hans said that she really nice is the Grete.

at-issue meaning: AW. Hans said that Grete is nice in w]
expressive meaning: 1. Xjv. speaker of the main clause signals that he is (further
on) going to talk about Grete in w]}
2. *{pw. Hans signals that he is (further on) going to talk about
Grete in W]}

In contrast to embedded topics in English (E-LD), there ismbeelded reading for RE.
This means, that a slight modification of the expressive meaiR is needed. (25) is thus
restated as (27):

(27) [[NPgpl] CC = {[Aw. speaker (of the host sentence) signals that he is (further on) going
to talk about the referent of the NP in Wf}
In other words, RD adds to the semantics of its host sentencaratseperformative expli-

citly signalling that the speaker is going to talk about tiiereat of the RD-NP, while it is
left open whether he was already talking about this referent or just changedwdopice

In the next section | will show how certain semantic pecuksrivf RD may be accounted for
with the separate performative analysis proposed in (27).

% The preceding segment gives an example of Madanigr®s original sayings; the beginning segment is
giving some general information about Madame Deitifor which the preceding segment may serve as an
illustration.

" This means that for RD, contrary to E-LD, it wolbe possible to have an explicit reference to tidressee.
However, this does not seem necessary: intuitiRly,is a strategy that serves to mark the inforomasitatus of
a certain NP that is used by the speaker, andefieeence to the speaker making a signal with thesB&ns to
me to capture this intuition in the best way.

8 In my paper | consider only NP-RD. Altmann (198&Bscribes also briefly PP- and CP-‘right disloaaitio
(which he distinguishes from extraposition). Ituggs further analysis to find out whether thesestaictions
are really RDs or ATs. That is why | state (24) lexy for NP-RD. However, when needed, (27) candene-

ralized to [[XPRD]]CC = {[Aw. speaker signals that he is (further on) goingpieak about the referent of X in w]}.
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4 Consequences of the separate performative account of RD

The semantic analysis of RD proposed in the previous section acomuocéstain restrictions
concerning the semantic status of the NP in the RD. Thus, quaitdiielaNPs in general
seem not to be possible with RD. Besides, the separate perf@maatount of RD explains
the discourse function of the RD in a most straightforward way.

4.1 Explaining certain semantic constraints on the RD-NP

It has been noticed that quantified NPs are in general bad withsRib,(28)° (see also Ave-
rintseva-Klisch (forthc. b)):

(28) Peter liebt sie, *lede Frau [ *keine Brinettéawei Frauen.
Peter loves her/them *every woman / *no brunettes  /*twaomer’.

This can be accounted for if one assumes that the contribution R[> noatkee semantics of
its host sentence is an expressive meaning. To show this idfiestto Portner's (forthc.)
analysis of vocatives.

Portner (forthc.) notices that quantifiers are in general un@abfenction as vocatives, cf.
(29):

(29) Anna/*Some woman, please, hurry up!
The semantics of vocatives is assumed to be (30) (cf. Portner (forthc.: 9)):

(30) at-issue meaning: A Aw. speaker urges x to hurry up in w]
expressive meaning: X% Aw. speaker requests the attention of x in w]}

In the expressive meaning formula in (30), x can be only of type e. Thus, to be able to
function as an argument at the level of the expressive meaning, the quaolifetras to

raise from the type <e,<e,t3>o the type e. In raising to type e, the quantifier changes to the
at-issue meaning level, leaving a trace behind at the expressive meaeing his trace has

to be semantically bound by the quantifier (see Heim (1982)). This is, however, notgossibl
Portner (forthc.) argues that it is impossible to bind “across dimensionsaoingé a

guantifier which contributes to at-issue meaning cannot bind a variable whiclbotegrio
expressive meaning (see Portner (forthc.) for details).

In a similar way, the impossibility of semantic binding acrissensions accounts for the ill-
formedness of quantificational NPs in RD constructions in (28). Theiieajgde/ keine/
zweihas to raise to type e to be able to function as an argumém ekpressive meaning
{[Ax Aw. speaker (of the host sentence) signals that he is (further on) gdiallg about x in
w]}; thus it moves to at-issue meaning and cannot bind its trace ekphessive level any
more.

4.2 The semantics of RD and discourse topic referent

Besides explaining the impossibility of certain kinds of NPs in RRB separate performative
account provides a straightforward explanation for the contrast in (31):

19 Grewendorf (2002) notices the same for LD. | dbattempt any explanation of this fact here.
? Note that these sentences are well-formed witRdut

(b) Peter liebt jede Frau / keine Briunetteawki Frauen.
Peter loves every woman / no brunettes / two ewmom

L This being the semantic type of this kind of qifart cf. Heim and Kratzer (1997).
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(31) a. "Ein Taifun!" rief Lukas dem Kapitan zu. "Daster!™ Ja, da war
"A  typhoon!" called Lukas the captain to. "Here is"hefes, here was
er, der Taifun. Ein hellblauer Blitz fuhr zischendom
he the typhogns. A light-blue lightning went whizzing  from-the
Himmel nieder [...]
sky downwards [...] [M. Ende,Jim Knopf und die Wilde 1390]

b. "Ein Taifun!" rief Lukas dem Kapitan zu. "Da idt'er#Er lief zum
"A  typhoon!" called Lukas the captain to. "Here is"hdde ran to-the
Steuer, der Lukas. Ein hellblauer Blitz fuhr ziadhezom
steering-wheel the Lukas. A light-blue lightning wertizzing from-the
Himmel nieder [...]
sky downwards [.%]

Here, RD is only possible with the Niér Taifun no other NP, ader Lukasas in (31b)
might be right-dislocated, even if the corresponding referent is discourseebédsa
otherwise complies with the requirements on the RD-NP. This changes, howses@onaas
the following discourse segment is adapted so that its discourse topic referespamods to
the referent of the RD-NP: RD is perfectly well-formed, cf. (32):

(32) "Ein Taifun!" rief Lukas dem Kapitdn zu. "Da ist eBf lief zum
"A  typhoon!" called Lukas the captain to. "Here is"h ran to-the

Steuer der Lukas. Dort angekommen, riss er sein Hemd runter und band
steering-wheel the Lukas. There arrived tore he his rt shilown and bound
damit das Steuerrad fest.

with-it the steering-wheel firmly

That means that RD is suitable with a NP referring to theodrse topic referent; otherwise
only AT is possible. This follows directly from the expressiveameg that RD contributes to
the semantics of its host sentence: with a RD the speakatssigat he is going to talk about
the referent of the RD-NP. And it is pragmatically unsound firshark a referent as being
what one is going to talk about, and then to change the subject.

5 Summary and conclusions

In my paper, | have shown that what is traditionally subsumed under the label oihnGerma
right dislocation are in fact two different constructions: right dislocation piauebr
afterthought. RD and AT differ in their formal and functional properties. AT is@han’

that gets integrated into its host sentence only at the discourse levelcttgrde function is
to resolve a potentially unclear (pro)nominal reference. RD is prosodicallgyatactically a
part of its host sentence. Its function is to mark the discourse topic referdrd foldwing
discourse segment.

The main goal of this paper was to show that RD adds a separate perfornmaigxgiassive
meaning’) to the semantics of the sentence. This performatitieeispeaker (of the host
sentence) signals that he is (further on) going to talk abuwith X being the referent of
the RD-NP. This account of the RD explains certain constraints on the semanso&the
RD-NP: only NPs of the type e are possible here. This corresponds to ontologit@ictns
on the discourse topic referent: only definite individual nominal referents ar®lpossi

Furthermore, | argue that the discourse function of RD is t& thardiscourse topic referent,
as follows directly from the semantics of RD. | believe thatan approach to the otherwise
highly elusive pragmatic category of the discourse topicat pserequisite to have a look at

22 (33b) is thouroughly acceptable as AT, with theresponding prosody, but not as RD.
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explicit linguistic means of referring to it. In this sensb R its function of marking the
discourse topic referent is an explicit means revealing songetiiihow the discourse model
is built up.
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Abstract

The main aim of this paper is to point out several problems with the semantic analysis of
Hungarian focus interpretation and ‘only’. For current semantic analyses the interpretation
of Hungarian identificational/exhaustive focus and ‘only’ is problematic, since in classical
semantic analyses ‘only’ is identified with an exhaustivity operator. In this paper I will
discuss multiple focus constructions and question-answer pairs in Hungarian to show that
such a view cannot be applied to Hungarian exhaustive focus. Next to this I will discuss
possible interpretations of Hungarian sentences containing multiple prosodic foci: complex
focus versus double focus. My claim is that in order to interpret multiple focus (in Hungar-
ian) we have to take into consideration the different intonation patterns, the occurrence of
‘only’, and the syntactic structure as well.

In my paper I discuss multiple focus constructions and their interpretations based on Hungarian
data. Sentences containing two prosodical foci have two possible interpretations. First, the
complex focus meaning (Krifka 1991), where we have semantically one focus: an ordered pair;
and second, the double focus meaning, where the first focus takes scope over the second one.
The paper investigates three main topics: (1) the multiple focus interpretations, (2) complex
focus vs. double focus disambiguation and (3) the interpretation of ‘only’ in Hungarian. My
main claims are the following:

(a) ‘only’ is not responsible for exhaustive meaning and ‘only’ and exhaustification are dis-
tinct in Hungarian contrary to the analysis of the classical theories (Groenendijk and
Stokhof 1984, Groenendijk and Stokhof 1991, Kriftka 1991);

(b) in order to interpret multiple focus constructions we have to take into consideration the
occurrence of ‘only’, the intonation pattern and the syntactic structure as well.

The paper is organized as follows. As an introduction, in section 1.1 we will see the main
attributes of Hungarian focus and in 1.2 we briefly discuss the classical semantic analyses of
focus and exhaustivity. In section 2 we investigate the problem of ‘only’ and exhaustivity in
multiple focus constructions and I propose a pragmatic analysis of ‘only’. Section 3 provides
further evidence of a pragmatic analysis of ‘only’ via Hungarian question-answer pairs. Section
4 deals with the disambiguation between complex focus and double focus interpretations and
the role of intonation, syntax and the appearance of ‘only’. Section 5 gives the conclusions and
introduces some further work on scalar readings and scope relations.

1 Introduction
1.1 Focus in Hungarian

Hungarian — like Basque, Catalan, Greek, Finnish and many other languages — belongs to the
family of discourse-configurational languages (E. Kiss 1995). A main property of these lan-
guages is that some discourse-semantic information is mapped into the syntactic structure of the
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sentences as well. Hungarian has special structural positions for fopics, quantifiers and focus.
The special structural position for focused elements in Hungarian is the immediate pre-verbal
position. The constituent in this position is assigned a pitch accent and receives an exhaustive
interpretation.

In “neutral sentences” like the immediate pre-verbal position is occupied by the verbal
modifier (VM) whereas in focused sentences like (1b)|'| this position is occupied by the focused
element, and the verbal modifier is behind the finite verb.

(1) a. Anna felhivta  Emilt.
(Anna VM-called Emil.acc)

‘Anna called Emil.’

b. Anna EMILT hivta fel.
(Anna Emil.acc called VM)

‘It was Emil whom Anna called.’

E. Kiss (1998) distinguishes two types of focus: identificational focus and information focus.
Her main claims are that these two types are different both in syntax and semantics, and that
identificational focus is not uniform across languages. The main differences in Hungarian ac-
cording to E. Kiss are the following: a) identificational focus: expresses exhaustive identi-
fication, certain constituents are out, it takes scope, involves movement and can be iterated;
b) information focus: merely marks the unpresupposed nature, is nonrestricted, does not take
scope, does not involve movement and can project. For example, we can answer the question
‘Where were you last summer?’ with (2a), which has identificational focus, or with (2b]), which
has information focus. From these two answers only gets exhaustive interpretation.

(2) a. ANGLIABAN voltam.
(England.loc was.1sg)

‘It is England where I went.” [and nowhere else]

b. Voltam ANGLIABAN.
(was.1sg England.loc)

‘I went to England.” [among other places]

The pre-verbal focus in Hungarian falls under the category of identificational focus, whereas
the status of the information focus in Hungarian is rather questionable (see e.g. Szendr6i 2003).
In the following we will concentrate on the pre-verbal (identificational) focus to point out sev-
eral problems with the exhaustive meaning and ‘only’. In Hungarian ‘only’ (csak) is always
associated with identificational focus, see (3).

(3) a. Csak ANGLIABAN voltam.
(only England.loc was.1sg)

‘I went only to England.’

b. *Voltam csak ANGLIABAN.
(was.1sg only England.loc)

Since in Hungarian both ‘only’ (csak) and identificational focus indicate exhaustivity, the ques-
tion arises whether both contribute to semantics or one has only pragmatic function. English
data suggest that the interpretation of ‘only’ is on the semantic part and the interpretation of
focus is pragmatics. The Hungarian data I will discuss in the following sections will lead us to
a different view.

"Here and further on small capitals indicate pitch accent.
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1.2 Classical analyses of focus and exhaustivity

In this section I will briefly introduce two classical semantic analyses of focus and exhaustivity:
the Partition Semantics (Groenendijk and Stokhof 1984, 1991) and the Structured Meaning
Account (Krifka 1991, among others). In both theories, ‘only’ is identified with an exhaustivity
operator. Later on in the paper we will see that this view cannot be applied to some multiple
focus constructions and the exhaustive focus in answers in Hungarian.

Krifka proposes a structured meanings account of questions and the focusation of answers.
This theory is also called a functional approach, because the basic idea is that the meaning of
a question is a function, which when applied to the meaning of a congruent answer, yields a
proposition. Next to the function, its domain is given and together they form an ordered pair.

(4) [Who called Emil?] = (Ax[called(x,Emil)],PERSON)

Correspondingly, a sentence with focus is represented as a focus—background pair (F, B) where
if we apply the background to the focus B(F) we get the ordinary interpretation.

(5) [[ANNAF called Emil.]| = (Anna,Ax[called(x, Emil)])
Ax[called(x,Emil)|(Anna) = called(Anna, Emil)

In this theory the focus sensitive particle ‘only’ is analysed as an operator which takes a focus-
background structure. The meaning rule for ‘only’ (simple version) is the following:

©) [only]((F,B)) = B(F) AVX € Alt(F)[B(X) — X = F[

In order to get the right interpretation for Hungarian exhaustive focus in this framework we have
to introduce an exhaustivity operator that applies to the focus-background structure and has the
same interpretation as ‘only’:

(7) EXH((F,B)) = B(F) AVX € Alt(F)[B(X) — X = F]

With this exhaustivity operator we get the right interpretation for sentences like or (2a).
In this way sentences with identificational focus and sentences with ‘only’ will get the same
interpretation, since the interpretation of ‘only’ and the exhaustivity operator are the same. We
will see in section 3 that this view can be problematic for Hungarian.

Similar facts hold for the question analysis of (Groenendijk and Stokhof 1984, 1991). For the
semantics of linguistic answers they define an answer formation rule introducing an exhaustivity
operator, which gives the minimal elements from a set of sets.

(8) a. the rule of answer formation: if o is the interpretation of an n-place term, and
B’ is the relational interpretation of an n-constituent interrogative, the interpreta-
tion of the linguistic answer based on a in the context of the interrogative P is
(EXH"(o))(B'), where EXH" is defined as follows (generalized rule):

b. EXH" = AR"AR'[R"(R") A—~3S"[R"(S") AR" # S" AVE[S"(X) — R"(%)]]

In this model, if we give the answer ‘Anna.’ to the question ‘Who called Emil?’, then it is
interpreted as ‘Only Anna called Emil.’:

(9) (EXH(AP.P(Anna)))(Ax.called(x,Emil)) =
APYx[P(x) < [x = Annal|(Ax.called (x,Emil)) =
Vx|called(x,Emil) < [x = Annal]

2Alt(F) is the set of the natural alternatives of the focused element.
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So the interpretation is that Anna called Emil and nobody else (from the relevant) domain called
Emil.

2 Multiple focus interpretations
2.1 Two readings

This section focuses on two readings of multiple focus constructions. In case of sentences
containing two (or more) prosodic foci there are two possible interpretations. The two foci can
form an ordered pair like in (I0). Here semantically a pair of constituents is in focus. Krifka
(1991) calls this type complex focus to distinguish it from other multiple focus constructions.

(10) (Csak) ANNA hivta fel EMILT.
((only) Anna called VM Emil.acc)

‘It is the Anna, Emil pair of whom the first called the second.’
(11) John only introduced BILL to SUE. (from Kritka 1991)

reading: the only pair of persons such that John introduced the first to the second is
(Bill, Sue)

The other type is one involving real multiple foci (Krifka 1991). In this case there are two focus
operators and the first focus takes scope over the second one. See the following examples:

(12) Csak ANNA hivta fel csak EMILT.
(only Anna called VM only Emil.acc)

‘Only Mary called only Peter.” [the others nobody or more persons]
(13) Even; JOHN; drank only, WATER. (from Krifka 1991)

A similar distinction can be found in Hungarian multiple constituent questions. In multiple
wh-questions there are two possible word orders that lead to two different meanings.

(14) a. Ki kit  hivott fel?
(who whom called VM)

‘Who called whom?’ (pair-list)

b. Ki hivott fel kit?
(who called VM whom)

‘Who called whom?’ (complex)

(14a)) requires a pair-list answer, while (14b) is a restricted question where both the questioner
and the answerer already know that there is only one pair of whom the “call-relation” holds. The
question can have a strict and a loose meanings (Liptak 2000). In the case of the strict meaning
there are two specific individuals — e.g. Anna and Bea — under discussion, and the question is
just about the theta-roles of the individuals: (a,b) or (b,a). In the case of the loose meaning
there is a specific set of pairs of individuals, and the questions wants one element from this set.
In our examples the interpretation of question (14b)) corresponds to the complex focus reading
in (10), in both cases there is one pair of individuals of whom the “call-relation” holds.

In the following I will use a bit more informative terminology for these two types: pair-reading
for the complex focus and scope-reading for the double focus/real mutiple foci.

The above examples show that these two different readings are present in Hungarian. However,
interestingly, example can have both readings: the scope-reading (I35}) and the pair-reading
(I5b).
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(15) Csak ANNA hivta fel csak EMILT. (d12)
(only Anna called VM only Emil.acc)
a. ‘Only Mary called only Peter.” [the others nobody or more persons]
b. ‘It is the Mary, Peter pair of whom the first called the second.’

One of the main questions of this paper is to find out how to analyze example (I5p), where a
pair of constituents is in focus but there are two ‘only’s. This case is rather problematic for the
classical theories, since they analyze ‘only’ as an exhaustivity operator but here we have only
one operator applied to the pair of constituents.

2.2 Analyses

In example exhaustivity applies to pairs, which is exactly what Groenendijk and Stokhof’s
(1984, 1991) generalized definition of exhaustivity gives us. In our examples there are two
terms, so the interpretation runs as follows:

(16) (EXH?(AR[R(a,e)]))(AxAy.called(x,y)) =
ARVXYY[R(x,y) < [x = a Ny = e]|(Axhy.called (x,y)) =
VxVy[called(x,y) < [x =aNy =¢e]]

Krifka (1991) also gives an elegant analysis of multiple focus constructions in a compositional
way. He gives a recursive definition of extended application for Focus-Background structures
and defines the syntactic-semantic rules as follows (we give here only the relevants ones
for our examples).

(17)  o(B) functional application

{0, B)(v) = (AX.[a(X) ()], B)
(e, B)) = AX y(a(X)), B)
(0.B)(1.3)) = (AX o ¥.[a(X) (1(1))], B+ 8)

(18) S — NP VP; [[s NP VP]] = [NP]([VP])
VP — V NP; [[vp, V NP]] = ASATAx.T (Ay.S(x,y)) ([V])(INP])
C — Cr; [Crl = (AX X, [C])
C — FO C; [[¢ FO C]] = MX, Y )AOPZ.0((X,Z)) ()] ([C)([FO))

X oY is defined by Krifka as a list, but practically it is an ordered tuple (in our case here: a pair).
FO stands for the focus sensitive operator (‘only’). According to this system the interpretation
of is as follows:

(19)  Emilp: (AT.T,e)
called Emilp: (\TAx.T (Ay.called(x,y)),e)
Annap: (MT.T,a)
Annar called Emilp: (AX o Y [X (Ax.Y (Ay.called(x,y))],aee)
only Annar called Emilp:
called(a,e) ANVxey[[xey € Alt(aee) Acalled(x,y)] — (xey=aee)]

These examples (16} [I9) show us that both theories can easily deal with prosodically multiple
foci that express semantically one focus, a pair. Both theories take an operator (exh/‘only’) that
applies to an ordered pair. This way we get the intended meaning that it was the Anna, Emil

3To make it simpler we give the rules without types. For more details see (Krifka 1991).
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pair of whom the first called the second and there are no other pairs in the domain of which the
call-relation holds. The problem of identifying ‘only’ with the exhaustivity operator is not yet
visible here, because the interpretation results are correctly the same for and (20b), both
have a pair-reading.

(20) a. ANNA hivta fel EMILT.
(Anna called VM Emil.acc)

b. Csak ANNA hivta fel EMILT.
(only Anna called VM Emil.acc)

for both: ‘It is the Anna, Emil pair of whom the first called the second.’

The problem arises if we try to get the interpretation (I5p) according to the classical theories.
In Groenendijk and Stokhof’s (1984, 1991) framework the two ‘only’s are the operators that
exhaustify the phrases|*. Following this the interpretation of goes as follows:

(21) (EXH(AP.P(a)))((EXH(AP.P(e)))(AxAhy.called(x,y)))=
(APYy[P(y) < y = a])(APVx[P(x) < x = e])(Axdy.called(x,y)))=
Vy[Vx[Ay.called(x,y) < x =a] <y =¢]

It says that only Anna is such that she called only Emil, so we get the ‘scope-reading’ (15a).
Exhaustifying the terms separately we cannot get the complex focus interpretation (I3b).

The same problem arises for the interpretation in Krifka’s (1991) analysis, where the two ‘only’s
are applied to the two focused constituents respectively. In this framework as well, for (15]) we
get the ‘scope-reading’ (I5p) but not the ‘pair-reading’ (I5b).

(22) only Emilg: AP[P(e) AVy[(y € Alt(e) AP(y)) — y =e]

called only Emilg: Ax[called(x,e) AVy[y € Alt(e) Acalled(x,y) — y = e

only Annag: AP[P(a) AVx[(x € Alt(a) ANP(x)) — x = d]]

only Annar called only Emilg:

AP[P(a) NVx[x € Alt(a) A P(x) — x = a]](Ax[call’ (x,e) A

Vyly € Alt(e) Acall' (x,y) — y=el]])=

called(a,e) ANVyly € Alt(e) Ncall'(a,y) — y = e] ANVx[x € Alt(a) A (call' (x,e) A

Vyly € Alt(e) Acall'(x,y) = y=ce]) = x=d]

2.3 Proposal

A possible solution to solve the above problem is to suppose that in the case of the complex focus
meaning of (I2b) semantically there is only one operator. This can give rise to a suggestion that
‘only’ here is a resumptive operator and we have a kind of concord. However, I want to avoid
this idea because of the fact that dropping the second ‘only’ from the sentence does not lead to
ungrammaticality but gives the same meaning, see example and (20D).

Rather we suppose that ‘only’ and the exhaustivity operator are different, and in this case there
is one exhaustivity operator that applies to the pair of the arguments, and the two ‘only’s work
pragmatically saying that only Anna calling somebody and that only Emil being called by some-
body were both unlikely or against the expectations.

4 An alternative might be that next to the exhaustification of the *only’s the exhaustification of the identificational
focus comes on the top of it. It might be the case that exhaustification of the pair of exhaustified terms does not
lead to scopal meaning. The question if this alternative might be correct is left for further research.
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As for the double focus meaning where the first focus takes scope over the second one we
suppose two separate exhaustivity operators, but on different points of the discourse. At the
point of the discourse when the sentence is uttered the second focused expression comes as old
information and happens to be in the scope of the first focus, which constitutes new information.
This way the two focused expressions are apart and there is no way for them to form a pair.

(23) Q: Ki hivta fel csak EMILT?
(who called VM only Emil.acc)

‘Who called only Emil?’

A: Csak ANNA hivta fel csak EMILT.
(only Anna called VM only Emil.acc)

‘Only Anna called only Emil.” (scope-reading)
#°It is the Anna, Emil pair of whom the first called the second.” (pair-reading)

3 A pragmatic analysis of ‘only’

As we saw in section 1.2 the Structured Meaning Account and the Partition Semantics both
treat ‘only’ and exhaustivity as identical. In this way we cannot account for examples of con-

stituent questions and answers in Hungarian where the occurence of ‘only’ makes a significant
difference, as in example (25).

In section 2 I suggested a pragmatic account of ‘only’ in multiple focus constructions where a
pair-reading comes together with two ‘only’s. With the following examples we obtain another
argument for a pragmatic analysis of ‘only’ in Hungarian. Consider the following examples:

(24) a. Ki hivta fel Emilt?
(who called VM Emil.acc)

‘Who called Emil?’

b. ANNA hivta fel Emilt.
(Anna called VM Emil.acc)

‘It is Anna who called Emil.’

c. Csak ANNA hivta fel Emilt.
(only Anna called VM Emil.acc)

‘Only Anna called Emil.

(25) a. Kik  hivtdk fel Emilt?
(who.pl called.pl VM Emil.acc)

‘Who called Emil?’

b. #ANNA hivta fel Emilt.
(Anna called VM Emil.acc)

‘It is Anna who called Emil.’

c. Csak ANNA hivta fel Emilt.
(only Anna called VM Emil.acc)

‘Only Anna called Emil.

For the question in (24a) the answers with or without ‘only’ and [24c]) are semantically
equivalent, saying that Anna and nobody else called Emil. The focus in (24b]) expresses exhaus-
tive identification, thus the interpretation is as follows:
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(26) called(a,e) \Vx € Alt(a)[called(x,e) — x = a]

Therefore it seems that the appearance of csak ‘only’ in does not make any difference,
since it is interpreted as (26)), too. But consider example (25])) where we pose the same question
in plural, so we make an expectation explicit of more persons calling Emil. Question (25a)
cannot be answered with a simple identificational focus, but — with ‘only’ — is felicitous.
Considering the above example I propose that it is not the ‘only’ that is responsible for the
exhaustive meaning. What ‘only’ does here is simply cancelling the expectation, and therefore 1
claim, that ‘only’ in answers has a pragmatic rather than a semantic function. This idea is similar
to Zeevat’s (to appear) proposal about ‘only’. In his examples ‘only’ seems to be superfluous and
he concludes that the function of ‘only’ is less semantic and more pragmatic than was assumed
before. He suggests two possible ways to solve this problem. The first one is that ‘only’ has a
pragmatic function to cancel the expectation of the questioner, and the second one is that ‘only’
makes exhaustivity stronger in the sense that it expands the extension of the restriction on the
hidden wh-phrase in the topic. Considering the Hungarian data I prefer the first solution. In the
following I will discuss some examples of Hungarian focus and ‘only’-sentences and present
my proposal to try and solve the above problems.

To explain what is going on in (24) and (25)) I use Groenendijk and Stokhof’s (1984, 1991)
theory of questions and answers. In this theory the meaning of an interrogative determines what
its possible complete semantic answers are. The semantic interpretation of an interrogative is an
equivalence relation over the set of possible worlds, thus an interrogative sentence denotes a par-
tition of logical space. Every block of the partition induced by ?¢ contains the possible worlds
where the extension of ¢ is the same, thus the meaning of a question is a set of propositions, the
set of complete semantic answers to the question.

27) [7%0] = {(w,v) € W? | [AZ0]" = [Ax0]"}

For example, if we have a relevant domain D = {Anna,Rena,Tomi} who might have called
Emil then the question ‘Who called Emil?’ (5244) expresses an eight-block partition:

(28) Aw.—3x.called(x,e)(w) nobody
Mw.Vx.called(x,e)(w) —x=a anna
M.Vx.called(x,e)(w) < x=r rena
Aw.Vx.called(x,e)(w) < x =t tomi

M.Vx.called(x,e)(w) < [x =aVx=r] anna and rena

M.Vx.called(x,e)(w) < [x =aVx=t] anna and tomi

M.Vx.called(x,e)(w) < [x=rVx=t] rena and tomi
Mw.Vx.called(x,e)(w) everybody

The question in example (24)) is equated with the partition in (28). The focus expresses exhaus-
tive identification, thus it contains an implicit exhaustivity (EXH) operator (along Groenendijk
& Stokhof, 1984, 1991). Consequently, the proposition that a sentence with identificational
focus denotes is one of the propositions in the partition induced by the underlying question;
the answer with identificational focus is a complete semantic answelﬂ Thus identificational
focus selects one block from the partition, or equivalently, it eliminates all blocks but one from
the partition. In case of (24b) the focus selects the block containing the proposition only Anna
called Emil.

SFor the simple cases.



Complex Focus Versus Double Focus 37

(29) nobody anna and rena
P anna anna and tomi
rena rena and tomi

tomi everybody

Question (25)) has an explicit expectation from the questioner’s side: (s)he thinks that there
was more than one person (from the relevant domain) who came. This expectation should be
interpreted as a restriction on the partition:

r-—---- -7~ A
(30) nobody | anna and rena
| ;|
P4 anna ‘anna and tomi || p’
[ L
rena | rena and tomi |
tomi | _everybody |

For the identificational focus only the restricted area (dashed lines) is accessible to select a
block. Therefore we cannot reply to (25a) with (25¢), because the block where the proposition
is only Anna called Emil is not among the available ones, but we can reply with (31). It follows
from this that it is not the case that the exhaustive focus is out as an aswer for plural questions.

(31) ANNA és ToOMI hivta fel Emilt.
(Anna and Tomi called.3sg VM Emil.acc)

‘It is Anna and Tomi who called Emil.’

Thus the answer with an identificational focus is a complete semantic answer and also a com-
plete pragmatic answer.

In fact, for question (25a)) it is not excluded to give an answer that expresses that Anna and
nobody else called Emil, but in case of we need csak ‘only’ to go explicitly against the
previous expectation of the questioner. Thus csak ‘only’ cancels the restriction, whereby the
blocks which were excluded before “pop-up” again, so they become accessible for the iden-
tificational focus to select one of them. It follows that the exhaustive identification — namely
selecting a block from the partition — is the function of the identificational focus, and csak ‘only’
has a pragmatic effect on the domain restriction.

Given these observations we may wonder “What is happening in (24c)?’ In question the
questioner does not have any expectation about how many people came, but we can answer with
an ‘only’-sentence. I claim that in this case the use of ‘only’ in the answer gives information
about the answerer’s previous expectations, namely the answerer expected more people to come.
But according to the questioner’s information state this additional information is irrelevant.
Nevertheless, it shows, too, that (24b) and are slightly different and the use of ‘only’ in
is not redundant.

The main idea outlined above can also be applied to multiple constituent questions and their
answers with multiple foci. As we saw in example (14), in Hungarian there are two possible
structures for questions containing two wh-phrases, and these two different structures have a
different meaning.

(32) a Ki kit hivott fel? (144} pair-list)
(who whom called VM)
"Who called whom?’
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(33)

b.

o

#ANNA hivta fel EMILT.
(Anna called VM Emil.acc)

"It is the Anna, Emil pair of whom the first called the second.’

Csak ANNA hivta fel EMILT.
(only Anna called VM Emil.acc)

"It is the Anna, Emil pair of whom the first called the second.’

Ki  hivott fel kit?  ( complex)
(who called VM whom)

’Who called whom?

ANNA hivta fel EMILT.
(Anna called VM Emil.acc)

"It is the Anna, Emil pair of whom the first called the second.’

. #Csak ANNA hivta fel EMILT.

(only Anna called VM Emil.acc)
"It is the Anna, Emil pair of whom the first called the second.’

Example (32)) perfectly fits in the previous picture; the explanation is the same as it was for (24)).
Over a domain of three persons D = {Anna, Emil, Tomi} the partition determined by has
512 blockf] , and since ZZa]) is a pair-list question, we have an expectation that there were more
calls, that restricts us to the blocks containing more than one pair.

(34)

P

nobody called nobody

(anna,emil)

(tomi, rena)

,,,,,,,,,,,,,,,,,,,,

For (32a) the answer (32b) is infelicitous, we cannot simply select the block where there is
only the (Anna, Emil) pair. It is not accessible because of the expectation (restriction) of the
questioner, we need ‘only’ again to go against the expectation. is felicitous, because the
restriction is cancelled, so the identificational focus can select the block where there is only one
pair: Anna and Emil.

Example (33)) is a bit different, since here both the questioner and answerer already know that
there is only one pair of persons of whom the call-relation holds. The question in (33a)) denotes
a partition where the blocks contain one pair.

6 Assuming that people can call themselves.
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(35) Loose meaning: Strict meaning:
(anna,emil) (anna,emil)
(anna,tomi) (emil ,anna)

(tomi,anna)

(tomi,emil)

The complex focus can select one of the blocks, but is out. The explanation is that in this
case both the questioner and answerer know that there is one pair, thus there is no expectation
from both sides, so for ‘only’ there is nothing to cancel, therefore the use of ‘only’ in this context
is out.

4 Multiple focus readings

Example raises the question what linguistic factors play a role to disambiguate between
the two meanings. In this section we will discuss these factors: intonation, syntactic structure,
appearance of ‘only’ and information structure. Our claim is that in order to interpret multiple
foci we have to take into consideration all these factors. First of all we discuss intonation, which
seems to have a very important role here. For sentence (I2) two different intonation patterns
lead to two meanings.

(36) Csak ANNA hivta fel csak EMILT. (512)
a. Csak Anna hivtafel  csak Emilt.
H*LL L-H% H*-LL = pair-reading / *scope-reading
‘It is the Anna, Emil pair of whom the first called the second.’
b. Csak Anna hivta fel csak Emilt. = *pair-reading / scope-reading
H*-LL L L H*L
‘Only Anna called only Emil. [the others more or nobody]’

In (36f) both focussed constituents get pitch accent, before the second focused element there is
a little stop (end of an intonation phrase) and just before this break there is a rising intonation.
This intonation pattern gives us the complex focus (pair) reading. In (36p) all words between
the focussed constituents are deaccented and there is no breakm This pattern gives the double
focus (scope) reading. Intonation has the role to yield the intended meaning, however, there
is no one-to-one correspondence between intonation patterns and meanings, since for and
the pair-intonation leads to the pair-reading, but the scope-intonation leads either to the
pair-reading again or ungrammaticality. Interestingly only for structure (I2) we can get the
scope-reading, for structures (I0)) and (20Db) the scope-reading is out.

(37) Csak ANNA hivta fel EMILT. (520b)
a. Csak Anna hivtafel  Emilt.
H*-LL  L-H% H*-L — pair-reading / *scope-reading

b. Csak Anna hivta fel Emilt.
H*LL L H*L = *pair-reading / *scope-reading

(38) ANNA hivta fel EMILT. (510)

T will not discuss here the question whether the second focused phrase here is deaccented as well or gets pitch
accent. There are different opinions on this topic, according to my intuitions the second focus is not deaccented.
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a. Annahivtafel  Emilt.

H*LL  L-H% H*-L = pair-reading / *scope-reading
b. Anna hivta fel Emilt.

H*LL L H*L = *pair-reading / *scope-reading

This suggests that the scope-reading is only possible with ‘only’-phrases. We cannot even ask
Who is that, who called Emil and nobody else? by using (39al), but we can by using (39b). Thus
it seems that to express scope-meaning without ‘only” we need a special syntactic structure.

(39) a. *Ki hivta fel EMILT?
(who called VM Emil.acc)

‘Who called Emil (and nb. else)?’
b. Ki hivta EMILT fel?

(who called Emil.acc VM)

‘Who called Emil (and nb. else)?’

E. Kiss (1998) proposes an elegant syntactic analysis of multiple focus constructions. She
claims that F(ocus)P(hrase) (Brody 1990) iteration is possible. According to this analysis, the
second focused constituent also moves to an FP position, while the verb moves to the first F-
head going through the second one. This syntactic analysis supports the cases where we have
semantically two focused elements, hence two focus/exhaustivity operator where the first takes
scope over the second one.

(40) Csak ANNA hivta csak EMILT meg.
(only Anna called only Emil.acc VM)

‘Only Anna called only Emil. [the others more or nobody]’

FP
/\
DP F
N T
csak Anna F FP
| /\
opr+hivta DP
/\ /\
csak Emilt F VP
‘ /\
opr+t, AdvP \'A

fel V DP DP

4 K
Alberti and Medve (2000) gives a different syntactic structure for the pair-reading which they
call “mirror focus” li construction versus the “double focus” construction from E. Kiss.

(41) (Csak) ANNA hivta fel (csak) EMILT.
((only) Anna called VM (only) Emil.acc)

‘It is the Anna, Emil pair of whom the first called the second.’
. [Fp [vp LIty XPy ], [F’ F+(V+Vy), [VP tgt;ty, XP; ] ti]]

The advantage of this analysis is that it assigns a different syntactic structure for the complex
focus, where there is only one focus phrase and consequently only one focus/exhaustivity oper-
ator which is applied to an ordered pair of arguments. The disadvantage is that these analyses
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suggest a correspondence between the readings and the structures respectively. However, the
picture is not as simple as that, since it can be the case that structure gets the pair reading
or structure (41)) gets the scope reading. Consider, for example, the following example with the
same word order as in (40), but with the strong intonation pattern we can get the complex focus
reading.

(42) ANNA hivta EMILT fel.
(Anna rescued Emil.acc VM)

a. Anna hivta Emilt fel.

H*-L L-H% H*-L L%—> pair-reading
b. Anna hivta Emilt fel.

H*LL  H*-L L% = scope-reading

There are at least three factors that play a role in the interpretation of multiple focus construc-
tions: the use of different intonation patterns, different word order and the occurence of ‘only’.

5 Conclusion and further issues

The paper presented some investigations on Hungarian focus interpretation concentrating on the
multiple (double) focus constuctions. We saw that the interpretation of Hungarian exhaustive
focus and ‘only’ is problematic for the current semantic analyses in several cases like (I2b)
where we have two ‘only’s but a complex focus reading; and also in the answers of singular and
multiple wh-questions. On the basis of these examples we claim that exhaustivity operators and
‘only’ are distinct (in Hungarian) and ‘only’ in Hungarian has a strong pragmatic nature which
goes against expectation. In section 4 we saw several linguistic considerations that give the
“complex focus” or double/real multiple focus reading of multiple focus constructions. On the
one hand there is a strong intonation pattern which gives the complex focus reading, but there is
no one-to-one correspondence between intonation and interpretatio since word order or the
appearance of ‘only’ can modify it. Thus, the main claim is here that for the disambiguation
between these two readings, intonation, syntactic structure and ‘only’” work together.

In the research on exhaustivity, ‘only’ and multiple foci, there is another important issue: the
scalar reading. According to Hungarian data scalar ‘only’ and non-scalar ‘only’ behave differ-
ently in scope-relations.

(43) Csak HAROM FIU tud befogni csak OT CSIKOT.
(only three  boys can hitch  only five foals.acc)

‘Only three boys can hitch only five foals.’

Example (43)) allows for four possible readings in principle: 1) the first ‘only’-phrase (OP) is
scalar and the second OP is non-scalar/exhaustive, 2) the first OP is scalar and the second OP
scalar, 3) the first OP is exhaustive and the second OP is scalar, and 4) the first OP is exhaustive
and the second OP is exhaustive. However, from these four possible readings the ones where the
first ‘only’-phrase gets a scalar interpretation are ungrammatical. This suggests the following
generalization: if we have two only-phrases where the first takes scope over the second one, then
the first one cannot be scalar, but has to be exhaustive and distributive. However, this does not
mean that scalar ‘only’-phrase cannot take wide scope. There are examples where the second
focus phrase is without ‘only’, and the first focus phrase with ‘only’ can have both a scalar and
non-scalar reading (with different underlying questions).

8The same conclusion is drawn by Safafové’s (to appear) work.
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Abstract

This paper presents a compositional semantic asatypluractional adverbial modifiers like
'dog after dog' and 'one dog after the other'. \Wp@se a division of labour according to which
much of the semantics is carried by a family ofalwperators. The adverbial itself contributes a
semantics that we call pseudoreciprocal.

1 Introduction

The topic of this paper is the semantic analysis of the sesden (1). (1a,b) contain the
adverbial modifiers 'one after the other' and 'dog after dogiecasely, which add to the
simple (1") information on how the overall event of the dogs entehagroom is to be
divided into subevents based on a division of the group of dogs into individualMilegsall
these adverbials pluractional adverbials, following e.g. Lasers¢i®8b) use of the term
pluractionality for the division of larger eventualities into subeventualities.

(2) a. These three dogs entered the roamafter the othetr
b. They entered the roodog after dog

(19 These three dogs entered the room.

The type of situation described by (1a) (and also by (1b) ifefezent of 'they' is the same as
the referent of 'the three dogs') is depicted informally in@.will aim to derive this fact by
associating with (1a,b) (roughly) the truth conditions in (3); tlkatwe will propose a
compositional semantics for (1a,b) that derives approximatelyutredonditions in (3), and
(3) serves to capture our intuitions about the situations in which (dapld}l be considered
true.

(2) a. These three dogs entered the room one after the other.
b. D3->D2->D1
"X ->y" = X enters the room after y

(3) These three dogs entered the room, and the entering can be divided into a sequence of
subevents in each of which one of the dogs enters, and the dogs caiiée idio a
sequence of individual dogs each of which entered in one of the subevents.

While we largely concentrate on the particular examplé€$)inthe phenomenon as such is of
course more general. Other examples of reduplicative adverkmlsldig after dog' are given
in (4), and other examples of the 'one ... the other' type are provided Fhese data were
collected informally from the web.

(4) a. This mystery offerguzzle within puzzle
b. She laidbook upon bookand built a staircase long enough to climb up
and look over the wall.
C. The Wall of Tears is a very big wall that was bsiibne over stone

by the prisoners when Isabela was a penal colony back in 1946.
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(5) a. Because life's interaction is like a series of boreswithin the other,
ecological studies are organized in hierarchical levels
b. In storing textiles, rugs, or other large-sized weavings, these should aever b
folded and pile@dne upon the other.
C. My grandmother had on not just one skirt, but fong over the other

There have of course been earlier approaches to these or neteedmena. The most
relevant ones to our knowledge are the following: Moltmann (1995), who proposes a
analysis of 'piece by piece' adverbials; Stockall (2001), who semlylog after dog' type
adverbials; and Zimmermann (2002), who proposes a refinement of Stoekallysis. Our
goal in this paper is not so much to develop a compositional semah(its but rather to
develop such an analysis in the framework of plural predication dedelod@eck (2001).

The earlier proposals just mentioned do not have that aim.

We will first introduce the background on plural predication that sgeime, in section 2. In

section 3 we analyse the 'one ... the other' type of adverliakisystem. We take a closer
look at the internal make-up of the modifier in section 4 and propasnantics we call

pseudoreciprocal. We go on to suggest that a certain kind of appacgmbcal had better

receive an analysis in terms of pseudoreciprocity. Section 5 concludes the pape

2 Background

Besides individuals (type <e>) we use eventualities (type We)assume that bothelthe
denotation domain of individuals - count and mass) agd(tbe denotation domain of
eventualities) have a mereological structure:
(6) For any set M1 Dg, 2M [0 Dg (Lewis, 1991)

whereo = e oro = v andzM is the mereological fusion of the elements of M.

(7)  x+ty=%{x,y}
the fusion of those individuals that are parts of x or y or overlap with x and y

8) a part of relatior:
a primitive relation between individuals: antisymmetric, reflexivesitave
b. overlap relation o:

xoyiff (Z[z<x & z<Yy]

We assume that basic predicates can be pluralized in order totappigups (or generally
entities with a part-whole structure). For this purpose we uamayfof operators of various
types, beginning with Link's (1983) * operator for the pluralizatiox@t> predicates, and
moving on to operators pluralizing relations (compare in particetarnefeld (1998), also
Beck (2001)). The relevant case for our present purposes is anoopér#tat pluralizes
predicates of type <e,<v,t>>. The pluralized relation is truallahe things that the original
relation was true of, plus all the part-whole structures that can be builthem

(9) Cumulation operator **
Let R be a relation of type <e,<v,t>>. TH&hR] is the smallest relation R' such that
the condtions in (a) and (b) are satisfied.
(@ ROR
(b) for all <x,e> and <y,e">:
If <x,e>[ R"and <y,e"*]1 R’, then <x+y,ete's] R’

We further assume that all such pluralization is sensitivedongextually given division of
entities into subparts. We concretely follow Schwarzschild (1996) sugmests that the
context provides a cover of the universe of discourse (compare alsanameeMoltmann

(1995)). The covers relevant for our purposes will all be partitidenged in (11a). (11b,c)
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define two useful bits of notation: the constraint that the covergagtdion of an entity x in
(11b), and in (11c) the part of the cover that pertains to an entity x.

(10) Cover (mereological version)
C is a cover of x iff C is a set such th&t = x.

(11) a. A cover C is a partition iff for any X,y C: x and y don‘t overlap.
b. PART(C,x) := 1 iff C is a partition (and a cover) of x.
C. Cov[x] = {y: yICov & Zy<x}

We implement these suggestions through syntactic pluralization iopsrauch as (12) for
pluralization of type <e,<v,t>> predicates; (12) combines the ** operatith the
requirement that the division into subparts be into the contextuddlyardg ones, plus the
presupposition that the contextually provided cover be a partition of the entitiedeceds

(22) [[PL]] = ACoVAR<e <y t>>AX.Ae: PART(Cov,e+x).
**[ AX'.Ae".Cov(e') & Cov(x') & R(x")(e)](x)(e)

The use of PL is illustrated in the example in (13). A predicéttype <e,<v,t>> is created
through movement of the object NP. The PL operator together sittoiter restriction is
adjoined to that predicate. If the presupposition triggered bys Phet, the result will be the
predicate of events in (13c). (13c) is true of an event e iff dr@ndake can be divided into
relevant parts x and e’ that stand in the relation 'John ate"x Tine cake and the big event e
can be divided in this way just in case (13d) is true: each rdl@aat of the cake was eaten
by John in a relevant subevent, and each relevant subevent has Jaha eal@vant part of
the cake in it. Thus (13a) is true of an event that can be dividedniatibes events of eating
parts of the cake; a sample situation would be (14).

(13) a. John ate the cake.
b [ [the cake] [PEov [<e<v,>>A1[ John ate t1 ]]]]
C. Ae.<e,C> **[ Ax.Ae'.Cov(x) & Cov(e') & J eat x in €']
d OX[x<C & Cov(x) ->[k'[e<e & Cov(e') & Jeat x in €] &
e'[e<e & Cov(e') ->[X[x<C & Cov(x) & J eat x in e']]

(14) a. g(Cov)[C+e] ={c1, c2, el, e2} with e=el+e2 and C = cl+c2
b. [eat] ={<J,cl,el>, <J,c2,e2>}

It is not obvious that such an analysis in terms of pluractionalibheeded for (13). In (15),
however, with the adverbial 'piece by piece’, it is clearttietruth conditions of the sentence
imply a division of the overall event of eating the cake into subedepsnding on a division
of the cake into pieces. This is reflected in the truth conditaescribed in (15"). The
adverbial 'piece by piece' seems to be an instantiation of iarvefsthe PL operator with a
cover of the cake into pieces. We will not worry here too much dimwtto implement this
idea; one possibility is given in (16). The resulting truth conditions (éécEspond closely
to the ones in (13c,d): (16c) is true of an event e iff e and the cake can be divodetevdnt
parts y' and e' such that y' is a piece and John are y' in e'sThath piece of the cake was
eaten by John in some relevant subevent, and each relevant subeveartiweatihg a piece
of the cake.

(15) John ate the cake piece by piece.

(15" (15) is true of an event e iff the relevant division of the cake is into pi@ed®ach
piece was eaten by John in a relevant subevent of e, and each relevant subevent of e is
an eating of one of the pieces by John.
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(16) a. [ [the cake] [ piece by piatgy [<e<v,i>>A2[ John ate t2 ]]]]]
b. [[ piece by pieagoy]] = AR<e<v,t>>Ay.Ae: PART(Cov,e+y).
*[Ay'Ae'.Cov(y') & Cov(e') & y'is a piece & R(y)(e)](y)(e)
C. Ae. <e,C>I**[ Ay'.Ae.Cov(y') & Cov(e') & y'is a piece & John ate y' in e']

3 One after the Other

We can now return to the problem that interests us, repeated bemwapp¥oach it by first
considering more standard occurrences of the modifier 'afteam¢Pextending their analysis
to 'after the other'.

(2)  These three dogs entered the room one after the other.
D3->D2->D1

(3) These three dogs entered the room, and the entering can be divided into a sequence of
subevents in each of which one of the dogs enters, and the dogs can be divided into a
sequence of individual dogs each of which entered in one of the subevents.

3.1 The Modifier 'after NP’

Our baseline will be the contribution of 'after NP' suggested in fd@7(17). This leads to the
semantics in (17") for 'after Katie": it modifies a relatioihtype <e,<v,t>> and adds the
information that the relation held between Katie and the immegiptelceding event. We
rely on the notion of the relevant predecessor of an event, which évéhé whose running
time is immediately before the running time of the event considered.

(17) Min entered the room (immediately) after Katie.

(179 Ae. Min enters the room in e & Katie enters the room in pred(e)
pred(e): the immediate predecessor of e

(A7%) [[after Katie]] =AR<e,<v,t>>Ax.Ae.R(X)(e) & R(Katie)(pred(e))

(18) pred(e) ze":t(e’) <t(e) & Ue"[t(e") <t(e) -> e" =e' or(e") <1(e)]

A generalized verison of this idea is given in (19) and (20).€l'feean ordering relation on
events based on temporal precedence. We can identify the predemessaling to that
order.

(19) ordering relation on events
e is before e". g e'iff t(e) <t(e")

(20) the immediate predecessor of:e
pred(e) ae: el e &e"[e"Ue->e"=¢e'or el e

3.2 The 'Other Dog

The instance of the 'after'-modifier that we are confrontel isitafter the other'. The key to
our analysis of pluractional ‘one after the other' lies in our utaheling of the meaning of
'the other' in this construction. We suggest that for each dogeltheant other dog is always
the immediately preceding one. That is, we propose that thesm isrdering on the
individuals that is derived from the ordering of events, as in (21).pfééecessor of an
individual can be defined on the basis of that derived order.
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(21) ordering relation on individuals:
xOvyiff (e[xisineandleyisine'->d]e"]

X is before y iff x occurs in a relevant event before y does

(22) the immediate predecessor of:x
pred(x) =tly: yOx & Oz [zOx ->z =yor zly]

Finding the predecessor for each dog requires that the dogs cassulty be ordered into a
sequence. (23) defines the notion of sequence: the cover has to hareghrsy so that its
members can be ordered. In our example, we would have (24).

(23) Cov[x] is a sequencaff
Cov[x] = {X1,....n} and for any X, Xj+1: Xj 0 Xj+1

(24) Covle] = {4,...,en} such that for anyjeg+1: § O g+1
Cov[these 3 dogs] = {x ..., X} such that for any x xj+1 xi O xj+1 ={D1, D2, D3}

If the appropriate sequence is given, then the truth conditions ekauorple (1) can be stated
as in (25) below. From (25a) we get (25b). The overall truth conditiengrapose are
paraphrased in (26).

(25) a. <3D,exI**[ Ax.Ae". Cov(x) & Cov(e') & x enters the room in e' &
pred(x) enters the room in pred(e"]
b. Ox[ x<3D & Cov(x) ->[k'[exe & Cov(e’) & x enters the room in e' &
pred(x) enters the room in pred(e’)]] &
Ue'[ exe & Cov(e') ->[X[x<3D & Cov(x) & x enters the room in e' &
pred(x) enters the room in pred(e')]]

(26) e can be divided into a sequence of subevents, and
the three dogs can be divided into a sequence of individual dogs, such that
each dog entered the room in a relevant subevent, and its predecessor
entered in the preceding subevent, and
each subevent was one of one of the dogs entering, and the preceding event
was one of the predecessor of that dog entering.

These truth conditions can be derived straightforwardly from tlggchbForm in (27). The
subject is raised, with the movement binding an anaphor contained NPthibe other'; the
relevant pluralization operator is attached to the modified oeldthe predicate created by
the movement). We propose a version of our PL operator that inctmpdna constraint on
the cover that the cover of the relevant entity and event be ansequend we suggest a
semantics for the modfier 'one after the other' that is eallgrdai combination of what we
found out about 'after NP' in (17") and the idea that the NP hergbedes, for each dog, the
predecessor of that dog. With this, (27) will give rise to the truth conditions in (26).

(27) these 3 dogs [PEGov AX[<v t> X [<e <v,t>>entered the room] [one after the other x]]]
I QR I anaphor
(28) [one after the other = ARAy.Ae. R(y)(e) & R(pred(g(x)))(pred(e))

(29) [[PLS€Qcoy]]l = ARAzAe. Cov]e] is a sequence and Cov|z] is a sequence &
**[Az'Ae'.Cov(z')& Cov(e') & R(z')(e)](z)(e)
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3.3 The First Dog

The observant reader will no doubt have noticed that the truth conditi¢®8)isuffer from a
problem: We require that for each dog, that dog enter aftpretiecessor. But the first dog in
the sequence does not have a predecessor. So (26) as such could never be true.

We propose to embrace this prediction - so our compositional semasitickerive these
truth conditions. There must then be a pragmatic process thas altote ignore the first dog,
and thus makes it possible for (26) to be true. We suggest thatiglbgeéhe same process is
at work in (30) and (31) below. In (31) for instance, we must subtradtinArom the domain
of quantification and understand ‘everyone' to mean here ‘everyongribat’; else the
sentence could never be true. Likewise we subtract the firsy serre row from the domain
that 'each’ quantifies over.

(30) 20 Wachposten sind so in einer Reihe aufgestellt, dass jeder den vorherigen sehen
kann.
20 sentries are standing in a row such that each can see the one before him.

(31) Everyone has a faster computer than Arnim.

Thus we think that it is generally possible to reinterpret a dquaaiional statement that could
not come out true by subtracting the problematic indivdual from theidooh quantification.
This process will also have to apply to our examples in (1).

3.4 Similar Cases: One above/within the Other

In this subsection, we indicate how the analysis proposed for '@retladt other' extends to
similar instances of pluractional adverbials with different prejpos. Some examples are
given below. We will focus on (32a) with 'above'.

(32) a. These three children sleep one above/ next to the other.
b. She laid the books bundle beside/ upon bundle on the porch.

Our starting point is once more a regular occurrence of the ieQdB3a). The semantics in
(33b) leads to the meaning in (34) for the modifier. Like ouiexagkample 'after NP', the PP
modifies a relation. In this case, this is a relation betve@eimdividual and a place. It adds to
the original relation the information that the relation also holtisd®n the referent of the NP
and the relevant preceding place, which is the place immediately below.

(33) a. Hans sleeps above Fritz.
b. Ap. Hans sleeps at p & Fritz sleeps at bel(p)
bel(p) = the place immediately below p

(34) [[above Fritz]] ARAXAp. R(X)(p) & R(Fritz)(bel(p))

Once more, then, we have an ordering relation, this time basetieomdaning of the
preposition ‘above'. A place is smaller than another one accorditngtt@rdering if it is
below it. We then also have the notion of the immediately preceding place.

(35) ordering relation on places
p O p'iff p is below p'
(36) the immediate predecessor of p:
bel(p) =1p" p'U p & Op“[p" O p ->p" =p"or p'U p]
In order to find a denotation for the NP 'the other' in the pluractamhadrbial ‘one above the
other', we again suppose that there is a derived ordering of indivioasdsl on the one of

places (as defined in (37)), which will permit us to define tlel@eressor of an individual
according to the scale introduced by ‘above’ (cf. (38)).
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(37) ordering relation on individuals:
x Oy iff Op[xisin p anddp"[yisin p"->p p"]
X is below y iff x is in a place that is below any place that y is in.
(38) the immediate predecessor of x
bel(x)=1y: yOx & Oz [zO x -> z=y or z[J y]
The rest of the analysis is quite parallel to the analysiseoffter' example. We must be able
to divide both the place and the plural individual into a sequence. Givenvthatopose the

analysis in terms of the ** in (40) which amounts to the truth condiiio41). The resulting
truth conditions are described roughly in (42).

(39) Cov[p] ={pt,..-.m} such that for any ip pi+1: pi T pi+1
Cov[these 3 children] = {¥ ..., X3} such that for any x xj+1: Xi 0 Xj+1
(40) <3C,p>0** Ax.Ap'. Cov(x) & Cov(p') & x sleeps in p' & bel(x) sleeps in bel(p")]
(41) DOx[x<3C & Cov(x) ->
(p'[p'< p & Cov(p') & x sleeps in p' & bel(x) sleeps in bel(p)]] &
Up'[p'<p & Cov(p’) ->
[X[x < 3C& Cov(x) & x sleeps in p' & bel(x) sleeps in bel(p)]]
(42) The place p can be divided into a sequence of subplaces,
and the three children can be divided into a sequence of individual children such that:

each child sleeps above the one immediately below,
and each place has a child sleeping in it (...).

The compositonal derivation of these truth conditions is based on theaL&gien in (43)
and uses the PL operator in (44) - the same one as before adajati&dabout places instead
of events.

(43) these 3 children [PEG oy AX [X [ [ sleep] [one above the other x ]]]

(44) [[PLS€Qcoyv]] = ARAzAp. Cov|p] is a sequence and Cov|z] is a sequence &
“*[AZ'Ap’.Cov(z)& Cov(p’) & R(Z')(p)](2)(p)

Other prepositions occuring in the structure 'one Preposition the wotheld give rise to
different orderings, but be otherwise parallel to the examples discussed.

4 Pseudoreciprocity

In this section we will take a closer look at the internal simecof the modifier ‘one...the
other' and propose a more detailed analysis. We then exterahtigsis to certain cases of
apparent reciprocals, namely Dalrymple et al.'s (1998) InclusiNernative Ordering
reciprocals.

4.1 Pseudoreciprocal '‘One ... the Other'

The overt material in (45a) suggests an internal structurbeofiodifier as in (45b). We
assume that in addition there is covert structure in the formhefanaphor x and a
contextually given relation that will constrain us to the relewdher individual. A hidden
anaphor in the expression 'other' has been suggested e.g.iretHadinG1991) on the basis of
data like (46): 'another' here means 'a shirt different fromsihirt'. The expression ‘another’
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thus includes an anaphoric reference to 'this shirt'. The differetwedre (46) and our data
(as well as reciprocal pronouns) is that the anaphor is bound in the latter case.

(45) a. The dogs entered the room one after the other.
b. [one [ after [ the [other]]]]
C. [one [ after [ the [ R other x ]]]]

(46) Idon't like this shirt, bring me another.

In (47) we recall the desired semantics for 'the other', arfjuad the previous section. We
can achieve this result if the hidden relation variable is assigpahe context the value in
(48a) (this must come from the preposition), and compositional intefiprefproceeds as in
(48b). We end up with the meaning 'that y which is not x and immadjateceeds x' - the
predecessor of x according to the 'after' relation.

(47) [the Rotherx9 = pred(g(x))

=1y: y immediately precedes g(x)

=1y: yOd g(x) & Oz [zO g(x) -> z=y or z[ y]
(48) a. g(R) = immediately precede

b.  [[the [NP<e t>[<e,<e t>>R other] x ]] | P
=1y: y#9(x) & g(R)(9(x))(y) = pred(g(x))

The referential NP needs to combine with "after' in the sangeaw#he referential NP 'Katie'
would in the simpler case, repeated in (49). The ‘after' fre@b)(is combined with the
meaning of 'the other' in (51). The actual modifier we seeittades ‘one’. We propose that

that provides an additional constraint on the individual argument otlagon, namely that
that be a singular individual. The meaning of 'one after the other' is therb&3.in (

(49) a. Min entered the room after Katie.
b. Ae. Min enters the room in e & Katie enters the room in pred(e)

(50) a. [ after Katie] APAx.Ae.P(x)(e) & P(Katie)(pred(e))
b. [after ] =AzAPAx.Ae.P(x)(e) & P(z)(pred(e))

(51) [ after the R other x4 =APAy.Ae.P(y)(e) & P(pred(g(x)))(pred(e))

(52) [ one after the R other X[ APAy.Ae.P(y)(e) & one(y) & P(pred(g(x)))(pred(e))

We believe that (53a,b) are equivalent. Hence we suggest thatahaddifiers make the
same semantic contribution. One way to derive this would be to mawederlying form
(54a) from which both are derived as different surface forms.

(53) a. She washed them dog after dog.
b. She washed them one (dog) after the other.

54) a. one dog after the other dog
b. one-degfter the other-dog
C. -eredog afterthe-othatog

It is relatively obvious how to derive 'one after the other' from )(5damely, through a
process of N-deletion. This is not obligatory, at least not fofitsieN to be deleted, cf. (55).
(It is far less obvious how (54c) would be derived, and in fact seses remain open
regarding the internal structure that might suggest that ooeldwnot always trace
reduplicative adverbials to the same source as 'one ... the athenbials. We will put this
aside for the moment.)
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(55) a. She put the books one bundle beside the other (bundle) on the porch.
b. She examined the wine one bottle after the other (bottle).

The above considerations lead to a final revision for the inteserakntics of the modifier
which yields (56): we add the information that the relevant predeceas well as the
individual argument of the relation are Ns.

(56) a. [ [the [[[R other] x] N]] P =
ly: y#g(x) & g(R)(9(x))(y) & [INI(y) = pred(g(x))
b. [ one N after [the R other x NFJ=
APAy.Ae.P(y)(e) & one(y) & [N] (y) & P(pred(g(x)))(pred(e))

We call these modifiers pseudoreciprocal. They are reminis¢eatiprocals formally in the
use of 'other', and semantically in talking about a different mewibhe same group. But
they are not reciprocal pronouns formally. Moreover, the NP in thefieodi a singular. By
contrast, a reciprocal pronoun introduces a second plurality of individuals (Beck (2001))

4.2 1AO Reciprocals as Pseudoreciprocals

Finally, we will explore the possibility of extending our analysf pseudoreciprocals to
certain apparent reciprocals, namely those that have an IncAis&raative Odering (IAO)
interpretation. Some examples of such reciprocals are givési7/)n The interpretation of
(57a) according to Dalrymple et al. is paraphrased in (58).gEmeral schema of an 1AO
interpretation is given in (59). The data in (57) are all taken to have such a weakicema

(57) a. The children sleep above each other.
b. The three dogs came into the room after one another /
The three dogs followed each other into the room.

(58) I1AO: Each child sleeps above or below some other child.

(59) a. Schema of an elementary reciprocal sentence:
A R each other.
antecedent  relation reciprocal pronoun

b. IAO: Ox[x<A -> y[y<A & XRy or yRx]]

We suggest instead that the data in (57) (and IAO reciprocalgeneral) have a
pseudoreciprocal semantics. That is, (57a) really amounts to (6@akemantics we assign
to (60a), and by assumption then also to (57a), entails (60b).

(60) a. The children sleep one above the other.
b. Each child sleeps above some other child
(namely, her "predecessor” relative to the 'below'- relation).

Why do we pursue this idea? There are three kinds of factmtiatate us. The first is that
the 1AO truth conditions are very weak indeed, and intuitively toakwer example for

(57b). The IAO truth conditions for (57b) are given in (61a). These tandittons predict

the sentence to be true in the situation depicted in (61b). This daesort with intuitions.

By contrast, our truth conditions will render (57b) equivalent to (6f&id) arrectly predict

that the sentence is false in a situation like (61b).

(61) a. Each dog came into the room after or before some other dog.
b. D3+D2 -> D1
C. The dogs entered the room one after the other.
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A second problem for IAO reciprocals is the fact that an |At@rpretation is only possible
with a restricted set of relations. See Beck (2001) and rekseherein for discussion. As an
illustration, notice that (62a) with the relation 'on top of' iseptable under an IAO
interpretation while (62b) with ‘outnumber’ is unacceptable and cannotahaMeO reading
(which would be made true by the fact that the Smiths are monerous than the Johnsons,
for instance). If IAO were a regular interpretation foripeacal sentences, why should it not
be generally available?

(62) a. The plates are stacked on top of each other.
b. * The Smiths and the Johnsons outnumber each other.

A third and final problem with 1AO is noted in Beck (2001): IAO reoials are restricted to
local reciprocal relations while other reciprocals are notlluistiate what is meant by a non-
local reciprocal relation, consider (63). The sentence is judgedf t{{6@'a) is the case. This
can be derived from the truth conditions in (63'b): the reciprotatioe ‘want to kill' holds
between non-identical members of the antecedent group 'Tracy an@3pes an example of
a regular reciprocal interpretation, weak reciprocity. Theprecal relation ‘'want to kill' is
non-local in that it is not a relation that exists as the meaning of a sadiasttuent.

(63) Tracy and Joe want to kill each other.

(63) a. Tracy wants to kill Joe and Joe wants to kill Tracy.
b. <T&J,T&JI>[1** AxXAy:X Y. x wants to Kill y]

We should contrast (63) with (64). The sentence can be understood as-iTi@&S) and Joe
agree that they want to sleep above each other rather than, sdg,daasi other. It cannot be
understood as in (66), which would be made true by the fact that Waatg to sleep above
Joe. (66) would be a non-local IAO interpretation with the recipnaation 'want to sleep
above'. Clearly, this is not possible. Only a local reading inkglermnbedded clause in (65) is
acceptable.

(64) Tracy and Joe want to sleep above each other.
(65) Tracy and Joe both have the following desire: we sleep above each other.

(66) For each x, x one of Tracy and Joe: either x wants to sleep above the other
one of Tracy and Joe, or the other one of Tracy and Joe wants to sleep above x.

The pair in (67) makes the same point: in (67a) a non-local intatiprets possible in which
the different members of the antecedent group ‘these people' weduastd by different
linguists. A similar interpretation is not available in (67b); shene apprentice magician has
to line up the glasses.

(67) a. These people were introduced to each other by a linguist.
b. The glasses were lined up behind each other by an apprentice magician.

The two constraints on the availability of IAO interpretationsii(id set of relations, and
local interpretation only) are quite unexpected as long as one tiinkg as a regularly
available interpretation of reciprocal pronouns. This is additionalatmn then, besides the
problem mentioned above with inappropriately weak truth conditions,ofikirlg for an
alternative analysis of the phenomenon of IAO. We propose thatégiprocals only appear
to be reciprocals, and are really pseudoreciprocals:

(68) above each other ==> (one) above the other
That is, the example in (69a) should really be interpreted as (69b).
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(69) a. Tracy and Joe want to sleep above each other.
b. Tracy and Joe want to sleep one above the other.

The truth conditions we predict are the ones of pseudoreciprocals, \ekitis sight to us. As
for the unexpected constraints on the relations that participate IAO interpretation, we
have nothing concrete to offer. One may suppose that whatever pretass (69a) and
(69b) is somehow restricted and cannot apply to every relation. Fawvealknow, the
connection may be lexical. But no concrete predictions arisediagawhich relations can
participate.

We do have something to say about the fact that apparent IAO reciprooalgeanalysed as
pseudoreciprocals - only receive a local interpretation. In (64)=(@9)nstance, the whole
‘(one) above the other' is an adverbial that can only modify thedelathepredicate 'sleep’
(whishes cannot plausibly be above each other). And since there isther fpotentially
scope bearing element in this modifier (‘the other' being a simgthare is no process that
could generate a non-local interpretation.

A final comment: there are cases of IAO reciprocals for Wwitiar pseudoreciprocal truth
conditions might be thought too strong. (70b) is a case in point. Dalryghplepoint out that

such a sentence can be considered true in a situation with two burdalobdsf which sleeps
two children. This is different from (70a), our pseudoreciprocal. Weusme that (70b)

permits a partition of the children into two groups of two, on whichterpretation with the

bunk beds is based. This is excluded by the overt element 'one’ imfrioh)tells us that the
partition of the children is into singletons.

(70) a. These four children sleep one above the other.
b. These four children sleep above each other.

5 Conclusions

To summarize, we subscribe to the view that all pluralizatioserssitive to a division of
pluralities into appropriate subparts. Pluractionals make this visibleur cases with 'piece
by piece' and 'dog after dog', they tell us which units are codtainthe cover. They also
show that natural language has pluralization of <e,<v,t>> piedicae. simulataneous
pluralization of an event- and an individual-argument slot. Adverbiats.'othe other' are a
case of such pluractionals which gives rise to a sequence inatiqethat we have called
pseudoreciprocal.

If IAO reciprocals are reanalyzed as pseudoreciprocalsp{ueactional 'one ... the other’),
this may explain some peculiarities that otherwise sett dp& reciprocals from better
behaved reciprocals. Pseudoreciprocals would be different fromaregpdiprocals in not
introducing a plurality of type <e>. Rather, they are a medifiontaining a singular 'the
other' NP.

Let us also point out what is still missing from the discussiog.@ne caveat is empirical.
Not all 'Noun Preposition Noun' modifiers share the pseudorecipsecahntics proposed
here for ‘one ... the other'. One ought to relate the semanticoctiatni of modifiers like 'leaf
by leaf', 'two and two', 'side by side' to our pluractionals.

The other omission is a detailed comparison of our analysis to related propetatsbkiefly
explain how we perceive the relation of our analysis to Moltmann (1898)e one hand and
Stockall/Zimmermann on the other. Moltmann suggests a semantigkifactional ‘one at a
time' (extendable to 'piece by piece'-type adverbials) whiblased on simultaneous division
of events into subevents and entities into subparts. She thus antitipstaspect of our
analysis. It is, however, embedded into a different architectnréhat her views of the
syntax-semantics interface and pluralization operations in panticale incompatible with



54  Sigrid Beck & Arnim von Stechow

our own. The same is true of Stockall/Zimmermann's analysislaaf after dog'. Like
Moltmann, they hold the adverbial itself and/or its composition wittgnlocal structure
responsible for all of the specific semantics of the constructiona@alysis has been guided
by the idea that we have a system of plural predication in pildependently which includes
plural operators of various types plus a restriction on relevatitybale structures. Thus the
adverbial has a very slim semantics, with much of the burden teab#ed by the
pluralization operation. A more thorough discussion that includes arriemhgiomparison
with other works must wait until a future occasion.
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Abstract

The paper investigates the interpretation of then&dan subjunctive B (subjB) mood when it
is embedded under the propositional attitude weede (believe). SubjB is analyzed as a single
package of three distinct presuppositions: tempteate dissociation and propositionde se |
show that subjB is the temporal analogue of nulDHR the individual domain: it allows only for
a de sereading. Dissociation enables us to show thatBsabjvays takes scope over a negation
embedded in a belief report. Propositiortsd se derives this empirical generalization. The
introduction of centered propositions (generalizogntered worlds), together with propositional
de sedissociation and the belief 'introspection’ piples, derives the fact that subjB belief reports
(unlike their indicative counterparts) are infdliegis with embeddeprobabil.

1 Introduction

This paper is a systematic exploration of the interpretatiomefRomanian subjunctive B
mood when it is embedded under the propositional attitudecvede (believe§. Subjunctive

B — traditionally labeled 'conditional-optative' — is one of the twbjwsictive (i.e. non-

indicative finite) moods in Romanian. As the example in (1) beldwws, it is

morphologically realized as an auxiliary verb that agrees rsopeand number with the
subject.

(2) Maria crede ac ar fi Tn pericol.
Mary believe.ind.pres.3s thaubjB.3s be in danger.
Mary believes that she is in danger.

| analyze subjunctive B as a bundle of three distinct presuppositanteniporaide se (b)
dissociation and (c) propositiondé se Consider example (1) above: tempatal semeans
that the reported belief of being in danger is temporally locatetieinternal now of the
believer, i.e. at the time which Mary (correctly or not) takes 'present’ to be. Dissociation
basically means that the speaker dissociates herself froregbeged belief, i.e. as far as the

! Acknowledgements | am greatly indebted to Maria Bittner, Sam CumgpiHans Kamp, Oanai@scu-
Ciucivara, Roger Schwarzschild, Adam Sennet, MagdalSchwager, Matthew Stone and Ede Zimmermann for
extensive discussion of the issues addressed lhgaat to thank th&inn und Bedeutung Hbstract reviewer(s)
for their very helpful comments. | am also indebtedhe following people for discussion: Agnes Betkehrkas,
Alexandra Cornilescu, Veneeta Dayal, Carmen Doler@aorin, Donka Farkas, Kai von Fintel, Jane Grimsha
Nathan Klinedinst, Angelika Kratzer, Cécile Meiglessica Rett, Uli Sauerland, Oanaveéscu-Ciucivara,
Philippe Schlenker, Ted Sider, Satoshi Tomioka,l&teoVazquez-Rojas Maldonado, Hong Zhou, Eytan gwei
and theSURGE(Sept. 2005)GK Frankfurt Colloquium(Oct. 2005) andsinn und Bedeutung 1(@ct. 2005)
audiences. | want to thank Carmen Dobrovie-Soringr&ea Grigorean, Simona Herdan, Mihai Ignat, @rist
Lupu and Oana #escu-Ciucivara for the Romanian judgments and ®&mming, Jessica Rett, Roger
Schwarzschild and Adam Sennet for the English juslgs The support of a DAAD grant during the ldaages

of this investigation is gratefully acknowledgedheTusual disclaimers apply.

% There seem to be dialectal differences in theofiseibjB with the verterede one of the native speakers | have
consulted does not readily accept sentences likabdve.
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speaker is concerned, it could be the case that Manptisn danger, even though Mary
herself thinks that she is.

Finally, propositionade semeans that the believer has an attitude towards a 'selemaédr
kind of content similar to the self-referential experience costeriposed by Searle (1983)
For example, the content of my visual experience of seeindawstation wagon is that: (a)
there is a yellow station wagon there and (b) the fact thed the yellow station wagon there
is causingthis very visual experience. This ‘'self-referentiality’ is theregsion of the
common sense intuition that having an experience or an attitadseuming a particular point
of view / perspective on the content of the experience or of the attitude.

Intuitively, a belief report with subjunctive B mood is propositionally seinsofar it
explicitly encodes in the believed content fsspectivacomponentnherent in any attitude;
the form of such a report is basicatkhas a beliep that the embedded clause is teunal x's
belief p is such that the proposition expressed by the embedded claugeimsany world w

in p. This makes a subjunctive B report 'self-referential’ in Seastnse and also redundant,
since the commitment of the attitude holder to the proposition exprdssthe embedded
clause is stated twice. However, the redundancy is crucialeriving two unexpected
empirical generalizations: (a) if the believed proposition dnaggative form, e.x believes
that not q then subjunctive B has to have wide-scope with respect to negdtisns ta
consequence of the fact that, on the narrow-scope reading, the subjuBctemort is
contradictory: it has the form believes that not g (on the one hand) and g is what x believes
(on the other hangb) moreover, subjunctive B reports wijilobabil (probably) of the form

x believes that probably @re not felicitous, unlike their indicative counterparts; this istdue
the fact that subjunctive B requires complete commitment to praposit while probably
implicates that there is at most a partial commitment.

The structure of the paper is the following. In sectépni argue that the contrast between
indicative and subjunctive B in Romanian is parallel to the conbegsteen overt pronouns
(e.g.John hopes thahte will win) and null PRO (e.gJohn hopes to wjnin the individual
domain. As Chierchia (1989) and Schlenker (2003) observe, overt pronoursrgatible
with both thede seand norde se readingswhile null PRO allows only for de sereading.
The proposal is that subjunctive B is parallel to PRO in thegqtiires a temporallge se
reading, while indicative is parallel to overt pronouns becausanit but does not have to
receive such a reading.

In section3, | expand on the brief observation in Farkas (1992) that subjunctives B ha
dissociation component. | argue that dissociation esupposition(as opposed to e.g. a
conventional implicature) based on its projection behavior in negaiiviexts and 'stacked’
attitude reports of the fornrx wants y to believe that. d end the section with the
generalization that sets the stage for propositideae subjunctive B always has wide-scope
with respect to an embedded negation, e.g. in belief reports tdrthex believes that not,p
the speaker always dissociates herself framhp and never fronp, despite the fact that, on
the surface, the subjunctive B morpheme is always placed behotamndp.

Sectiond proposes a semantic solution to the wide-scope problem (as opposed to syntactically
stipulating the wide-scope and attempting to justify the syctasumption on independent
grounds): subjunctive B is propositiondd sein the sense suggested above. This solution
extends thede sevs. nonde secontrast between subjunctive B and indicative from the
temporal to the modal domain and thus makes for an attractive cueahlkis: we extend the
parallel between pronouns, tenses and moods, pursued in Partee (1973), Abuscls(a887)
(1999) and Schlenker (2003) among othersdéosereadings. The propositionale se
hypothesis also derives the incompatibility between subjB prodably if we assume the

% Matthew Stone suggested this parallel (p.c.).
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belief introspection principlés which effectively reduce iterated belief believes that x
believes that pto non-iterated beliefk(believes that)p

The concluding sectiob briefly discusses whether the three components of the subjunctive B
interpretation are independent.

2 Subjunctive B as temporalde se

In this section, | first reviewde seandde rebeliefs in the individual domain and sketch the
way Lewis (1979) analyzes them. In particular, |1 focus on the conbetsveen overt
pronouns and null PRO in nate se'mistaken identity' scenarios, which was noticed in
Chierchia (1989) and Schlenker (2003) among oth&d. (Based on a 'mistaken temporal
identity' scenario, | establish that the Romanian subjunctive B mootbhae interpreted
temporallyde sejust like PRO has to be interpreted individualéy/se(2.2).

2.1 Deseandderebelief in the individual domain

The Kaplanian sentence in (2) below can receive two distinct interpretations.
(2) Neo believes that his pants are on fire.

Under the first -de se- interpretation, Neo is saying to himseély pants are on fire" and he
is therefore very likely to run for the fire extinguisher.

To see the second — nde- se— interpretation, consider the following scenario: Neo is
looking in a mirror without realizing it. He is seeing a man whueets are on fire, which is
in fact Neo himself, but he does not realize that either; (2)beatmuthfully asserted in this
situation, but it receives a different interpretation, as witrtegseNeo's possibly different
behavior: if Neo is in a particularly mean mood, he might very jwsi stand there and enjoy
the show (at least until the situation gets hot enough for him to realize his misandieigpL

Under thede seinterpretation, (2) reports Neo's belief that someone's pantsdire, where
that someone is theelief-internal selfi.e. whoever Neo takes himself to be. Under the non-
de se(butde ré interpretation, (2) reports Neo's belief teatneons pants are on fire, where
that someone ithe guy that Neo is looking,atthoever that may be.

The analysis ofle seandde rebelief in Lewis (1979) involves three ingredients: dahtered
worlds the believed content is not a proposition, i.e. a set of worldh€astandard analysis
would have i), but a property, or, equivalently, a set of centered Wiridsentered world is
a pair (v, "), wherew is a world and®®" the center of worlay, is the unique individual that
Neo takes himself to be im, i.e. the belief-internal 'self'’; (lelf ascription the verbbelieve
IS interpreted as a relation between an individual and a ssndéred worlds (and not as a
relation between an individual and a proposition); that is, we reglademctiondox, x that
returns a set of worlds (the set wf's doxastic alternatives tw/*) with a function
self_ascribey«x+, which returns a set of centered worlds £: (c) acquaintance relations
the reported belief is about an individual with whom the beliefnateself' is acquainted in a
particular way; in thale secase, the acquaintance relation is the most intimate rekkon
belief-internal 'self' can have with any individual whatsoever,atatie identity relation; in
the nonde se(but de re case, the acquaintance relation is the causal relation igiséabl
between the belief-internal 'self' and whoever it is thatshieaking at (see Lewis (1979):
539).

“ See Hintikka (1962) for an early discussion.
> See for example Hintikka (1969).
® See for example Creswell & von Stechow (1982)iore discussion.
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Thus, independently of other presuppositional features like gender or nuhgpronourhis
in (2) is triply context dependent: (a) it presupposes accessdecgaaintance relation; (b) it
is anaphoric to the real individual that the believer is acquainted to in théwaotldh (c) it is
dependent on the internal 'self' of the believer.

Thede rebut nonde sereading of (2) is given in (3) below.

(3) De re(nonde s@ Neo's centered belief worldw (¢ are such that, given the unique
individual x the belief-internal 'self' (i.e¢®" is looking atx's pants are on fire .

Thede sereading of (2) is given in (4) below.

(4)  De se Neo's centered belief world ¢ are such that, given the unique individwal
that is identical to the belief-self (i.¢%"), x's pants are on fire .

Moreover, as Chierchia (1989) and Schlenker (2003) (among others) obseeve,
morphological form of the pronoun can distinguish between the two g=adiwert pronouns
like hein (5a) below are compatible with both tthe seand nonde sereadings, while the null
PRO in (5b) allows only for de sereading.

(5) a. Neo hopes thae will win.
b. Neo hope®RO to win.

To see this, consider the followidg seand nonde sescenarios (based on Schlenker (2003)):
(a) de se young Neo participates in a singing competition; after arfopmance, he tells one
of his friends: "I hope I'll win"; (b) nowle se'mistaken identity' scenario: young Neo
participates in a singing competition; after his performancegelexes with one too many
glasses of wine; accidentally, he listens to a recordingbWin performance but doesn't
realize that and he says: "I hope this guy will win". Both the overt pronoun)iarf8aPRO in
(5b) are felicitous in thele secontext, but only the overt pronoun in (5a) is felicitous in the
non-de secontext.

2.2 Deseand nonde se belief in the temporal domain

In this section, | show that the contrast between subjunctive B (sabgBindicative (ind) in
Romanian is the temporal analo§wé the contrast between PRO and overt pronouns in the
individual domain. SubjB is the temporal analogue of PRO, sinceqitires ade se
interpretation, in contrast to indicative, which, like an overt pronoun, catdestnot have to
receive ae senterpretation. Consider the 'mistaken temporal identity' scenario in (6) below.

(6) John is a very gullible tabloid reader: whatever a tabloid, $e believes. A Monday
tabloid said that the Martians were going to invade Buchareshorsday, i.e. three
days later. On Thursday, the day of the invasion, John and | talked thloigsue.

But John was confused: he thought it was Wednesday when, in fact, it was Thursday.

In this context, the indicative report in (7a) is (more or lésg)itous, while the subjB report
in (7b) is not.
(7) Cind m-am 1ntilnit cu el, lon (de fapt) credéa.c

When | met him, John (in fact) believed that...

a.?matienii  invadeax Bucurgtiul  Tn ziua aceea.
Martians.the invaded.pres Bucharest.the in day that.

" For more discussion, see Chierchia (1989): 14a.s
8 Lewis (1979): 530-531 already observes that tieeseich a thing as a temporatlg seattitude.
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b. #matienii ar invada Bucusgiul in ziua aceea.
Martians.the subjB invade Bucharest.the in day that.
the Martians were invading Bucharest that day.

The scenario in (6) and the examples in (7) are parallel tantheidual de se'mistaken
identity' scenarios and examples because, just as Neo hopes thihtie without realizing
that his hopes are about himself — in which case the overt préveasracceptable, but PRO
is not —, John believes that the Martian invasion happens the very dag obnversation,
without actually realizing the imminence of the alien takeover which case indicative is
acceptable, while subjunctive B is not.

The analysis of temporde se/ de reis parallel to the analysis of individudé se/ de re Just

as in Abusch (1997), we extend centered worlds with a variabterfer the individuajohn

is self-ascribing in worldv* at timet* a set of centered worlds (& t""), wherex*®"is the
unigue individual thajohn takes himself to be iw andt™" is the unique time thgbhn takes

its internal 'now' to be imv. Moreover, we will have acquaintance relations relative to time
intervals: for example, in (7a) above, John has ad®mseacquaintance relation to the
following Thursday as "the day the tabloid said the Martians wouldlenBaucharest"and,

in (7b), ade seacquaintance relation with the day of his intemmal, which he believes is a

Wednesday (while in the actual world it is in fact Thursday).
The two readings of the belief report in (7) are given in (8) and (9) below.

(8)  Nonde se John's centered belief worlds,€2"t" are such that, given the unique
dayt that the tabloid specified im, the Martians are invading Bucharest et w.

(9) De sé% John's centered belief worlds,£%"t"°") are such that, given the unique day
that is the day af'®" in w, the Martians are invading Bucharest it w.

Since the indicative in (7a) can receive the interpretatigB)irthe belief report is felicitous,
while the subjunctive B report in (7b) is not, because subjunctive Becaive only thele se

interpretation in (9), which is false in the given context. Thus, we discoveretie¢hattporal

de sevs. nonde secontrast is mirrored in the morphology of belief reports justhas
individual de sevs. nonde secontrast i§".

° But not exactlyde re if we assume thate rerelations have to involve causal connections: lsaw John be
causallyacquainted on a Monday with the following Thursgi®ee Abusch (1997) for some discussion.

9 Note that temporale sebelief is belief under the acquaintance relatibimolusion (the day ot™" is the day
in whicht™"is included), unlike individuade se where the acquaintance relation is thatieftity.

™ The hypothesis that subjB is temporally seseems to be contradicted by the fact that subjBbeapart of
constructions of the form subjB + auxiliary BE +spparticiple of the verb — which receive a peifecteading

— in addition to the constructions mentioned abafne form subjB + bare verb, as shown in (i) belo

(i) lon tocmaisi -a terminat deis lucrarea de liceh
John has just finished writing his undergtaests.
Maria crede aclon ar fi  scris o caloped.

Mary believe.ind.pres.3s that John subj@.BE written a masterpiece.

Mary believes that John wrote / has writtenasterpiece.
We can maintain that subjB is temporadlg seif we analyze the construction BE+ppart similaidythe way
Kamp & Reyle (1993): 556 et seqq. analyze the Bhgtierfectivenave written the auxiliary BE contributes an
eventuality of its own (a state, but not a restdttes as the Englishave which is temporally located at the
internal now of the attitude; the completed eventuality contiéal by the lexical verb is temporally located
before the state contributed by BE. An independegument for the subjB+BE+ppart construction being
temporallyde seis provided bypresentattitude reports towardsfature eventuality: as the examples in (iia) and
(iib) below show, the indicative anterior futurefédicitous in such situations, but not subjB+BE&pp

(ii) lon a plecat ieri Tn Australia. Martaede acinsase luni ...
John left for Australia yesterday. Maryibeé.ind.pres.3s that in six months...
(@) lon se va fi rdo deja. (b)#lons = ar fi  ntors deja.

John SE ind.fut.38E returned already. John SE = subjB&sreturned already.
Mary believes that in six months Johi have already come back.
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3 Subjunctive B: dissociation

In this section, we turn to the second presuppositional component of subjuBictiaenely
dissociation, which was first noticed in Farkas (1992)-*8Rissociation means that in a
report of the formx believes that pwherep is marked with subjunctive B, the speaker
dissociates herself from, i.e. the speaker has reason to believe phatight be false. In
general, a speakeardissociates herself from a propositipriff there is at least one world
amonga's doxastic alternatives in whighis false. Thus, dissociation simply means that the
speaker and the attitude holder do not agree on propogiéiod not the stronger requirement
that the speaker believe®t p In 3.1, | provide several diagnostics for dissociation and
briefly indicate how dissociation is represented. 3r2, | argue that dissociation is
presuppositionabased on its projection behavior in negative contexts and 'statkadie
reports of the fornx wants y to believe that(the projection facts in conditionals are omitted
for space reasons). Finally, B.3, | establish the generalization that sets the stage for
propositionalde se subjB always has wide-scope with respect to embedded negation.

3.1 Diagnostics for dissociation

Once again, we contrast indicative and subjunctive B.

(10) lon &i scrie lucrarea de licgn Maria crede £ ...
John is writing his undergrad thesis. Mary believes that...

a.lon scrie o capodoperyVIND b.lon ar scrie o capodoper VSUBJB
John writeind.pres a masterpiece. JadubjB write a masterpiece.

The indicative report in (10a) is neutral with respect to the spsaltitude, while the subjB
report in (10b) expresses, in addition to what (10a) does, that the speaker does noteatso beli
John's thesis to be a masterpiece, i.e. as far as the speaiecasned, it could be a piece of
junk (although the speaker does not necessarily believe that it is junk).

This intuition is supported by the fact that first-person belggforts with indicative are
felicitous, while subjB reports are not. This contrasts with thel4erson reports in (10)
above, where both indicative and subjB are felicitbus

(11) Cred icMaria este /@  fi bolnad. VIND / #SUBJB
Believeind.pres.1sthat Mary bend.pres/ #subjB be sick.
| believe that Mary is sick.

Another argument for dissociation is the infelicity of subjunctiveith factive verbs likesti
(know) orregreta(regret), as shown by (12) below.

(12) lon stie /regret ;3 Maria este et fi bolnad. VIND / #SUBJB
John knows / regrets that Mary ipe.pres/ #subjB be sick.

Dissociation is supported by the infelicity of subjB with faetverbs because factive verbs
presuppose that the reported belief is true throughout the current C8etefsee Stalnaker

2"In Romanian, in the case of declaratives, thelitimnal is used to indicate 'speaker reservatidtii respect
to the truth of the complement [...] Note that the aba non-indicative in the complements of declaest does
not commit the speaker to a negative valuationhef propositional content of the complement; the-non
indicative mood simply stresses that the speakaoiscommitted to a positive valuation. The compainis
therefore not counterfactual, but rather 'afacamfar as the speaker is concerned." (Farkas 182p
13 First-person belief reports with subjunctive B &kcitous in the following kind of context: | amnying to
objectively present a debate between me and Johrthiod party, e.g. to an audience of people astgddge
for themselves whether the Romanian subjunctived®iseor not. In that case, | can utter:
(i) lon crede @& subjonctivul B in rom&hnuar fi de se dar eu credzar fi de se

John believes that the Romanian subjunctive BubjB) notde se but | believe it isgubjB) de se
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(1978) for this notion) and the speaker belief-worlds are alwasgshset of the Context Set
since all the propositions in the Common Ground have already been eacdsptall
participants in the conversation. Therefore, if the speaker al@exbpted the proposition
that Mary is sick, she cannot dissociate herself from it, as the subjB iregi@jes”.

Finally, dissociation is supported by the distribution of indicativesaigB in the three kinds
of contexts listed in (13) below; (13a) says that, in a contexthich -p is true, we can
felicitously asseri believes pwherep is marked with either indicative or subjB — and the
same goes for (13b), where the Context Set endorses remioer-p. The only context that
distinguishes between indicative and subjB is the one in (13p)isftrue throughout the
Context Set (hence, the speaker also belipyealy the indicative report is felicitous.

(13) a. B x believep VIND; VSUBJB
b. possibldp) & possiblé-p); x believes VIND; VSUBJB
C.p; x believes VIND; #SUBJB

| give the actual data only for the last case.

(14)  (Eu cred &) Maria este urkt lon crede & Maria este / & fi urita. VIND / #SUBJB
(I believe that) Mary is ugly. John believes that Mary is ugly.

| represent dissociation as a conditisip, i.e. there is at least one witness wasiédmong

the speaker belief worlds — hence, among the current ContextdBlelis — such that the
reported beliep is not true inv. The tree in (15) below gives the basic structure of the logical
form for (1): subjB requires there to be at least one wariidl CS (the Context Set) in which

p is false and this requirement 'percolates’ all the way to the top of the tree.

(15) Mary believes that she is (subjB — dissociation) in danger.

OwW'OCS ( doXy mary O p ), dissociationfwICS (wlp)
/\
Mary believes that...  p:={w: in_dangeg(mary)}, dissociation:CwdCS (wlp)

/\
subjB - dissociation[wlICS (wp) p:={w: in_dangeg(mary)}

The 'percolation’ of the dissociation requirementICS (wlp) to the top of the tree is
consistent with the presuppositional nature of dissociation, to which we now turn.

3.2 Dissociation is presuppositional

The fact that dissociation is presuppositional is shown by its piajelsehavior in negative
contexts, conditionals and 'stacked' attitude reports of theXavants y to believe that(for
space reasons, | do not provide the data for conditionals). A negatiessigpr of the form

Nu este adeWwrat ca... (It is not the case that...), when added on top of a subjB belief report of
the formx crede @ p (x believes thap) is transparent, i.e. a ‘hole’, for dissociation.

11t follows from these observations that matrix ldeative sentences marked with subjB are infeligtdn fact,
they are not — but a subjB matrix clause like tine in (i) below can be interpreted only: (a) asregping
Mary's desire to go to the movies or (b) as theseqnent of a covert conditional (hence the traditidabeling
of subjunctive B as ‘conditional-optative'). Eithveay, (i) cannot be interpreted as asserting t@gsition that
Mary is going to the movies — as its indicative migupart does.
(i) Mariaar merge la film.

Mary subjB go  to movie.

Mary would like to go to the movies / [le theater weren't that far], Mary would go to iinavies.
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(16) —p; it is not the case that x believes p YSUBJB
Maria nu este n pericolSi) Nu este adeirat ca Maria crede ar fi in pericol.
Mary is not in danger. (And) It is not the case that Mary believes that she is im.dange

(17) p;itis not the case that x believes p #SUBJB
Maria este in pericol. #(Dar) Nu este adlav G Maria crede g ar fi in pericol.
Mary is in danger. #(But) It is not the case that Mary believes that sheasnger.

Finally, the projection behavior of dissociation in 'stacked' attitagderts of the fornx wants

y to believe that palso shows that dissociation is presuppositional: unlike conventional
implicatures®, the dissociation requirement does not have to be resolved relative to t
speaker belief-worlds, but can be resolved relative to the fvetigfls of the higher attitude
holder, e.gx's belief-worlds in the 'stacked’ repartwants y to believe that$ Thus, the
initial characterization of dissociation as speaker-oriented requirement is an
oversimplification, which | have upheld for expository reasons. Consider the scendr).

(18) Both Mary and Helen like John and they are jealous of each Atlteuple of days
ago, Helen suddenly decided to leave LA for a trip — and she left that very day.

In this context, the discourse in (19), in particular the subjB report fi (&3elicitous.

(19) ! Maria crede in mod g c... Elena este 1aén LA, IND)
Mary mistakenly believes that... Helenimsl{ still in LA,
2 dar vrea ca lonascread ci... Elena nar fi in LA. VSUBJB

but she wants John to believe that... HelesubjB) not in LA.

Since the speaker knows that Helen is not in LA, the dissociatggetad by the subjB in
(19%) cannot be resolved relative to the speaker's belief-worldsetdr, subjB is felicitous
becauséary's belief worlds can satisfy the dissociation requirefent

3.3 The relative scope of subjunctive B and embedded negation

The dissociation requirement allows us to pinpoint the relative scagpgh{ with respect to
embedded negation and embedded negative quantifiers. We have distsuttiatisn
presuppositions if subjB has wide scope with respect to negatidjB&>not>>p) and if
subjB has narrow scopa&dt>>subjB>>p). In the wide-scope case, subjB dissociates from
not p, i.e. for somew in the Context Sety[1-p; in the narrow-scope case, subjB dissociates
from p, i.e. for somew in the Context Setwlp. Only the wide-scope dissociation is
empirically attested — despite the overt surface form, irthvhegation precedes (ahdsto
precede) the subjB morpheme. The data is provided in (20) and (21) below.

(20) p: x believesnot p. YSUBJB
! Maria este in pericof.(Dar) Mariacrede & nu ar fi n pericol.
Mary is in danger. (But) Mary believes thatot subjB be in danger.

15 For the distinction between presuppositions amtentional implicatures, see Potts (2004).

18 propositional attitude verbs likeant, fear etc. arefilters for the presuppositions of the embedded sentence:
they have to be satisfied by the belief-worldshef attitude holder (in the given local context).Aaim (1992):
183, following Karttunen, puts it, "itr is a verb of propositional attitude, then a cohtexsatisfies the
presuppositions oéise' only if B,(c) satisfies the presuppositionsgfwhere 'B(c)' stands for the set of beliefs
attributed tax in ¢". For exampleJohn wants the king of France to get bdlikes not presuppose that Jevants

it to be the case that there is a unique king ah€e, but that JoHrelieveghat there is a unique king of France.

7 As expected, if we embed first-person belief répor structures like the one in (19), they are dddicitous:

(i) * Maria crede n mod gt ci... Elena este 1adn LA, IND)
Mary mistakenly believes that... Helenir] still in LA,
2 dar vrea c@usicred @... Elena nar fi in LA. VSUBJB

but she wantsie to believe that... Helen isbjB) not in LA.
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(21) not p; x believesot p. #SUBJB

! Maria nu este in pericd #(Si) Mariacrede & nu ar fi n pericol.
Mary is not in danger.  #(And) Mary believes thettt subjB be in danger.

In a context in whiclp is true (as in (20)), the wide-scope dissociation frmtp is satisfied

— hence subjB is felicitous; in a context in whiott p is true (as in (21)), the narrow-scope
dissociation fronp is satisfied — but subjB is not felicitous. SubjB has to have stopenly
over the embedded sentential negation, but also over preverbal negatitibegsian subject
position like nimeni (no one) omici un studentno studentf in examples of the form
believes no F is (due to space limitations, | do not provide the actual data.

4  Subjunctive B as propositionalde se

In this section, | propose a semantic solution to the problem of nigtike fixed wide-scope
of subjB, as opposed to syntactically stipulating the wide-scope tamdpding to justify the
syntactic assumption on independent grounds. In particular, | assunmiljiatcan freely
scope with respect to negation and | propose that subjB has a third présupgdos
component, besides temporé sé® and dissociation, which rules out the narrow scope:
subjB is also propositionale se i.e. it presupposeshat the proposition expressed by the
embedded clause is true in the centered worlds self-ascribed by the attitude holde

Intuitively, an individuallyde sereport is about an individual that is identical to the belief-
internal 'self' and a temporalbje sereport is about a time that includes the belief-internal
'now'. A propositionallyde sereport is about a proposition that includes the belief-internal
‘actually’, where the belief-internal 'actually’ is the set of worldsasetibed by the believer.

The resulting analysis is theoretically appealing becausxtends the parallel between
pronouns, tenses and moodsd® sereadings, following the research program of Partee
(1973), Abusch (1997), Stone (1999) and Schlenker (2003) among others.

4.1 Deriving the 'only wide scope' generalization

The basic idea is that subjB takes wide scope with respectdgatioe much like the
pronominal tense takes wide scope with respect to negation in thknealh example from
Partee (1973) didn't turn off the stoveAs Partee (1973): 602 observes, "... such a sentence
clearly does not mean that [...] there exists no time in the past at which | tuftied stiove".
That is, subjB 'goes proxy' for, i.e. it must be bound by, the cehteceld variable
contributed by the attitude verb. This makes it parallel to null R#&@ch has to be bound by
the belief-internal 'self' variable®® and to the temporale sepresupposition, which 'goes
proxy' for the belief-internal 'now' varialf®&".

The basic structure of a propositiom sereport is given in (22) belowv* stands for the
actual world; in an expression of the fofw: @. §, @ is the presupposition angl is the
assertion; given that we are focusing on the modal coordinatese Idox instead of
self_ascribeand omit the variables®" andt™" for simplicity.

18 Under the assumption thaitmeni(no one) andhici un studenno student) are negative quantifiers exhibiting
negative concord with the sentential negatiarand not negative polarity items.

19 De seinterpretations are in general presupposed bedheserequire the presence of a pronominal, hence
anaphoric / presuppositional, element — eithehéindividual or the temporal domain.
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(22) Mary believes that she is (subjB — propositiateasé not in danger. vVsubjB>>not
assertiondoXyx mar, P
/\

Mary believes that...  Aw: w-p. =p(w)
/\

AW presupp.wll-p, assertion: p(w)

/\

SUBJB - propositionade se w-p —p(w)

NOT p:={w: in_dange,(mary)}

The de sepresupposition redundantly iterates the asserted part of theléewbelause. But,
as shown in (23) below, the same presupposition yields a contradictohjB has narrow-
scope with respect to negation — thus we derive the 'only wide scope' generalizati

(23) Mary believes that she is (subjB — propositiaeakg not in danger. @bt>>subjB
assertion???

/\
Mary believes that...  Aw: wlp. =p(w)
/\

Aw presupp.wlp, assertion: p(w)
/\
NOT presupr wip, asertion: p(w)

SUBJB - propositionate sewllp  p:={w: in_dange,(mary)}

At the embedded clause level, we presuppose that Mary's centelldd satisfyp and we
assert that they do not. But no possible world can satisfy such aieontignce the belief
report ascribes to Mary the empty set of centered worlds whicler uhd assumption that
Mary's beliefs are consistent, is impossible.

It is important to represent and compute diresepresupposition at the level of the embedded
clause andhot at the matrix clause leyet.g. as the contradiction between the assertion that
Mary believes she is not in danger (s@&: mary[] —p in (22) above) and a presupposition of
the formMary believes she is in dangee. dox.+mary[] p. Representing the presupposition at
the matrix level would not make any difference for the embeddgatine in (23) above (we
still derive a contradiction), but it would predict that a matrigai®n is also unacceptable,
e.g. in a sentence likeis not the case that Mary believes thatpth p marked with subjB.
Such a sentence assertbx,mary J p and, if we represented tle sepresupposition at the
matrix level, we would havedoxy+ mary[] p, thus contradicting the assertion. But we know that
subjB reports with a matrix negation are felicitous (see &b6ye), so we have to represent
and bind the propositionde sepresupposition locally at the embedded clause level.

Thelocal binding of the presupposition at the embedded clause level is a congeqtidne
presupposition resolution procedure itself: tigesepresupposition contains the bound world
variablew and this variable has to still be bound when the presupposition is réSolved

A final observation: the present account of the 'only wide scopefaligadéion is not entirely
appealing insofar the propositiordd sepresupposition is basically identical to the assertion,
which should yield infelicity if we assume something like Staémak non-redundancy
constraint on context update (see Stalnaker (1978)). | do not havengnigttgay about this
except to point out that the felicitous sentefite queen of Netherlands existshibits a

20 For more discussion, see van der Sandt (1992)3863
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similar kind of redundancy: the definite description presupposes istere of the queen of
Netherlands, which is exactly what the sentence a$serts

4.2 The incompatibility between subjunctive B andprobabil

The contrast between subjB and indicative belief reportsputtbabil is exemplified in (24).

(24) x believes thaprobably p VIND; #SUBJB
Cind m-am intilnit cu el, lon credea.c (When | met him, John believed thay...

a. matienii probabil invadeaz Bucurstiul. VIND
the Martiangrobably invadeind.pres Bucharest.
b. #matienii probabil ar invada Bucusgiul. 8UBJB

the Martians  probably subjB invade Bucharest.
...the Martians were probably invading Bucharest.

Intuitively, subjB is incompatible withprobabil reports precisely because, being
propositionallyde se subjunctive B expresses that the attitude holdeonspletelycommitted

to the believed proposition, whilprobably implicates that there is at most a partial
commitment.

To make this intuition precise, we need to look more closely atgrobablyis interpreted.
Imagine that Mary utters the sentence in (25) below whilekingl through a bad
neighborhood late at night. | will represent this sentence as shown in (26).

(25) I'm probably in danger. (2B)OST ({w: wdoXw*man}) ({ W: in_dangeg(mary)})

The adverlprobablyis an epistemic modal quantifier, i.e. it quantifies over Mary'sasiix
alternativesdoX.+mary (Wherew* is the actual world). In fact, we consider only a subset of
doxw*mary, N@amMely the worlds that are ideal — or close enough to being ideal — with respect to a
stereotypical ordering source (‘in view of what Mary taltess tiormal course of events to
be®?), but for simplicity | will assume that (25) is true iff mtag Mary's doxastic alternatives

w are such that Mary is in dangenin Sinceprobablyis a 'MOST'-type quantification, it has

a '-EVERY-type scalar implicature, i.enEVERY(d0oXw*may)({W: in_dangeg(mary)}),

which is equivalent tordoxy-manL{W: in_dangeg(mary)}. This simply says that, if it is
probable thap, then it is not certain that

The goal is to derive a contradiction between the propositamaepresupposition, which
requires the complete commitment of the attitude holder, and thecatnk triggered by
probabil / probably, which denies the complete commitment. At a first glance, purghiag
strategy does not seem to take us too far: even if we werecatiive a contradiction, we
would expect the implicature to be canceled since, by definitigoljdatures are onlgiefault
inferences. However, implicatures of this kind, i.e. which contradegympositions, always
yield infelicity, despite their otherwise undisputed cancelgbilihis is shown by the pairs of
sentences in (27)-(28), (29)-(30) and (31)-(32) below: the presupposriiggeré¢d bystopin
(27) and (29) and by the fact that the quantifier restrict@ifiis presupposed in (31)
contradict the implicatures probablyandmost making the examples unacceptable.

(27) #The students that stopped smokingrathably smoked before.
(28) The students that stopped smoking had smoked before.

(29) #Most students that stopped smoking had smoked before.
(30) Every student that stopped smoking had smoked before.

1| am grateful to Philippe Schlenker (p.c.) formoig out this type of examples.
2 See Kratzer (1991): 643-645.



66 Adrian Brasoveanu

(31) #Most dolphins are dolphins. (32)\Every dolphin is a dolphfti.
Now consider (33) below and assume for the moment that subjB scope g ol
(33) #Mary believes that she probably is (subjB — propositid@a in danger.

The 'subjB narrow-scope' reading is interpreted as shown in (34) hilstas in (23) above,
subjB contributes a propositionaliie sepresupposition. Then, we have the assgstetlably
guantification. Finally, the formula following the semi-colon is t@bably implicature.
Generally, in an expression of the fokm: @. U; &, @ is the presupposition) is the assertion
and & is the implicature. Following the observations in Chierchia (2001)t $egq., we
compute the scalar implicature at the embedded clause level.

(34) Dbelievg+(mary, Aw: in_dangeg(mary).
MOST (doXw,mar)({ W': in_dangeg:(mary)}); = doXwyman/{ W' in_dangeg(mary)})

There is no intuitively plausible way to derive a contradiction betvtbe presupposition and
the implicature in (34). Quite the contrary: the presupposition tlaay M in danger inv (i.e.
in_dangey(mary)) and the implicature that it is not the case that Mary wedienw that she
is in danger (i.emdoxw,man/{ W' in_dangeg(mary)}) can very well be compatible — people
often refuse to believe things that are actually true. Ie&lytihowever, weshouldbe able to
derive a contradiction between the presupposition and the implicateneresuppose that all
of Mary's doxastic alternatives satisfy the propositorr {w". in_dangeg(mary)} (this is
what the formuldelieveg(mary, Aw: p(w). ... says) and we implicate that they do not.

4.3 Propositional de se all the way: centered propositions

To solve theprobabil — subjB puzzle, | propose to rePIace centered worlds with centered
propositions, i.e. triples of the form, ", g™, wheref**"is an individual concept (typss

and g™ is a time-interval concept (typs). Intuitively, for anywOp, £**(w) is the belief-
internal 'self' inw andg™"(w) is the belief-internal 'now" iw. It is a natural assumption that
there is a unique 'self' and a unique 'now' per belief-woyldithough they can vary from
world to world as in, for exampléleimson believes that he is Hume or Napoleon

Note that we independently need centered propositions to account ferserdential
propositional anaphora in examples like (35) below.

aria crede & lon ar fi chipes. r avea ochi frumg.
(35) !Mari dezl fi chi ZA hi frumg
Mary believes that John isybjB) handsome. He hasupbjB) beautiful eyes.

The subjB sentence (35has to be interpreted as a further elaboration of Mary's belief-
worlds* and cannot be interpreted as stating that John has beautiful eyes in the atdual wor

The core idea of the centered-propositions analysis is that, itie feport of the formx
believes + embedded claysthe matrix clausex believessets up the context for the
interpretation of the embedded clause by contributing a centered itimposative to which
the embedded clause is interpreted. Of course, as (35) above shavissequent matrix
clause can also be interpreted relative to the same centengokspion. The matrix clause
basically introduces a centered proPosition discourse referene (@xactly, three suitably
related discourse referents — far f*°" and g"®"), which is anaphorically accessed by the
embedded clause. For simplicity, we will represent this viacséxistential quantification

23| am grateful to Roger Schwarzschild for suggestire examples in (31) and (32).

4 \We can even have modal subordination, as sho\{ih elow.

(i) Maria crede & ar fi vampiri in LA. 2 Ar intra noaptea in casear ataca oamenii in somn.
Mary believes that there arsupjB) vampires in LA. They breaks(bjB) into houses at night and attack
(subjB) people in their sleep.



Temporal and Propositional De Se: Evidence from Romanian Subjunctive Mood 67

over a propositional variablp that is contributed by the attitude verb (we systematically
ignoref**"andg""). For example, a simple report likéary believes that she is in danger
represented as shown in (36) below.

(36) [P (believg(mary,p) & in_dangep(mary)), where:
believe+(mary,p) := p=doXu+mary andin_dangeg(mary) := Owlp (in_dangeg(mary))

The first conjunct equates the propositiprwith Mary's doxastic alternatives in the actual
world w*. The second conjunct simply says that for any werld the propositiomp, Mary is
in danger inw. This technique of encapsulating modal quantification was first propnsed
Stone (1999) and it is independently motivated by the analysis of modal subordination.

A propositionalde sereport is interpreted as in (37) below. The second conjunct is the
propositionalde sepresupposition contributed by subjB. For simplicity, | do not distinguish
between the status of assertions and presuppositions or implicdtseas in (36), the third
conjunct is the assertion contributed by the embedded clause.

(37) Mary believes that she is (subjB — propositiateatg in danger.
[p (p=doXw*mary & pO{w: in_dangeg(mary)} & in_dangep(mary))

The solution to the 'only wide-scope' problemtit above is easily reformulated in terms of
centered propositions. Negation is interpretechasy(p’) := wp'; noty(p’) := Owlp (wOp').
That is, negation is interpreted as any other lexical predjeagen_dange) modulo the fact
that it has a propositional argument. We give only the interpyetatf the contradictory
narrow-scope subjB npt>>subjB): the second conjunct (the propositionde se
presupposition) contradicts the third conjunct (the assertion).

(38) Mary believes that she is (subjB — propositia®atg not in danger.
[p (p=doxw* mary & pU{w: in_dangeg(mary)} & not,({w: in_dangeg(mary)}))

Moreover, since the existential quantification over the varipldecontributed by the attitude
verb believe we are still locally representing and binding the propositiordd se
presupposition, ruling out the narrow-scope of subjB with respebtietermbedded negation
while at the same time allowing for felicitous matrix negation exanie$16) above.

4.4 Deriving the incompatibility between subjunctive B andprobabil

Finally, we return to the@robabil problem, i.e. to ruling out the 'subjB narrow-scope' reading
(probabil>>subjB) of (33) above. This is interpreted as shown in (39).

(39) [P ( p=doxw+mary & pL{w: in_dangeg(mary)} &
Ow'Op (MOST (doXw marn)({ W: in_dangeg(mary)})) &

Ow'Op (—doxw man{ W: in_dangeg(mary)}) )

The second conjunct is the propositiom sepresupposition, the third conjunct is the
probably assertion and the last conjunct is grebablyimplicature. The advantage of using
centered propositions instead of centered worlds is that now we begssato the first
conjunct contributed by the attitude verb when we compute the comimadietween the
presupposition and the implicature. Given the equality in the firstinopjthe presupposition
is equivalent to the formula in (40a) below and the implicature with the formula in (40b).

(40) a. presuppositiotoX.marJ{ W: INn_dangeg(mary)}
b. implicature:Jw'doXu+ mary (- dOXw man{ W: in_dangeg(mary)})
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To derive the contradiction between (40a) and (40b), we only need the (fairly uncmsiaipve
belief 'introspectiof® principles in (41a) and (41b) below. The ‘introspection’ principles are
equivalent to the formula in (41c), which exhibits the internal straadfithedox function

that is enforced by these principles.

(41) a. Positive 'Introspectiotiel (x, p) — bel (x, bel (x, p))
b. Negative 'Introspection'bel (x, p) — bel (x, -bel (x, p))*°
c. Ow Ox OW'Td0oXy,x (d0Xw x = d0Xwx )"

Among other things, the 'introspection’ principles derive thetimuequivalence between
sentence (25) above when uttered by Mary and the belief rifaoyt believes that she is
probably in dangerwhenprobablyis interpreted relative to Mary's doxastic alternatives.

It is easily checked that, based on (41c), we can derive a cotiadetween the formulas
in (40a) and (40b) above. To derive the incompatibility between subjarBtandprobabil,
we also need to rule out the 'wide scope' readirigB>>probabil. | propose that this is due
to the fact that dissociation yields a contradiction in this cese dissociation presupposition
Is provided in (42a) below and the corresponding assertion in (42b).

(42) #Mary believes that she probably is (subjB — dissoc.) in dangesubjB&>probabil

a. dissociationSvOCS ( -MOST (doxw,mary)({ W' in_dangeg(mary)}) )
b. assertionw"CS ( doXy: man{W"': MOST (doxy~ mar) { W': INn_dangeg(mary)})} )

Take a witness world/*[ICS that satisfies the dissociation requirement; hence, we hatve tha
-MOST (doxXw+man)(P), Where p is the proposition W' in_dangeg(mary)}. This world
should also satisfy the assertion, dexyma,J{W": MOST (doXy~marn)(P)}. The latter formula

is equivalent tdJw" JdoXy mary (MOST (doX man)(P)). By the introspection postulate in (41c),
this formula is equivalent tdVMIOST(doXa+man)(P), Which contradicts the dissociation
requirement. A final observation: the dissociation-based analyti® affelicity of the wide-
scope structursubjB>>probabil makes the prediction that, if subjB dissociates from a set of
worlds that is different from the worlds in which the belief éparted, we will not get a
contradiction between assertion and dissociation — hence, in suchréptes, there should

be no contrast between indicative and subjB and the latter shouledneatible with
embeddegbrobabil. As the example in (43) below shows, this prediction is borne out.

(43) Maria nu incea#csi 1l pura pe lon Tn umkbi si nu vrea ca lon&scread ca. ..
Mary is not trying to disadvantage John and she doesn't want John to believe that...

probabil ar incerca as fad asta.
probably subjB try subjA do this.
she is probably trying to do this.

5 Conclusion

| have analyzed the Romanian subjB as a single package ofdiktiet presuppositions:
temporalde se dissociation and propositionde se The subjB — indicative contrast is the
temporal analogue of the PRO — overt pronoun contrast in the individualindoiiee
dissociation presupposition enabled us to show that subjB always fse&ps over the

% The scare quotes are meant to suggest that thestanéd not understand the introspection princigles
psychological principles; for more discussion, séiatikka (1962): 56-57 et seqq, who prefers thesles
psychological term of 'self-intimating'.

6 The logic of belief is usually assumed to be thwlai systenkKD45, where positive 'introspection’ is Axiofn
(B - BB,@) and negative 'introspection’ is Axidsr(—B,p — B, B,®).

" Thede seversion of the introspection postulate is givefijielow. We use the simpleox-based version.

(i) Ow,x,tO0w',x',t)Oself_ascribg, « ( self_ascribg, v+ = self_ascribg, ).
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embedded negation. The propositiodal sepresupposition derives this generalization. The
move to centered propositions (generalizing centered worlds) in cadmhinavith
propositionalde se 'introspection’ principles and dissociation conspire to derive thdHat
subjB reports (unlike their indicative counterparts) are infelicitous with éddaprobabil.

There are at least two directions for future research. Rirst,need to investigate the
distribution and interpretation of subjB and its contrast with indieavhen the two moods
are embedded under other attitude verbs,spgne(say),zice (say),pretinde(claim) andse
indoi (doubt). Moreover, following Farkas (1992), we need to extend the investiga the
Romanian subjunctive A and the ways it contrasts with indicative and subjB. Secamekdve
to examine the cross-linguistic typological predictions that gresent analysis of subjB
suggests. An important question is whether the three components of tBargakpretation
are truly independent; if so, we expect to encounter languagesems that have only one
or two of the three presuppositions. A possibly relevant mood is thésEngfinitive: it is
compatible with verbs likbopeor promise which suggests that it is not temporally se and

it is incompatible withprobably (#Mary believes herself to probably be in dangsrMary
believes that she is probably in dangevhich might indicate that it is propositionatlg se
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Abstract

In this paper | discuss four type of bare nomimald note that, in some sense, all of them
appear to imply stereotypicality. | consider anagt in terms of Bidirectional Optimality
Theory: unmarked (bare) forms give rise to unmarfadreotypical) interpretations. However, it
turns out that, while the form of bare numeralgrismarked, the interpretation sometimes is not.
| suggest that the crucial notion is not unmarkednbut optimal inference: unmarked forms give
rise to interpretations that are best used for ohgwinferences. | propose a revision of
Bidirectional Optimality Theory to reflect this.

1 Stereotypical Interpretations of Bare Nominals
1.1 Generic Bare Plurals

What does a generic sentence like (1) mean?
(2) Ravens are black.

Clearly, this is not a universal, since the existence of the diltbalaven does not render (1)
false. But what, then, does it mean? The meaning of a gesexibatly debated topic, and |
am not going to address it hérAt a pretheoretic level, however, a reasonable approximation
of the meaning of the sentence is that it makes a statemeabowt all ravens, but about
stereotypical ravens. Since an albino raven is not stereotypicahes not count an an
exception, and does not falsify (1).

Note that | am not advocating here that the truth conditions of (Xpatared by an appeal to
stereotypicality—indeed, | will argue against such a cfaifi.| am saying is that when (1) is
interpreted, there is a “feeling” that stereotypicalitiniolved. Nothing more than this rather
weak and, | believe, non-controversial claim is necessary for tpeses of this paper, as we
shall see.

1.2 Existential Bare Plurals

Existential bare plurals are usually supposed to express nothinghaora simple existential
claim. They are certainly rarely associated with notions efestypicality. And yet,
stereotypicality does appear to play a role in their interpretation (Cohen)2005a

Consider the following examples:
(2) a. This tractor has wheels.

" | would like to thank Manfred Krifka for helpfubemments and suggestions.
! See Cohen (1996; 1999) for my take on this questio
2 Though some researchers, e.g. Geurts (1985) aciéR¢1986), argue for precisely this claim.
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b. This tractor has some wheels.

Suppose the tractor in question has only two wheels. Then (1a) would be ofidy)wbuld
be fine. Sentence (2a), but not (2b), suggests that the tractdiolrasvheels, suitably
arranged: two large ones in the rear, two smaller ones in froother words, (1a) implies
that the tractor has the stereotypical arrangement of wheels.

For another example, consider the following pair, suggested by Tova Rapoport (pc)
3) a. John has playing cards.
b. John has Victorian playing cards.

Sentence (3a) suggests that John has the stereotypical setfie. a full deck. Sentence
(3b), on the other hand, may be felicitously uttered even if Johmriigsa few Victorian
cards; in the context of this sentence, John is most probably a collectorafariatards, and
there is no specific set of cards that would be considered stereotypicdldoting purposes.

Even the “classic” example of an existential reading of a pamal, namely the subject of
available may give rise to stereotypicality. Suppose we wish to send a spaceshipnimotine
We contact NASA, and get the following response:

(4) Astronauts are available.

Sentence (4) says more than simply that there exist somealdgaistronauts. Rather, it
implies that there is a set of available astronauts thetersotypical, in terms of its size, the
training of its members, etc., in the context of our missibere are, say, three astronauts,
who have the respective roles of Command Module Pilot, LEM Pilot, amsbidv
Commander.

Note that this feeling of stereotypicality is perceived by hearer, who may felicitously
respond to it as if it were explicitly made:

(5)  A: This tractor has wheels.
B: So where do you want to go with it?
(6)  A:John has playing cards.
B: Great, let's start a game.
(7)  A: Astronauts are available.
B: But the mission cannot go ahead, because the rocket is still malfunctioning.

B’s response in (5a) relates to the implied claim that the tractor hasfardeeels suitable for
the purpose of riding it; in (6b), B responds to A’s implication that J@wa set of playing
cards suitable for playing; and in (7b), B understands A’s purpose tatadiat the mission
is ready (and the set of available astronauts is the appropriate stemdatgpic

1.3 Incorporated Bare Nouns

Carlson (2005) discusses a number of studies of incorporation in variouadgasgWhile the
languages and the theoretical approaches differ substantiallfheslé works seem to
converge on some sort of stereotypical interpretation of incorporated nouns.

Thus, for example, Borthen (2003) proposes:

A bare indefinite can occur in Norwegian if it is... selectedaas
complement by a predicate and together with this predicate (and
possibly other selected elements) designatesnaentional situation
type.. A conventional situation types a property, state, or activity
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that occurs frequently or standardly in a given contextual fr@e
in the macro social frame) and has particular importance evaete
in this frame as a recurring property, state, or activity type (p. 160).

Similarly, Axelrod (1990) suggests that “incorporation provides tkedézed version of a
typical activity”. Mithun (1984) relates the typicality imgdition of incorporation to
frequency: “some entity, quality, or activity is recognizedisigtly often to be considered
nameworthy.” Mulder (1994) follows suit: “Noun incorporation in Sm’alggacurs when a
habitual activity toward an object is expressed.” SimilarlyRéeise (1994) suggests that the
incorporated form “refers to habitual, permanent, chronic, spesdlizharacteristic or
unintentional activities or states, or localized events”.

1.4 Bare Goal Arguments

Horn (1993) considers sentences with bare goal arguments:

church
(8) My brother went ta jail
school

Horn notes that (8) implies that my brother wenthwrch (jail, school) for the purpose of
performing the stereotypically associated func{jraying, being incarcerated, studying). In
this its meaning is different from (9), which measimply that my brother changed his
location to the specified location — the churche(fil, the school).

church
(9) My brother went to g jail
school

It appears, then, that four different kinds of baminal, which differ on their syntax,
semantics, and pragmatics, share a stereotypid¢avoff. Surely this cannot be mere
coincidence: there must be something about bareinadsn that contributes to this
interpretation. How can we explain this fact?

2 Unmarked Forms and Interpretations

2.1 The basic idea

An idea that goes as far back as Atlas and Levi($981) and Horn (1984) can be expressed
succinctly by the following well known slogan: unrkad forms receive unmarked
interpretations.

The underlying notion is simple: both speaker aedrér want to minimize their effort.
Unmarked (shorter) forms are easier for the spetkgroduce; unmarked (stereotypical)
meanings are easier for the hearer to understaadcd{ unmarked forms are preferred to
marked forms, and unmarked interpretations areemesd to marked interpretations.

2.2 Bidirectional Optimality Theory

This notion has been formalized by Blutner (19980@ in his Bidirectional Optimality
Theory. Blutner considers pairs of form and intetgtion: <AT> means thatt is the
interpretation of A. Blutner proposes a partialeard-'on such pairs. Intuitively, <At’> >
<A, 7> means that <At,> is preferred to <A>. A pair <A1> is superoptimaliff it satisfies
the following two principles:



74  Ariel Cohen

Q principle: 1 is a possible interpretation of A and there iottger pair <A'T> satisfying
the | principle s.t. <A> > <A;T>

| principle : T is a possible interpretation of A and there itizer pair <At'> satisfying
the Q principle s.t. <A;> > <A,1>

At first sight, the combination of these two prppleis might appear circular, since the
definition of the Q principle refers to the | priple, and the definition of the latter refers back
to the former. However, this circularity is not igs, and, in fact, the principles can predict
successfully a number of phenomena.

For an example, consider the following minimal paom McCawley (1978):
(10) a. Black Bart killed the sheriff.
b. Black Bart caused the sheriff to die.

McCawley notes that while (10a) implies that Bl&=t killed the sheriff in a direct way (i.e.
shot him), (10b) implies some indirect way of kifl, e.g. sabotaging the sheriff's own gun so
that it backfires.

Bidirectional Optimality Theory can account for ghidifference, under the plausible
assumption that the stereotypical manner of kilisxdirect rather than indirect.

Note that the form-meaning paiki#, direct killing> is superoptimal, since both its form
(short) and its meaning (stereotypical) are pretérBut the form-meaning paircause to
die, indirect killing> is also superoptimal. This is the case, althoingine are pairs that are
preferred to it. For examplek#l , indirect killing> is preferred (its form is shorter), but it
doesn't satisfy the I-principle, because the p&ill <direct killing> is better than it. Similarly,
although <ause to die direct killing> is preferred (its meaning is stereotypical), aesin’t
satisfy the Q-principle, since the paiik, direct killing> is better than it. Thus, we get the
desired result: unmarked forms pair with unmarkeshnings, and marked forms pair with
marked interpretations.

It appears that Bidirectional Optimality Theory vastraightforwardly account for the facts
about bare nominals discussed above, provided ke tag assumptions:

1. The meaning of bare nominals is unmarked (stgpexal)
2. The form of bare nominals is unmarked (shodasjer to produce)
These assumptions appear quite reasonable; btitearéenable?

3 Non-stereotypicality

Let us first reconsider the claim that bare nonsimakeive stereotypical interpretations. We
will see that this does not hold in general, in ahthe four phenomena we have considered.

3.1 Generic Bare Plurals

It is quite easy to show that generics do noteneggal, express stereotypicality. Take (11), for
example:

(11) ??Mammals are placental mammals.

The stereotypical mammal is certainly a placentalhhmal. Hence, if generics expressed
statements about stereotypes, (11) ought to beohlgmatically true; but the fact is that it is
quite bad.
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It might be argued that the problem with is simhlg fact the same wordhammalsoccurs
in both subject and predicate. Perhaps this is wiakes the sentence awkward. To see that
this is not the case, consider the following exasspl

(12) a. ??Primary school teachers are female.
b. ??People are over three years old.

Although the stereotypical primary school teactsefemale, (12a) is bad, and although the
stereotypical person is an adult, (12b) is very.odd

Elsewhere (Cohen 1996; 1999; 2004) | account foh $acts by proposing that generics carry
a homogeneitypresupposition. The genergen(y,p) presupposes that its domaig, is
homogeneous, in the following sense: for any pshdically salient criterion by whichy
may be partitioned into subsets, the conditionabability of ¢ ought to be roughly the same
given every such subset af. That is to say, the domain of a generic may eeH'chunks"”
where there are significantly mops or significantly feweps than there are in the restyof

Homogeneity corresponds rather well to the pre#tezal notion of what a generic sentence
means. For example, suppose a friend is comingreell for a visit, and is worried about
whether she will be able to manage, speaking onbjigh. We reassure her by saying

(13) Israelis speak English.

Observe that (13) means more than simply that uf y®et an Israeli, he or she is likely to
speak English; in addition, the sentence requinas wherever you go in Israel, whichever
group of Israeli society you associate with, a memtf this community will be likely to
speak English. Indeed, suppose the friend spenteallvisit in a town where nobody spoke
English, or with members of some group of Israetisty where English was rarely spoken.
In such a case, she would be justified in accugsgf misleading her.

Homogeneity can explain the oddness of examplesi?)labove. Partition according to
biological group violates homogeneity: one subset (the placentahmmas) satisfies the
property, another (marsupials) does not. Hencg,i¢ldad.

Sentence is (12a) is odd because partition acaptdisexviolates homogeneity: one subset
(the females) satisfies the property, another (tlades) does not. And (12b) is bad because
partition according t@ge violates homogeneity: some subsets (adults) gatief predicated
property, others (babies and toddlers) do not.

Why do generics have this requirement? In CoheBg)JLBsuggest that homogeneity is useful
for inference. If the domain is homogeneous, wesafe from local minima. That is to say,
we will not find ourselves in a situation where,chese of bad luck, we happen to find
ourselves dealing with a subset of the domain whki@ur inferences are wrong.

For example, consider (1) again, repeated below:
(14) Ravens are black.

This sentence is acceptable and true, despitexiberece of albino ravens. Why? The reason
Is that albino ravens are homogeneously distribtheaughout the raven community—there
are no colonies of albino ravens. Hence, if, when&we encounter a raven, we infer that it is
black, this inference will be justified. It mighbhalways prove correct—sometimes wil
encounter the odd albino raven—nbut it will not bpeatedly wrong.

Hence, | suggest that the crucial notion which gnefan interpretation of a bare nominal is
not whether the interpretation is stereotypicaash, but whether it provides information that
is useful for inference. Thus, a generic impliest thferences about its domain are generally
reliable. Of course, one of the ways to aid infeeens stereotypicality; indeed, this is
arguably why we have stereotypes. But it is notaihlg way: another one is homogeneity.
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3.2 Existential Bare Plurals

We have seen above that existential bare pluraksnoimply stereotypicality. Indeed,
stereotypicality can aid inference. For example, likarer of (2a), repeated below, can draw
inferences about the tractor (e.g. that it can.run)

(15) This tractor has wheels.

However, existential bare plurals are not alwayerpreted stereotypically. Consider the
following sentence:

(16) Inthis forest, trees are dying.

The stereotypical, indeed the common situation w/heses are dying is where the trees are
concentrated in some area, the location that wsisififected. However, in such a case, where
only a single grove out of the forest is dying,)(®uld be quite odd. Rather, (16) seems to
indicate that the dying trees are homogeneoustitdised throughout the foredt.

As in the case of generics, so in the case ofentisi bare plurals, homogeneity serves as an
aid to inference. The hearer of (16a) can drawamees about the forest (e.g. that it is sick),
which would not be possible if only a single gravere infected.

For further examples of existential bare pluralattexpress homogeneity, consider the
following sentences, after Greenberg (1994):

(17) a. (Although it is winter now, in our cdoyn..) lakes are dry.
b. (Wellington’s army has won a great victory tpdaut...) soldiers are tired.
c. (Itis New Year's Eve, and...) restaurants atke fu

Note that if only lakes located in a specific gexgajrical region, or only salt-water lakes were
dry, (17a) would be odd; rather, the sentence mspihat throughout the country, lakes are
dry. Similarly, (17b) would be bad if only the yuy soldiers, or only the soldiers in a
specific platoon were tired; its acceptability regs that soldiers from a variety of ages, units,
etc. be tired. As for (17c), if only Italian restants, or only restaurants on a specific street
were full, it would be odd; (17c) implies that \@us types of restaurant, throughout town, are
full.

3.3 Incorporated Bare Nouns

We have seen that incorporation often implies stgpecality. What is the role of
stereotypicality? Asudeh and Mikkelsen (2000), uésing syntactic noun incorporation in
Danish, propose that it is subject to the followamgstraint:

the resulting predicate must denote an actionishanstitutionalized’
(Rischel, 1983). In other words, the denotationthed incorporated
verb phrase must be an action or event which meationally
associated with a certain structure or set of digts/(pp. 5-6)

Asudeh and Mikkelsen present the following pairapblogical phrasing is indicated by
square brackets):
(18) a. Min nabo pkebte hus] sidste ar

My neighbor  bought house last vyear

% Or, at least, that the disease is spreading, latdhe dying treswill be homogeneously distributed in the near
future.
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"My neighbour did house-buying last year.’
b. #Min nabo pkebte  blyant] igar
My neighbor  bought pencil yestsrd

Why is (18a) fine, while (18b) is bad? Borthen (2p@xplains: “there are presumably more

conventionally associated activities connecteduyiry a house than buying a pen, which is

in accordance with the fact that in Danish, théoacdf buying a house can be expressed with
a sentence that contains a bare singular refetoiriige house, whereas the action of buying a
pen cannot” (p. 94).

Incorporated mominals, however, do not always deaastereotypical activity. Just like with
generic and existential bare plurals, incorporai@alinals sometimes indicate homogeneity.

In his discussion of verbal incorporation in Chuk@unn (1999) notes that:

the stemqgora-nm-at — ‘slaughter reindeer'... refers to something
which, in Chukchi culture, is anitary activity and is exceptionally
nameworthy as a focus of ritual activity and thghhpoint of a day...
this incorporation... only refers to reindeer-kigii in its traditional
Chukchi cultural context, i.e. killing of a domestneat reindeer with
a knife in the prescribed manner with all attendéogl” (p. 223, my
emphasis).

This traditional manner of killing reindeerusitary, i.e. presumably homogeneous, and gives
rise to a number of inferences (e.g. about thetfedtthe animal is domestic, that the killing
is done with a knife, etc.), which anyone familidth the Chukchi culture may draw.

3.4 Goal Arguments

We have seen that bare goal arguments imply stgrieatity. This cannot, however, be the
only factor. If it were, we would expect sententks (19) to be fine, and to imply that my
brother went to the beach to perform the stereofylyi associated activity (bathing).

(19) *My brother went to beach
The fact is, however, that (19) is bad. Why, ther{8), repeated below, good?

church
(20) My brother went tqg jail
school

The explanation | propose is that churchgoerspprismates, and school children are fairly
homogeneous groups, and many inferences can be amedg them. If we learn that the
speaker’s brother belongs to one of these grotpse is a fair amount of information we can
infer about him. In contrast, this is not the chwebeachgoers. What inference can we draw
about the speaker’s brother on the basis of hisgmi the beach?

3.5 Dutch Predicate Nominals

Perhaps the clearest case of bare nominals thatrige to an implication of homogeneity is
provided by Dutch predicate nominals, studied bySdert, Winter, and Zwarts (2004). For
example, (21a), which uses a bare nominal, imphiasbeing a manager is Henriétte’s job. In
contrast, (21b) merely says that Henriétte has maidtrative duties.

(21) a. Henriétte is manager.
"Henriétte is manager’
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b. Henriétte is een manager.
"Henriétte is a manager’

The class of managers is a much more homogeneaugp ghat than of people with
administrative duties. Hence, from (21a), but motrf (21b), we can infer all sorts of facts
about Henriétte; this is why (21a) uses a bare nahwvhile (21b) does not.

To give another example, (22a) implies that Marietsband is literally a dictator, while
(22b) merely expresses the statement that he belha@edictatorial fashion.

(22) a. Maries echtgenoot is dictator.
"Marie’s spouse is dictator.’
b. Maries echtgenoot is een dictator.
"Marie’s spouse is a dictator.’

Again, we can draw many more inferences about NManiesband if we know that he belongs
to the homogeneous group of country leaders whaliatators; we can tell much less about
him just on the basis of his dictatorial behavior.

One more example is provided by the sentences3in (2
(23) a. hijis visser
"He is a fisherman’
b. hij is een visser
"He is fishing ’
While (23a) says that he belongs to the rather lggmeous group of people whose profession

is fishing, (23b) merely says that he is fishingred time of utterance. Clearly, we can infer
much more from the former than from the latterrptetation.

The phenomenon adflass qualifiersprovides evidence that what is at issue hereyrasll
homogeneity. These are qualifiers that are useadh e predicate is taken to indicate that the
argument belongs to a certain class. Significarslygh qualifiers are possible with the bare
form of the predicate nominal, but not with the l&tpindefinite form:

advocaat &nberoep
(24) a. Jan igBelgvannationalieit ;.

christen anreligie

advocaat &nberoep
b. * Jan is eerBelgvannationalieit ;.
christen anreligie

alawyerby professio
“Jan is< of Belgiannationaliy
of theChristianfaith
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Thus, the predicate nominal indicates that Janngsido the group of professional lawyers,
Belgian nationals, or religious Christians; allgbegroups are perceived (rightly or wrongly)
to allow the hearer to draw some inferences aleut J

Compare the above to Borthen’s characterizatiaieftype of cases that allow bare singular
objects in Norwegian. She notes that the bare Engsifine in sentences like those in (25),
but bad in sentence such as those in (26).

(25) a. Hun er kontorist.
she is clerk
‘She is a clerk.’
b. Hun er bellonamedlem.
she is Bellona-member
‘She is a Bellona member.’
(26) a.??Per er liten gutt.
Per is little boy
'Per is a little boy.'
b. */??Han er kjernekar.
he is splendid-chap
'He is a splendid chap.’

Borthen’s explanation of these facts notes that gheperties predicates in (25) denote
homogeneous groups, whereas those in (26) domberlown words:

One particularly prominent and frequently relevaahtextual frame
for humancommunication, is the macro social frafeg. Norwegian,

this means the Norwegian society. In this framendm beings are
categorized relative to certain properties. Jolitipal affiliation, and

religion, for instance, are all important propestief individuals

because the society or community is organized rmgeof these
properties; rules make reference to them, mondyeisg distributed
according to them, and people are listed and kepk tof according to
them. On the other hand, being or not being—letis—sa splendid
chap, a little boy, or a boring woman, for instanogight be of

importance to these individuals' friends, but ia thacro social frame
these properties are irrelevant; no rules refethean, no money is
being distributed according to them, and presumatiy lists of

splendid chaps, little boys, or boring women exisywhere in the
system (p. 126).

3.6 Inference and Preference

It should be emphasized that homogeneity and gigreality are quite distinct concepts.
While it might be argued that stereotypicality tsetunmarked interpretation, no such
argument can be made for homogeneity. Indeed, there reason to assume a-priori that the
domain of inference is homogeneous—in most cadas, will not be so. Hence, the
implication of homogeneity is actually quite infoative, and is therefore not simply the
unmarked reading.
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| propose, then, that the crucial notion is not arkadness, but aid to inference. We prefer an
interpretation not on the basis of how easy ibiagsume it, but on the basis of its potential to
support inference.

Using the notation of Bidirectional Optimality Thgothis means that
<A,T> > <A,T> if T aids inference, by either:

1. being more stereotypical, or

2. by implying that the domain of inference is homaoggauns.

At this point, | ought to clarify what | anmot saying. It is not my claim that every
stereotypical or homogeneous statement is exprassad bare nominals. Clearly, there are
other ways to express these notions. Howevam ¢laiming the converse: namely, that every
use of bare nominals implies that inferences arititited, either because the interpretation is
stereotypical, or because the domain of inferea¢®mogeneous.

4 Is the Form Unmarked?

We have seen that the preferred interpretatiootisacessarily the unmarked one, as claimed
by Bidirectional Optimality Theory, but the one theest supports inferences. What about the
form? Is the preferred form the unmarked one? (sden alternative factor apply here as
well?

4.1 The Data

Bare nominals are, in a sense, underspecified: ldaye out the determiner. There is some
reason to believe that underspecified interpretatiare preferred (Krifka 2002). But what
about underspecified forms?

Obviously, a bare nominal is shorter than a full. Rs therefore arguably easy to produce.
We could therefore say that bare nominals are pexfe because it takes less effort to
produce them.

There is, however, a problem with this idea: wisaexpressed by a bare nominal in one
language, is expressed by a definite determinanather. We can see this in all four forms of
bare nominal we have considered.

® Generic plurals

While generic plurals are bare in English, they explicitly definite in Romance. Thus, the
translation of (1) into Spanish is:

(27) Los cuervos son negros.
"The ravens are black’.
(i)  Existential plurals

In Romance, existential plurals that imply stereatslity/homogeneity are not bare, but
rather definite. Thus, the translation of (2a) in#&dian is:

(28) Questo trattore ha le ruote (G. Longobagrd),
“This tractor has the wheels’.
(i) Incorporated nominals
Carlson (2005) notes that incorporated nominalo#en translated into English as definites:
(29) a-urapa-pirar (Tupinamba—Mithun 1984)
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I-bow-open
‘| draw my bow’
(30) Nej-Ek ‘EIE-IgE-g'i (Chukchi—Polinsky 1990)
hill-LOC snow-melt-3SG.S
"On the hill, the snow melted.’
(iv)  Goal arguments

In Spanish, instead of bare nominal goal argumemtshave definites. Thus, the translation
of (8) is:

iglesia
(31) Mihermano fue a lacarcel ;.
escuel
church
"My brother went to thgail
school

4.2 Definites as a Last Resort

It appears that we can draw the following geneaéilin: languages that can use a bare
nominal in the constructions we have discussedaddanguages that cannot, use a definite,
rather than an indefinite, instead. While it magesse to assume that a bare nominal is easier
to produce than an overt indefinite, could we asgue that a definite is easier to produce
than an indefinite?

| would like to offer a speculative affirmative avex to this question. Definites are obviously
more prominent than indefinites on tlefiniteness hierarchfComrie 1989). This hierarchy
has considerable explanatory power, and has beerelated with other prominence
hierarchies. For example, subjects are more pramith@n objects, and animate individuals
are more prominent than inanimate ones. It turnstioat subjects are more likely to be
definite, while objects are more likely to be indé@e. This, indeed, has been seen as an
explanation for the phenomenon of Differential @bj#arking: “the most natural kind of
transitive construction is one where the [subjectjigh in animacy and definiteness, and the
[object] is lower in animacy and definiteness; @my deviation from this pattern leads to a
more marked construction” (Comrie 1989, p. 128)né¢e some languages have a special
way of marking definite objects (sometimes in additto specific indefinite objects),
contrasting them with indefinite ones.

If definites are higher on the prominence scalen timalefinites, they may be more easily
accessible, hence easier to produce. Let us seeMeogan use this principle to account for
the distribution of definites in the cases discddsere:

® Generic plurals

In Romance, BPs cannot denote kinds (Longobardl Y0BIsewhere (Cohen 1996; 2005b), |
argue that all generic readings, whether charawerigenerics or direct kind predication,
require reference to kinds. If this is grantedntf®mance BPs cannot get generic readings.
Consequently, a different construction is requiredexpress genericity. Since definites are
higher on the prominence scale than indefinitesy tre chosen.

* Chierchia (1995) claims that this is not the cdm#, his arguments are rather weak; see Cohen (3005
discussion.
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(i) Existential plurals

Although existential bare plurals are not topicabkien and Erteschik-Shir 2002), when they
express stereotypiality or homogeneity, they apécglly deaccented. Indeed, when stressed,
they can only be read contrastively:

(32) a. THIS tractor has wheels.
b. This tractor HAS wheels.
c. ?This tractor has WHEELS.

Thus, it is easy to accommodate a context whera)(32acceptable (e.g. when comparing
this tractor with some other, wheeless tractorjs Hlso easy to accommodate such a context
for (32b) (e.g. when it is uttered as a respons®oineone who claimed the absence of wheels
on the tractor). In contrast, (32c) is somewhat, @ahdl it is hard to think of a context where it
would be acceptable—perhaps when used to corremthenspeaker’s utterance that the
tractor has, say, legs.

It is well known that Romance languages disprefagmatic deaccenting; hence, producing a
bare nominal would not be so easy after all, sihagould carry the cost of deaccenting.
Consequently, definite plurals are actually eassémce they are also easier than indefinites,
being higher on the prominence scale, they areteeldor production.

(iii) Incorporated nominals

English does not allow verbal incorporation. Thestnmatural translation of an incorporated
noun may be as a bare singular; however, Englisiallysdoes not allow bare singulars in
argument positions either. Hence, because of tbmipence hierarchy, the best remaining
option is to use definite singulars instead.

(iv) Goal arguments

Since Romance does not allow bare singulars innaegt position, and since definites are
more prominent than indefinites, a definite singidgproduced instead.

5 Conclusion

We can conclude that the preferred forms are thbat are easier to produce, and the
preferred interpretations are those that aid imiege Applying the machinery of Bidirectional
Optimality Theory, this results in the desired sopéimal form-interpretation pairs.

For example, with respect to the sentences irtl{g)superoptimal pairs are:
1 <wheels, stereotypical interpretation>
2. <some wheels, non-stereotypical interpretation>

An interpretation can aid inference, hence be prede by either providing stereotypical
information, or by indicating that the domain isymmgeneous.

A form is preferred if it is easier to produce:stimeans that it is the shortest expression that is
consistent with the constraints of the specifiglzage spoken.

Plugging these constraints into Bidirectional Oty Theory, it follows that bare nominals
receive interpretations that are optimal for infexe
References

Asudeh, A.and L.H. Mikkelsen.(2000) . IncorporatiarDanish: Implications for interfaces.’
In Cann,R.,C.Grover,and P.Miller (edsd):Collection of Papers on Head-driven Phrase
Structure GrammarStanford University.



Bare Nominals and Optimal Inference 83

Atlas, J. and S.C. Levinson (1981) 'lt-clefts, mf@tiveness, and logical form: Radical
pragmatics (revised standard version)’, in P. Get® Radical PragmaticsNew York:
Academic Press, 1-61.

Axelrod, M. (1990). ‘Incorporation in Koyukon Athagkan'. International Journal of
American Linguistic®6(2), 179-195.

Blutner, R. (1998) "Lexical pragmaticdournal of Semantic$5(2): 115-162.

Blutner, R. (2000): "Some aspects of optimalityp@tural language interpretatiodournal of
Semanticd7:189-216.

Borthen, K. (2003)Norwegian Bare Singularoctoral Dissertation, Norwegian University
of Science and Technology, Trondheim.

Carlson, G. (2005) "The meaningful bounds of inooagon.” Talk presented at the
Conferencédndefinites and Weak QuantifiefBrussels.

Chierchia. G (1995) ‘Individual predicates as iem¢rgenerics.” In: G. N. Carlson and F. J.
Pelletier (eds.)The generic bogKL76-223. Chicago: University of Chicago Press

Cohen (1996)Think Generic! The Meaning and Use of Generic Sentenbestoral
Dissertation, Carnegie-Mellon University. PublisH&99, CSLI, Stanford.

Cohen, A. (1999) "Generics, frequency adverbs, mobdability. Linguistics and Philosophy
22: 221-253.

Cohen, A. (2004) "Generics and mental representationguistics and Philosophy27(5),
529-556.

Cohen (2005a) "More than bare existence: an intplieaf existential bare pluralsJournal
of Semantics22: 389 - 400

Cohen, A. (2005b) "The meaning of bare pluralsdence from ltalian.” Talk presented at the
Conferencédndefinites and Weak QuantifiefBrussels.

Cohen, A.and N. Erteschik-Shir (2002). "Topic, fecand the interpretation of bare plurals.’
Natural Language Semantiés339-405.

Comrie, B. (1989)Language Universals and Linguistic Typolpd@nd ed., University of
Chicago Press, Chicago.

Declerk, R. (1986) "The manifold interpretationggeheric sentencekingua68:149-188.

Dunn, M. (1999)A Grammar of ChukchPh.D. dissertation, Australian National Universit
Canberra.

Greenberg, Yael: 1994ebrew nominal sentences and the stage/individual level distinction.,
Master’s thesis, Bar-llan University.

Geurts B., (1985): "Genericdlournal of Semantic, 247-55.



84  Ariel Cohen

Horn, L. R.: (1984), Toward a new taxonomy forgmaatic inference: Q-based and R-based
implicature’, in D. Schiffrin (ed.)Meaning, Form, and Use in Context: Linguistic
Applications pp. 11—42. Georgetown University Press, Washimgto

Horn, L. R.: (1993), 'Economy and redundancy irualidtic model of natural language’, in
S. Shore and M. Vilkuna (edsSKY 1993: 1993 Yearbook of the Linguistic Association
of Finland pp. 33—72. The Linguistic Association of Finlafarku.

Krifka, M. (2002) "Be brief and vague! And how Biectional Optimality Theory allows for
verbosity and precision.’” IBounds and systems: studies in the structure and change. A
Festschrift for Theo Vennemanegs. David Restle and Dietmar Zaefferer, 439-458.
Berlin / New York: Mouton de Gruyter.

Longobardi, G. (2001) "How comparative is semaftidsunified parametric theory of bare
nouns and proper namdsatural Language Semanti®s 335-369.

McCawley, J.D. (1978). "Conversational implicatuaed the lexicon’. In:Syntax and
Semantics 9: Pragmati¢®. Cole, ed.), pp. 245-259. Academic Press, Nevk.Y

Mithun, M. (1984). "The evolution of noun incorptiod’. Languages2, 847-94.

Mulder, J. G. (1994)Ergativity in Coast Tsimshian (SmialgyaXJniversiry of California
Press: Berkeley.

Polinsky, M. (1990). "Subject incorporation: evidenfrom Chukchee.” In: Dziwirek et al.
(eds.):Grammatical Relations: A Cross-Theoretical Perspects®anford: CSLI, 349-
364.

de Reuse, W. (1994) 'Noun incorporation in Dakd#oan).” International Journal of
American Linguistic$0(3), 199-260.

Rischel, J. (1983) "On unit accentuation in Danishnd the distinction between deep and
surface phonologyFolia Linguistical7:51-97.

de Swart, H., Y. Winter and J. Zwarts (2004) "Tintetipretation of bare predicate nominals in
Dutch’. Unpublished ms.



MENTION SOME OF ALL*

Paul Dekker,
ILLC, Universiteit van Amsterdam

p.j.e.dekker@uva.nl

Abstract

In the interpretation of natural language one may distinguish three typgsafics: there
are the acts or moves that are made; there are structural relations beteEssguent
moves; and interlocutors reason about the beliefs and intentions of theipgzarts in a
particular language game. Building on some of the formalisms developed tardadoo
the first two types of dynamics, | will generalize and formalize Gricean itsigito the
third type, and show by means of a case study that such a formalization alldinect ac-
count of an apparent ambiguity: the ‘exhaustive’ versus the ‘mentioresmterpretation
of questions and their answers. While the principles which | sketch, likeetbb&rice,
are motivated by assumptions of rationality and cooperativity, they do estippose these
assumptions to be always warranted.

Key words natural language interpretation, dynamic semantics, semantics-pragmatics in
terface, Gricean pragmatics, epistemic logic, decision theory.

In the interpretation of natural language one may distisigthree types of dynamics, which,
though obviously related, can be studied relatively indeleatly. Firstly, there are the acts
or moves that are made, assertions, questions and answerg)ands and permissions, etc.
The first two categories have been studied by Stalnaker,meéraijk and Stokhof, Heim and
Veltman, to name a few. Secondly, the strict interpretaditthese moves are interrelated in that
there are structural relations between subsequent mogksis@anaphoric dependencies, ellipsis
configurations, and discourse relations, all of which haved resolved. The work on these
subjects is so numerous that it is even impossible to mehtoa only the most important ones.
While this second type of dynamics is of an arguably ‘locakune, which can be studied by
focusing on move-pairs, or small sequences, | will argutttteathird type of dynamics requires
one to take a ‘global’ perspective, which takes into accqassumptions about) the beliefs
and intentions of the participants in a language game. |geitieralize and formalize Gricean
insights into these subjects, and show by means of one cadg ttat such a formalization
allows a direct account of an apparent ambiguity: the ‘eshia@’ versus the ‘mention some’
interpretation of questions and their answers. While theggsles which | sketch, like those
of Grice, are motivated by assumptions of rationality anolpsrativity, they do not presuppose
these assumptions to be always warranted. In this small papknot provide much technical
details, but confine myself to sketching and illustrating thain ideas.

| will proceed as follows. In the first two sections | presdre basic concepts of the semantics
of declaratives and interrogatives, and of the dynamicsiektjons and their answers. | present

*Various versions of this paper have been presented at theAW@lguistics Department in 2003, the 5-th LLC
Symposium in Thilisi 2003, Sinn und Bedeutung VIl in Franif2003, the ILLC Amsterdam in 2004, the IKP in
Bonn 2004, LoLa8 in Debrecen 2004, the workshé@m@ntique et Moglisation in Paris 2005, and of course Sinn
und Bedeutung X in Berlin 2006. | thank the audiences for trantive criticisms and inspiring comments. The
work reported on has been funded by a grant from the Nethagl@rganization for Scientific Research (NWO)
for the projectrormal Language Gamewvhich is gratefully acknowledged.
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the main ideas only, and only the main concepts to be used ést¢hey can be deemed quite
classical and because they are defined and discussed &t é&ngrious other places. In section
3 | present the notion of an ‘optimal discourse’, a reintetation of Grice’s conversational
maxims which does not serve as a set of categorial impesatiug as a measure to explain
other people’s discourse moves, and to motivate those dé ome1. In section 4 it is shown
how this notion can be used to explain, on the basis of theustiva semantics from the first two
sections, the non-exhaustive interpretation of questimasanswers in specific cases. Section 5
sums up the results and establishes directions for futurk.wo

1 The Semantics of Declaratives and Interrogatives

According to a long and widely respected tradition, theispirwhich can be traced back to
the work of Gottlob Frege, the meanings of declarative st can be equated with their
truth-conditions. As Wittgenstein has put it: “Einen Satzstehen, heil3t, wissen was der Fall
ist, wenn er wahr ist.” (“To understand a proposition meanknow what is the case, if it is
true,” Tractatus Logico-Philosophicus, Satz 4.024.) Beative sentences are used to convey
information about the world, and if you know what the worldgbtito be like in order for
such a sentence to be true, you grasp what the world is likenile®ne sincerely asserts such
a sentence, and is not misguided. It is important to empédkat one does not need to know
whether such a sentence is true, because then an asseitismold hardly be informative; the
main point of asserting declarative sentences residesmmumicating information which has
not been established before.

This idea can be fleshed out in a Tarskian fashion by a reeudafinition of a satisfaction
relation = which defines truth of a formula relative to a model and/orld,oand a number
of parameters relevant to the interpretation of the formelech as those that determine the
interpretation of overt or covert pronouns, and that ofjtgly more technically, free variables.
In the remainder of this paper such a satisfaction relagdaken for granted.

The meanings of interrogative sentences can be understadimilar fashion. According to
the classical doctrine, set out by Hamblin, Karttunen, anoe@endijk and Stokhof, knowing
the meaning of an interrogative sentence equals knowingdhditions under which it is an-
swered, so that the meanings of interrogatives can be efjwétetheir answerhood-conditions.
Again, one does not need to be taken to know, in order to utadets question, what is the full
and true answer to it, what is relevant is that one knows, whaarious circumstances, counts
as a full and true answer. A uniform and perspicuous impleatem of this idea has been given
in (Groenendijk and Stokhof 1984), where a question is coadeof as a function, which in
each circumstance or world defines the full and true answere@uestion in that world, and
effectively this cuts up logical space into a partition inigkhworlds are grouped together iff
they define the same full and true answer; in turn this comegp to an equivalence relation
over the set of possibilities such that two possibilities taken as equivalent for the question
iff the same full and true answer holds there, and relevatiffgrent iff not. Before I illustrate
this notion of the meaning of a question, it must be empheddizat it is a purely semantic, if
one wants Fregean or Platonic, notion. More pragmatic nstad answerhood have been pre-
sented in terms of this notion already in Groenendijk andlg16s work, and a more fine-tuned
practical interpretation of actual answers given will becdissed below.

Questions can be understood, in general, as querying toesvalf a (possibly empty) list of
variables. In case the list is empty, we are dealing with apar ‘yes’/'no’-question like B
(“Does it rain in California now?”). The answers will be thegleton set containing the empty
sequence (the truth valdg in case it is indeed raining in California, or the empty ské (ruth
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value0) in case it is not. This cuts up the space of possibilitiesnia blocks, one block of
possibilities in which it rains in California, and one blockthose in which it doesn’t. More
structure is generated by constituentVdh-questions. Consider the following question, with
associated gloss:

(1)  Who will come to the banquet?XZX

A full and true answer specifies, in each possibility, allladte whom come in that possibility,
and, moreover, that nobody else comes. Effectively, thislees possibilities equivalent iff
exactly the same persons come to the banquet in those pitissiband if at least one person
comes in one possibility and not in another, then they aréeesd distinct. If, for the purpose of
exposition, we assume the domain contains only two relewaitiduals,a andb, the meaning
of the question can be displayed as follows:

—3xCx Can—-Ch

Th:=
doesb come?

—-CaACb VXCX

Ca:= doesacome?

The question queries, for each individual, i.@.andb, whether that individual comes. The
conjunction of the questions whethecomes and whethdr comes cuts up logical space into
four parts: one block of possibilities in which both answare negative (none come), two
blocks of possibilities in which only one of them comes (oalgind onlyb, respectively), and
one block of possibilities in which both come. Once one knawahich of these blocks the
actual world resides, one knows the full and true answeis &pproach generalizes to multiple
Whquestions like:

(2) Who gave what to whom? X9z Gxyz

This question asks for a specification of the-relation; in any possibility it will have to
specify the full set of triples which stand in tgeve-relation, together with the specification that
no other triple stands in that relation.

As may be clear from this exposition, tBemanticf questions is taken to be an exhaustive
one. The various (semantic) answers to a question are exleasswers in that they specify
the full and exact set of values of a given predicate or m@ati(This is the same in case of
polar questions, but then there is only one possible value:empty sequence.) As we will
see below, this does not mean that actual answers given adedunderstood this way—they
can be felicitous when they only partially answer a questamd even questions themselves
can be felicitously understood as querying only a partiacgation. For now, however, it is
more important to observe three things. Firstly, this sdmamotion of answerhood underlies a
uniform notion of entailment in terms af, also indicated by means ef, which corresponds
to logical entailent if it relates two declaratives, whiabriesponds to answerhood if it relates
a declarative and an interrogative, and which correspamdsi¢stion subsumption if it relates
two interrogatives. That is, all of the following are valid:
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(3) WxCxECa
VX(Cx > Xx=a) = X Cx
X Cx[= Ca

Secondly, as observed by van Rooij (2003), a partition thebiquestions naturally links up
with decision theory, both intuitively, as well as techriizar hat is, an agent’s decision problem
may also be modeled by a partition of logical space, to thecethat the blocks in the partition
correspond one to one to the alternative actions the agsnbhzhoose from. In the example
above, our protagonist may be wondering whether or not gadanquet, and whether or not
to advise Kata to go there. If none afandb come it might be good to go together; if ordy
comes, | might better go alone and if oldycomes Kata might better go alone; if bafandb
come, Kata and me might better stay home both of us. Once lahwlkanswer to the semantic
guestion displayed above, | know in this case what to do.

The very same situation can be used to make the third and fomat. df my question indeed
is whether or not to go to the banquet, and whether Kata stgmuttiere, the relation between
the question meaning and my decision problem is mediatedrhy@er of assumptions, for
instance that it is fine for me to go there walonly, and not for Kata, and that it is no good for
me to be there with onlp, while this is no problem for Kata, etc. My predicament tliere
better be displayed as follows:

—3XCx Can—-Cb

Th:= ( \
doesb come? & j

-CancCb VXCx

Ca:= doesacome?

where the oval distinguishes the possibilities | conceiivasomaybe actual from those | have
already excluded. If it so happens that the actual world $ay, in the left bottom block outside
of the oval, and you know it, you might truly and rightfully @mer that onlyb comes; however,
this might not appropriately solve my decision problem, &aese this might be one of these
worlds | have mistakenly excluded because it is one in wmdeed it is a problem for Kata to
be with onlyb and not for me. For the remainder it is important that questiaced (“Will I go
the banquet? Should Kata go as well?”) are not literally #raesas those posed (“Who come
to the banquet?”); yet, against the background of my infoionait is assumed that the latter
entails the first, according to the notionjefsketched above.

2 The Dynamics of Questions and Answers

Stalnaker (1978) presents it as two of four ‘truisms’ tha&t tlontent of an assertion can be de-
pendent on the context in which it occurs, and that assertifiect, and are intended to affect,
this context. The interpretation of pronouns, for instadepends on the specific contexts in
which they are used, and certain presuppositions may or raaper acceptable as a conse-
guence of the information available in the context in whioéytare triggered. The context next,
will be altered to the effect that the interlocutors can taker granted that a certain assertion
has been made, and, if no objections are made, that its ¢er@enadded to the stock of com-



Mention Some of All 89

mon knowledge. Although, it seems, Stalnaker regards thgsdservations belonging to the
realm of pragmatics (Stalnaker 1998), they have been tagen indeed quite of few formal
systems of interpretation: Kamp’s discourse represamtdtieory, Heim’s file change seman-
tics, Groenendijk and Stokhof’s dynamic predicate logitg &eltman’s update semantics, to
name but a few. Whereas in each of the mentioned systems theptaf a context is adapted
to their various purposes, they all implement the idea thatriterpretation of discourse resides
in a step-wise update of information.

Interrogatives have been accommodated into this pictureetisin various ways. The idea is
that, while it is assumed that indicatives are used to adatnmdtion to the context, interrogatives
are used to add questions, in the semantic sense descriltieel pmevious section (Ginzburg
1996, Groenendijk 1999, Hulstijn 200Ggkr 1996, Roberts 1996). The general idea, the first
type of dynamics sketched above, thus consists of congeofithe interpretation of a discourse
as a step-wise update of a ‘common scoreboard’ (Lewis) witbrmation and questions, and
under the assumption that, in general, the informationigealresolves the questions asked.

The second type of dynamics is of an, arguably, more instni@h@ature. Questions and their
subsequent answers may hang together in a more structunmlemthan one can account for
according to the platonistic view sketched in the previcetion. This already holds for two
assertions by the way. Most of the mentioned dynamic theaifenterpretation expand upon
the fact that the use of a certain type of term (a name, a defaritindefinite description)
may be associated with a witness as its value which can beaedfback to by means of a
pronoun in a subsequent assertion—while this does not (egdubld for a truth-conditionally
equivalent assertion which does not employ such a term. ©tree@rguments of a structured
meanings approach to questions (von Stechow 1991, KrifR4)1&s against the propositional
one sketched above, is that something similar holds fortogpreanswer pairs.

Consider the following two questions:

(4) Is it raining?

(5) Is it not raining?

Besides some clearly pragmatic overtones, these questierejaivalent on the propositional
approach, since their propositional answers are “It ismgih and “It is not raining.” They are
not fully equivalent, though, since an elliptical answ&eli'Yes.” (“No.”) to the first may mean
something different than when it answers the second. Siyila

(1)  Who is coming to the banquet?

(6) Who is not coming to the banquet?

can both be taken to ask for a full specification of who is, ahd v8 not coming to the banquet.
Yet, a constituent reply like “Susanne and Wilfrid.” will beerpreted differently in response to
these two questions. These facts have also been observewéyeadijk and Stokhof and they
already submitted that, for a proper interpretation oféhgpsestions and their elliptical answers,
one needs to have access to #iistractsassociated with these questions, precisely the moral
advocated on the structured meanings approach. Roughligdhas that example (1) queries
that set of individuals coming, and example (6) the set olviddals not coming. Even though
either set determines the extension of the other, they arewdly not the same, and thus they
can help to characterize the relevant difference betweznalibve two pairs of examples.
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These observations have been implemented in an update tsesnarjAloni, Beaver and Clark
1999) and (Dekker 2003). While the papers only provide formomstructural extension of the
semantics of questions, they allow one to deal with the dyocswf question-answer pairs as
indicated above, and in principle also of a kind of topicatrietion like we find in the following
examples. Asdger (&ger 1996) observed, an answer like:

(7) Only Socrates is wise.

means something different as a reply to the following twosjoes:
(8) Who is wise?

(9)  Which Athenian is wise?

In reply to the first, it asserts that Socrates is the only weson while in reply to the second
it only asserts that Socrates is the only wighenian Also, if A asks:

(10)  Which students join the trip?
thenB’s counter question:
(11 Whowantto join?

can be taken to mean whiskudentsvant to join. And we can also identify a difference between
the following assertions with ‘embedded questions’:

(12) Mary was surprised who came.

(13) Mary was surpised who did not come.
Finally, using a technique deriving from (Zeevat 1994),

(14 Who gave what to whom?
John a book to Mary.
Jane a funny hat to some hippie.
Somebody else all her recordings of “Friends” to Denise.
And nobody anything to anybody else.

can be interpreted totally compositionally. While the umglag notion of a question is exhaus-
tive, the various answers can be interpreted as partial ensswhile the closing statement is
eventually interpreted as telling us that the full exhagseinswer has by now been given. See
(Dekker 2003) for details.

3 The Pragmatics of Questions and Answers

The two types of dynamics discussed in the previous sectibbevassumed in the explanation
of the third type, in this section, but they are not sufficieninotivate it. The fact that certain
guestions are asked, and certain assertions are maderuiusd! relations between the two,
may help explain what is the intended or interpreted relesari the two. So, while it is obvious
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that John comes to the banquet, and no other studentscdm. be relevant in response to a
guestioriwho will come to the banquet@lmost any other utterance (indicative or interrogative)
can be relevant as well. This has already been noticed iref@&mdijk and Stokhof 1984), and
(van Rooij 2003) gives a decision-theoretic explanatiorheffacts, in quantitative terms. In
(Dekker 2004) | have argued that an intuitive, qualitatixplanation along the lines of Grice
can be furthered as well, as long as we do not give an imperiatigrpretation to these maxims,
and formalize them sufficiently generally.

What is the point of posing questions and making assertiomg&?elcan be many such points,
including that of keeping the conversation running, testigreement, establishing face, making
fun, etc. Focusing on inquisitive discourse, or games afrmftion exchange, we may assume
that the interlocutors come with their own questions (imtieh to decision problems, or just
out of interest) which they seek to be answered in a reliabte @mfortable way. Bearing
this in mind, we can say that a discourse is optimal iff theip@ants’ questions are answered,
to the best of the knowledge of all of the participants, ardeed in an efficient or otherwise
convenient way.

Before | make this idea relatively precise, it is importanidentify one difference with Grice’s
statement of the facts or principles. Grice’s maxims arenfdated as imperatives about how
to behave in a rational and cooperative dialogue; | only vargtate a notion of what would
be an optimal dialogue, a notion against which actual disofgcts can be evaluated. Even
when we are engaged in an inquisitive discourse, facts efiive it that things need not be
optimal: we can fail relevant information, we can fail theans to query the right type of
information, and we can misjudge what is the most efficientanvenient way to achieve the
intended result; besides, we may be right or wrong in assyithet our interlocutors are rational
and cooperative. When engaged in a conversation, we may ddbeewell aware of all these
possibilities. (See, however, work of Alexandru Baltag, &nBenz, Robert Stalnaker and Ede
Zimmermann for some of the philosophical and technicabpgfin playing with notions of
uncooperativity and irrationality.)

With the previous comments in mind, | have proposed the vioflg notion of an ‘optimal
discourse’ in (Dekker 2004), which is modeled after Griagsion into four maxims:

Definition 1 (Optimal Inquiry) Given a set of interlocutors A with statés)ica a discourse
D =qq,...,¢ is optimal iff:

e Vic A: D([®])ND(0i) =0;  (relation)

NieaD(0i) = D([®]) (quality)
@ is minimal (quantity)
@ is well-behaved (manner)

The requirement of relation requires an optimal discounsaniswer all questions of all inter-
locutors. The information provided ks is hoped to answer the questions in any statel hat
of quality requires these answers to be supported by thewvdaitzh the interlocutors had to
begin with. These two requirements are defined in full forngur in (Dekker 2004). The re-
quirements of quantity and manner are deliberately lefeuskcified, but they ought to come
with some intuitive understanding.

When agents engage in a cooperative conversation, it ismabothat they make clear what
guestions they have, and that they provide information wihey have support for. The above
notion of an optimal inquiry accounts for this, but it alsov&s to guide agents in a dialogue in
which the conditions are not guaranteed to be optimal.
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Let us first look at an optimal situation. Suppdsavishes to know whether Sue comes to the
banquet (8), andB wants to know whether Tim comes to the banqué), @d assume thd&
knows that Sue will come, and thaknows that Tim will not come if Sue comes. The following
dialogue is optimal then:

(15)  A: Will Sue come?
B: Yes.
Will Tim come?
A: No, not if Sue comes.

Both questions are answered, by information which was Ihitiaere distributed over the two
original information states. The discourse is also quiteimal, and, depending on one’s stan-
dards, well-behaved.

Example (15) can be used to show that some standard feledyinrements (like informativity,
non-redundancy, consistency, and congruence of answdrgjuestions) can be derived from
the notion of an optimal discourse. More interestinglyagih@lso be used to explain why certain
dialogues are perfectly reasonable also if certain camichs are not direct replies to questions
posed just before, or if questions posed differ from questiaced. Information management
may need more sophistication because understanding aitaalirse requires reasoning about
beliefs and intentions (epistemic logic and decision tiggor

Even if we do not take into account any suspicions aboutiamatity or uncooperativity, the
following situation must be telling. Suppose | am wondesmvitether or not to go to the banquet
tonight. Being an academic, | don’t say to myself: “Go therd aave fun,” but | count my
blessings. I'd like to talk to professofsandC, but there are some complications. If, besides
professorA, professoB is there as well she will absow if B doesn’t absorb profess@y, that

is, if C is not absorbed by professbr furthermore, if neitheB andC are presenD will absorb

A. This is not an abnormal academic situation. The followatté lists the configurations under
which it is appropriate for me to go (given that my assumgiaboutA, B, C andD are right,

of course):

. C&D C&-D —C&D -C&-D
A& B| - + - -
A&-B| + + - +
-A& B| - - - -
-A&-B| - + - -

All I want to know is if I am living in a+ or — world, which corresponds to a positive or
negative decision about going to the party, and which blgisaa polar (Yes/Ne) question. |
could ask:

(16)  Will I go to the party? (@i)
which, normally, is a stupid thing to ask, of course, in andeeaic environment. The question |
face is a polar one so, in order to characterize my questiamd to ask you whether | am in one

of the+ or — worlds. This is somewhat awkward. One of the most minimapjliistic’ means
to distinguish the+ from the— worlds that | could find is rendered by the following formula:

(17)  (AAND[(-B AND(D — C)) OR (B AND C AND-D)]) OR(C AND—B AND-D)?
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Nobody will be happy answering (or even interpreting) a ratlanguage analogue of this.
Instead, | could ask:

(18) Who come? (®CX)

Formally, and semantically speaking, this asks for more thaed to know: not just whether
| am in a+ or — configuration; rather, it asks in which of the 16 possiblaeaions | am in the
configuration displayed above. Even so, any answer to thestgpn entails an answer to the
guestion | face (the publicly posed question formally dimgithe first one I really face), so the
guestion makes sense, and, as we can see, question (18)ismwoue convenient than question
aw).

The upshot of this discussion is that we can ask for more imédion than we actually need,
formally speaking. This observation can be strengtheneddgns of the sequence that possibly
follows an utterance of (18). A partial answer to (18) may be:

(19 Arms will not come, but Baker does....

In the situation sketched this would already be sufficieresblve my decision problem. All

possibilities in which Arms does not come but in which Bakeeslcare ones in which it does
not make sense, | think, to go to the banquet. (Inspect the tbw of the table, which contains
only —’s.) So, even though you are not aware of my predicament, ambtknow how to sort

out to fulfill the purpose of giving a full exhaustive answemhy question (18), | can stop you
by saying: “I know enough, thanks, | will not go myself; but this not stop you from going

there yourself.” (Kind, and irrelevant, as | am.)

The upshot of this discussion is twofold. Again, as in sec2o we face a question actually

posed which does not exactly match a question actually fadeid time, however, a pragmati-

cally partial answer to a question posed may serve to ddfirsédtle a question actually faced.

What is more, such a resolving partial answer may be antmipaind this fact brings to bear on
a quite theoretical issue, that of the exhaustive versugioresome understanding of questions
and answers in general. If a partial answer to a questiornaiseérally understood exhaustively,

can be reasonably interpreted as being settling, pragatigtithen both the semantic (‘exhaus-
tive’) interpretation can be saved, as well as its pragn{atiention some’) interpretation.

4 An Application: “Mention Some”

In the academic debate there is extensive discussion dimigdue whether or not an ‘exhaus-
tive’ or a ‘mention some’ meaning of interrogatives shouddtaken as basic, even though this
issue is not represented by polemics in the standard jairifdle issue is ‘academic’ in that,
in general, both approaches are intertranslatable to aicditm degree. Exhaustive interpre-
tations of questions entail mention-some ones, and exkiaissgts of mention-some replies to
questions equal their exhaustive answers. In this papevd taken an exhaustive semantic
interpretation as basic, and allowed for a natural pragmatierpretation of partial, or ‘mention
some’ answers, basically, like Groenendijk and StokhoB@aid. Before we evaluate this
proposal, it makes sense to inspect some examples that bawepht forward to argue for the
opposite approach.

The following examples typically have a ‘mention some’ iptetation:
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(20) Who'’s got a lighter?
(22) How can | open a .gzip file?
(22) How do | get to the station?

(23)  Where do they serve Thai food?

Intuitively, one instantiation of the queried variabM/ij-term How- or Wherephrase) may
serve to answer these question satisfactorily. They desitrsto be used, in general, to query all
of their possible values. One light is enough to light a @tf@; nobody seems to be interested
in all possible ways to open .gzip files; certainly nobodydsean explanation of the infinite
number of ways in which one can reach the station; and one §badrestaurant nearby will
serve my purpose, not necessarily knowing all of the onesrato

Do these examples speak against an exhaustive semantiaesifans? | don’t think so. Two
observations are in place first. All of the above questionslwa used to ask for exhaustive
specifications in the first place, and one really needs iittiegination to see so. If there has
been a big fire, and lighter owners are suspect, then thedtspesking (20) is most probably
interested in the whole set of lighter owners, not just arasimmal one who can light Kojak’s
cigar. Similarly for the other examples. In the second placs exhaustive answer to these
questions entails one or more of the possibly required merstbme replies. This is simply so
by definition.

The only question seems to be, then, why to raise an issue (8/guob a lighter?”) while a
semantically more simple issue (“Has anybody got a ligfijei®at stake? Any smoker with
some linguistic interest, and any linguist with some ingelie@ her smoking colleagues, can
figure out the answer.

| do not believe there are hard and fast arguments againstfaver of exhaustive readings of
guestions and their supposed answers. | do have qualmsyéowke Grice, against positing
ambiguities though. One line of explaining the facts is adwed here: a speaker can expect
the hearer to realize that her decision problem is more diffto formulate than the question
actually posed and thahe latter entails the first This part of the show can be adequately
formalized, as has been done before. | have doubts aboutitbeway around, but, of course,
my doubts by themselves don't constitute an argument.

To round up this paper, | would like to discuss in some detgip&cal ‘mention some’ example.
Consider again example (23):

(23)  Where do they serve Thai food?

Just to be sure, this example can naturally be used on an €lRfeinterpretation, and any
exhaustive reply will satisfy any ‘mention some’ demandshef questioner. Even so, it seems,
people tend to think it is typically used with a ‘mention sonméerpretation.

But now wonder what will be the predicament of someone who coupewith such a question
with such an interpretation. Simplifying matters, we camagime you on a junction where you
can go North, East, South and West; your intention is to hawel g’ hai food. Your decision
problem resides in choosing one of the four directions, leithosen one must be taken to lead
to a nice Thai restaurant. The question you face, and whiek dot make much sense to pose,
is “Where do | go?” If we translate this question into a reléx@re about the facts of the matter,
it could be something like the conjunction of the followirauf:
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(24) Will I go North and find a nice Thai restaurant?
Will | go East and find a nice Thai restaurant?
Will I go South and find a nice Thai restaurant?
Will I go West and find a nice Thai restaurant?

The four questions are mutually exclusive, as is required partition approach. All four of

them are also based on the assumption that you do find a niceeBtaurant, a presupposition
which can be cancelled of course. (Like we saw before in oseudision of example (18), it
may be acutely relevant to dismiss such presuppositiohgyf &re not obviously satisfied.)

Let us assume that there is indeed a nice Thai restauram@reven in all of the four possible
directions. Still the conjunction in (24) is quite laborgoand even oppresive. Instead, you
might ask (23) and you and | will be sensible enough to figurtetioat question (24) is what
you aim to find out.

A pragmatic explanation of ‘mention some’ interpretati@figuestions which are assumed to
be exhaustive semantically, of course does not suffice tlaexjpnention some’ interpretations
of embedded questions (Beck and Rullmann 1999). On a first, dbisas as we want it to be.
Consider:

(25) Mildred knows who come to the banquet.

We don’t want to render this qualification of Mildred truelfesknows of only one person that he
or she will come to the banquet. Asserting (25) implies thdtdMd has exhaustive knowledge
about who come, among the relevant persons, of course. Tloiftg example might cast
some doubt on this conclusion:

(26)  George knows where they serve Thai food.

Asserting (26) seems to be well motivated if George knowsmaee where they serve Thai
food and where to find it. 1 am not sure whether this can be talsean argument against an
exhaustive interpretation of questions. My own intuitiatts not decide on the evaluation of
(26) in case various good places serve Thai food; besidggmants from attitudinal contexts
like those presented by ‘know, ’believe,” and the like, auspect anyway. My interpretation of
Kripke’s puzzle about belief is that there is a bigger prabkbout belief ascriptions in general
than about the rigid semantics of proper names, and | gelasisonclusions from Stalnaker’s
work. Indeed all of this may imply that an autonomous sencaariterprise is eventually doomed
to failure, and maybe this is even Martin Stokhof’s conausn (Stokhof 2002). Nevertheless,
as long as we do not bring semantics to the grave, and do notapueely cremate formal
pragmatics, there is hope for a very well established linexbhustive research.

5 Conclusions

In this paper | aimed to focus on a Gricean type of dynamicaméation which, | claim, is
different from two other types of dynamics extensively gddn the literature. | have suggested
that this type of dynamics stands in need of both motivatioth farmalization. A motivation
has been given in terms of a notion of an optimal discourséiwis based upon principles of
rationality and cooperativity, but which does not presiwggptihem. The formalization has been
partial, because some of it is crucially social, culturalptherwise underdetermined.
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| have focused on the use of declaratives and interrogaitivesat are called inquisitive dia-
logues. The semantics of these types of sentences has lseemeakto be classical: satisfaction
conditions, and, in case of interrogatives, (exhaustimsyweerhood conditions. Not for the pur-
poses of this paper, but for a general semantic program itotigerun, | have assumed a more
structured approach along the lines of Krifka, as has alem lseiggested by Groenendijk and
Stokhof themselves.

One of the main observations is that questions posed andioue$aced, although logically
related, may diverge. Thinking of it, this is not a very sisjmig observation. | could ask you
whether Sue comes to the banquet, not because | want to kmbvaebause | know that if
she comes, Tim comes as well, and because | do not want youwote #rat | am interested
in the question whether Tim is coming. Theoretically, theervation has some impact. It
allows us to explain that we may ask for more information thvaractually need, and, properly
understood, our respondents may act accordingly. A ‘margtome’ interpretation of questions
and answers, even on an ‘exhaustive’ semantic evaluatonthus be rapidly explained.

As appears from the lack of definitions in this paper, it is by &rge programmatic. The real
work has to be done by means of some epistemic logic and dedltseoretic reasoning. | hope
to have shown, however, that this can be neatly based onsicdhsemantic understanding of
declarative and interrogative sentences.
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COPULAR SENTENCES IN RUSSIAN VS. SPANISH
AT THE SYNTAX —SEMANTICS |INTERFACE

Ljudmila Geist
Universitat Stuttgart

Abstract

Russian and Spanish each have two variants ofrddigational copular sentence. In Russian,
the variation concerns the case of the predicatasgh which can be nominative or instrumental,
while in Spanish, the variation involves the choafethe copular verb, eitheser or estar It is
shown that the choice of the particular variantopular sentence in both languages depends on
the speaker’'s perspective, i.e., on whether orthetpredication is linked to a specific topic
situation.

1 Introduction

In predicational sentences in Russian, the predicate noun phraseveamdminative or
instrumental case, provided that the copula is non-zero, i.e., thatilsandhe past tense or
future tense form (cf. (1a/b) with the copbigt’ ‘be’ in the past). In the present tense, where
the copula is zero, the predicate NP always bears nominativé case.

(2) a. Katja byla pevicej.
Katja was singels
‘Katja was a singer.’

b. Katja byla pevica.
Katja was singebwm
‘Katja was a singer.’

The difference in meaning between sentences with the nomina@antll sentences in which
the NP has instrumental case is so subtle that even nativeespeaknot always pinpoint
what it is. In the literature on Russian, a number of semantic ojgmssire proposed to
describe the difference between the two variants.

Traditionally it has been assumed that the choice of the prediceaise reflects the
distinction between gemporal and apermanent property (cf. Jakobson 1971). Wierzbicka
(1980) uses the notiorecidental vs. essentialo describe the same dichotomy. According
to this view, example (1a), with the instrumental NP, could impéy #atja changed her
profession at a later point in time. In this case, Katja's baismger is regarded as temporal
and accidental, whereas in (1b), the state of being a singgernpreted as a permanent and
essential property.

Potebnja (1958:504) indicates another interpretation of the variants b). (Aatording to
him, the instrumental case in (1a) implies that the individual bethefr professions or
occupations at the same time. In (1a) the property of being arsmg@resented as one of
many properties that can be attributed to Katja. Put diffgrethi property of being a singer
in (1a) describes only one facet, one part of the person. The rigiphpase for this reading
would be: “Katja was, among other things, a singer.” In contrasigpthe (b) sentence, with

! Katja pevica / *pevicej.

Katja singegom / Katjans
‘Katja is a singer.’
In this paper only sentences with an overt copatd will be considered.
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the nominative NP, presents the property of being a singer as laustive and
identificational property of the person. The property charactesizesson as a whole. Let us
call the interpretational opposition observed by Potebnjgénevs. whole opposition. A
different interpretation of the instrumental case is triggered in the cajitext in (2).

(2) Byla by Katja pevicej, ona by davala koncerty v raznych stranach mira
was Conj. Katja singge she Conj. gave concerts in different countries wexld
‘If Katja were a singer, she would give concerts all around the world.’

The sentential context triggers the contrast between theittgatian, in which Katja is not a
singer, and the situation in which she is a singer. Since the sente(2) with the predicate
NP in instrumental case does not refer to a real situation poeésses an imagined state, |
will call such an interpretation triggered by the instrumental sabgctive.In contrast to the
instrumental case, the nominative normally occurs in descriptioreabsituations, that is, it
triggers an objective interpretation. The interpretations of the case alternatioes ar
summarized in (3):

© Instrumental Nominative
Interpretation 1 temporal permanent
Interpretation 2 part whole
Interpretation 3 subjective objective

Recent analyses of this case alternation as in Bailyn (2@Hi)yn & Citko (1999),
Matushansky (2000) and Pereltsvaig (2001) concentrate on the morghot&ydifference
between the (a) and (b) variants, but don’'t provide an explanation tiealhterpretational
differences mentioned in (3).

From a typological perspective, Russian is not the only langbhagexhibits two variants of
the copular sentence. Spanish, for instance, displays a sioiast. However, in the case
of Spanish, the distinction is not realized as a morphologicalateseation on the predicate
but lies in the (lexical) choice of the copula verb. In Spanish, greréwo counterparts for
the English copula ‘be’ser and estar In combination with predicate adjectives, the two
copulas can be used interchangedblpterestingly, the interpretational oppositions put
forward for Russian copular sentences pattern with interpetatsuggested for copular
sentences in Spanish.

(4) a. La carretera esta ancha. b. La carretera es an(¥aienborn 2005:171)
‘The road isstar Wide.’ ‘The road ésgrwide.’

It has often been assumed that the opposgenvs. estar reflects the semantic opposition
Individual Level Predicate (i.e., permanent property) vs. Stagd Beedicate (i.e., temporal
property); cf. for example Diesing (1992) and Kratzer (1994weéVer, in addition to the
oppositiontemporary vs. permanent the grammars on Spanish propose another semantic
opposition to describe the difference in interpretation betweerwthevariants of copular
sentencethe contrassubjective vs. objective(cf. the overview given in de Bruyne 1993).
The subjective reading of (4a) is discussed in Maienborn (2005) undtermmediscovery
interpretation.” This reading can be triggered by the following cénliewas announced that

the road would be narrowed, however, the road remained wide. Under this context, tite curre

2 Besides adjectives that can occur with either ppihere is a small group of adjectives that amnbine with
estar e.g.,vacio‘empty’, lleno ‘full’, ausentdaway’.
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situation “the road is wide” contrasts with a situation “the r@adat wide” expected by the
speaker. The speaker usestar in such a context to express the difference between the
expected situation and the real situation.

Maienborn (2005) offers a third possible interpretation of (4) availabtertain contexts. In
her discussion she mentions that the property of being wide can Iperétgéd as being
restricted to a local part of the subject refereatl. The paraphrase for this reading would be:
“The part of the road | am speaking of is wide.” This regdiarresponds to thgart—-whole
interpretatiormentioned above for the Russian example (1a). The table in (5)awasmthe
interpretations discussed for the examples (4a/b).

®)
estar ser
Interpretation 1 temporal permanent
Interpretation 2 part whole
Interpretation 3 subjective objective

It is obvious that the contrast Russian makes via two differenphntogical cases on the
predicate noun phrase is the same one that Spanish expresses throsgjbctitn of the
copula verb in predicational sentences with adjective phfafks. question now arises of
how this similarity can be accounted for in formal semantics. dCdbbé number of
interpretational oppositions of the two variants of copular sentenceecheced to one
common denominator? Intuitivelygstar predications in Spanish and predications with
instrumental case in Russian imply some contrast and the predicatbounded in some
respect. | will present a formal analysis based on this intuition in se&iang 3.

The paper argues that the difference which Russian and Spaniste emtiodwo distinct
variants of predicational sentence is the same. This differenckscourse-pragmatic in
nature. The copulastarin Spanish and instrumental case in Russian indicate the restrict
of the predication to a specific topic situation, wtskx in Spanish and nominative case in
Russian are neutral in this respect.

The paper is organized as follows: Sections 2 and 3 introduce thesemnaf copular
sentences in Spanish and Russian. Section 4 concludes the paper.

2 Adiscourse-pragmatic account ober vs.estar in Spanish

As we have seen in the introduction, the interpretation of copularnsestavithestar in

Spanish and copular sentences with the instrumental case in Rugsadsien the context.
The question now arises of how to account for the different readirayse particular copular
construction. | do not want to ascribe every reading to the copula ms8par to the suffix
for instrumental case in Russian, thereby creating polysemy. Wit is to trace back all

®In Russian, predicate adjectives in copular conttrns may come in two “flavors,” the so-called doform
and the so-called short form. The short form idected for gender and number, whereas the long fierm
inflected for gender, number and case. Like predioauns, the long form of adjectives can occurdminative
and instrumental case.
(i) Doroga byla Sirokaja. (il) Doroga byla Sirgko (iii) Doroga byla Siroka.

way  was widg nowm way  was wide s way was wige
Since the interpretational difference between Ifoygn adjectives in nominative and long form adjeesi in
instrumental is less obvious than with predicatensoand the division of labor between the shomnfand the
long form deserves a separate study, | restrictamglysis of Russian copular sentences to sentemites
predicate nouns.
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the readings to one invariant semantics. The analysis by Maie(®@®8/05} for ser vs.
estar heads in this direction. Maienborn assumes that the semanticergptes of the
copulaestarcontains a free contextual parameter, which can be specified tevéhef the
context. In what follows | present the analysis sefr and estar proposed by Claudia
Maienborn (2003/05) with some minor changes. In section 3, it willhogvis how this
analysis can be adopted in order to account for the Russian data.

Consider the examples in (6a/b), taken from Lujan (1981). Speakers woulkkstaseo
express that they expect a change in Jacinta’s maritas stahile the variant witlser would
be used when no such expectation on the part of the speakers is exgiessethe property
of having the marital status of being single will be interpreted as tempbressgd withestar.

(6) a. Jacinta esté soltera. b. Jacinta es soltera.
‘Jacinta igstar Single.’ ‘Jacinta igrsingle.’

The situation in the real world described by (6a) and (6b) isdhee: at the utterance time
Jacinta is single (unmarried). It is obvious that in (6), the decisi use either of the verbs in
guestion depends on the speaker’s estimation of the situation and iartfelg independent
of the real situation. (6a) withstaris an utterance about a specific topic situation which
contrasts with some other possible topic situation, whereas in (Guch contrast is
involved.

The term “topic situation” was introduced by Maienborn and is sinidahe term “topic
time” introduced by Klein (1994) in his theory of tense. Accordinylesenborn, “the topic
situation of a sentence is the relevant discourse situation to aisipbaker restricts his or her
claim, the speaker being able to relate this claim to spesfiwell as non-specific/arbitrary
topic situations” (Maienborn 2005).

To account for theerestardistinction, Maienborn (2005) assumes the following hypothesis:

(7 Ser/estar hypothes{$1aienborn 2005:169)
By usingestarspeakers restrict their claims to a particular topic situation they
have in mind; by usingerspeakers remain neutral as to the specificity of the
topic situation.

The restriction to a specific topic situation only makes sendeit are alternatives to this
topic situation. She states that “... the useestfaris pragmatically legitimated only if the
context supports some topic situation contrast” (Maienborn 2005:171). Tresrgeeeral
dimensions along which a topic situation contrast can be establi§hedchoice of the
particular dimension depends on the context. Maienborn mentions the folldimiegsions
to which the contrast can apply: temporal, spatial and epistemic dimensions.

Temporal dimension

“The current topic situation contrasts with previous or later tgfiigations in which the
predicate does not apply to the subject referent* (Maienborn 2005:172).

[This contrast gives rise to the interpretation that the predivalids on the subject referent
only temporarily. In our example (4), the temporal contrast cahtteshe interpretation that
the road was used to be narrow before.]

Spatial dimension

“The current topic situation contrasts with differently locategid situations in which the
predicate does not apply to the subject referent” (Maienborn 2005:172).

* Another analysis recently proposed by Gonzéleba#ib & Remberger (in print) is on the whole simttathat
of Maienborn, but it focuses on the syntaxsef/estarsentences, and does not leave the semantics aransp
enough. Since the focus of this paper is put omasgics, | prefer the analysis by Maienborn.



Copular Sentences in Russian vs. Spanish at the Syntax—Semantics Intelie

[This contrast leads to a spatial restriction. In examplel{é)speaker can restrict his claim to
stating that the relevant part of the road is wide, acknowledging that tiggreba other parts
where this road is not wide.]

Epistemic dimension
“The current topic situation contrasts with topic situations which were eegpecitead”
(Maienborn 2005:172).

[This contrast leads to the subjective vs. objective interpoetalin example (4), the current
situation described by the sentence contrasts with a situation expected iyeatker $

To conclude, the different interpretations provided by the selectisar@ndestar, like i.e.,
temporary vs. permanent, part vs. whole, and subjective vs. objective, ¢bive r@ common
basis: the linking (or the lack of such linking) to a specific tajtication. The next step is the
integration of these findings in the semantic representation of the copulas irhSpanis

Maienborn assumes that these copulas have basically the sanexgnas their English
counterparbe and its counterparts in many languages, but unlike the representatemtioé
representation oéstar contains a free parameter, which can be specified by thextohte
follow Maienborn in this assumption, but my implementation of this idebased on the
lexical representation of verbs suggested by Bierwisch (1988sume foser (9) the lexical
entry that Bierwisch (1988) proposes for the comeiain German (8). The relation INST in
this representation links the situation argument of the copulahe foroposition P(x). z INST
[P(X)] is construed as “z instantiates P(x).” The variablés zan anchor for adverbial
modifications as well as a take-up point for the temporal and aspetiaracterization of the
proposition.

(8) sein: APAXx Az [z INST [P(x)]] (Bierwisch 1988:46)
(9) ser:  APAXAz [z INST [P(X)]]

The lexical entry okstarin (10) differs from that oser. The difference between them is a
pragmatic one: Estar ... carries an additional presupposition linking the predication to a
specific discourse situation” (Maienborn 2005:167).

(10) estar: APAX Az [z INST [P(X)]/ [R (z, 8]]

specificity presupposition (cf. Maienborn 2005:168)

According to the presupposition e$tarthe situation argument z is linked to a specific topic
situation svia the R relation. R is a free parameter, ansl & free variable for specific topic
situations. The free variableand the relation R can be resolved in the course of the semantic
composition, as will be shown below.

To make the derivation of the meaning of copular sentencesaitindestarmore precise,
some background assumptions about the syntax and semantics of cgmidarces from
Maienborn (2003/05) need to be introduced.

— The copulaser andestarare base-generated in the head of VP and take a predicate
AP as their complement.

— As Spanish belongs to the aspect languages, a functional Agspbexte can be
assumed in which aspect is specified. Following Maienborn, | fugdsrme that the
functional category Aspect introduces a contextually determined sdpation s* (cf.
also Klein 1994).
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— The semantic contribution of the functional head Asp in (12) is ttableshing of a
relation between the VP referent (here: e) and the topic siuati. Imperfective
aspect indicates that the topic tirg*) is fully contained in the situation tine),
while perfective aspect indicates that the situation tife¢ is fully contained in the
topic time 1(s*) (where 1t maps situations onto their temporal extensions). The
semantic representations for both aspectual features, imperfaad perfective, are
given in (11) from Maienborn (2005).

(11) imperfective aspeckQ As* [k [[t(s*) O 1(e)] & Q(e)]
perfective aspect: AQ As* [k [[t(e) O t(s*)] & Q(e)]

(12)
/\
AspP
/\
Asp VP
MQAs* (e [[1(s®) O1(e)] & Q)] —
DP vV’
Jacinta — T
\/ AP
estar soltera

APAX Az [z INST [P(X)] / [R(z,S)]]

For the sake of simplicity, | will not consider the semanticuision of tense, which,
according to Klein (1994), establishes a relation between topic time and $ipsech

We are now in a position to derive the sentences sattand estar compositionally in the
way suggested by Maienborn (2003/05). First, | will show how the rst@raerivation works
in a sentence witlestar For the sake of simplicity | will only consider the semantitshe
sentence on the level of the AspP, as illustrated in (13).

(13) Jacinta esta soltera. (‘Jacintaigr single.”) estar, imperfective)
a. Jacinta: Jacinta
b. solteraAy [SINGLE(Y)]
c. estarAPAXx Az [z INST [P(X)] / [R(z, 9]]
d. imperfective aspeckQ As* [k [[t(s*) O 1(e)] & Q(e)]

e. [ estar solterap\PAx Az [z INST [P(X)] / [R(z, 9]] (AY [SINGLE(Y)])
= AX Az [z INST [BINGLE(X)] / [R(z, 9)]]

f. [ve Jacinta esta soltera]x Az [z INST [SINGLE(X)] / [R(z, 9)]] (Jacinta)
= Az [z INST [sINGLE(Jacinta)] / [R(z, §]]

g. [asppJacinta esta solterad]Q As* [k [[t1(s*) U t1(e)] & Q(e)]
(Az [z INST [sINGLE(Jacinta)] / [R(z, 3]])
= As* [k [[1(s*) O t(e)] & [e INST [sINGLE(Jacinta)] / [R(z, 3]]]
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In the representation in (13g), two topic situations are dlailahe topic situation s* is
introduced by the functional head Asp, while the second topic situai®past of the lexical
entry of estar Since a sentence is a claim about a single topic situaticends® must be
identified (s* =s). According to van der Sandt (1992), presuppositions can be treated as
anaphors. They can be specified by the identification withntscedent. The identification of
the two topic situations permits the resolution of the specifiogupposition. The semantics
of the resulting sentence after the existential binding of the ®piation is represented in
(14):
(14) Jacinta esta soltera:

[5* [ [[t(s*) U t(e)] & [e INST [SINGLE (Jacinta)]] & [s* =s]]
The precondition for the identification of s* withis that s*, like § is specific. According to
Maienborn’s analysis, only a specific s* can serve as abdeitantecedent foestar’s
specificity presupposition.
The sentence in (14) is true if there is a situation charaetety Jacinta’s being single
whose temporal extension includes a contextually specific topic time.

The derivation of @ersentence is represented in (15).
(15) Jacinta es soltera. (‘Jacintgeissingle.”) 6er, imperfective)
a. Jacinta: Jacinta
b. solteraAy [SINGLE(Y)]
C. SerAPAX Az [z INST [P(X)]]
d. imperfective aspecxQ As* [k [[t(s*) O t(e)] & Q(e)]

e. [» ser soltera]APAx Az [z INST [P(x)]] QY [SINGLE(Y)])
= AX Az [z INST [SINGLE(X)]]

f. [ve Jacinta es solteralx Az [z INST [SINGLE(X)]] (Jacinta)
= Az [z INST [SINGLE (Jacinta)]]

0. [aspp Jacinta es soltera}Q As* [k [[1(s*) U t1(e)] & Q(e)]
Az [z INST [sINGLE(Jacinta)]])
= As* [k [[t(s*) O t(e)] & [e INST [sINGLE(Jacinta)]]]

The sentencdacinta es solteras true if there is a situation of Jacinta being single whose
temporal extension includes the topic time. Again, | will not touchheninterpretation of
tense.

I will leave the discussion of Spanish here. In the next sectiovill Idevelop a formal
analysis of the copular sentences in Russian. The analysis of cepuiances in Spanish by
Maienborn introduced in this section will serve as the basis foramalysis of copular
sentences in Russian.

3 An analysis of Russian copular sentences

Our examination of the Russian and Spanish data in section 1 showétketh@erpretative
effects brought about by the choice of the respective copular sentanast are in fact
parallel. The instrumental case on the predicate noun in Russiarrdrighe same
interpretative effects asstarin Spanish. The nominative case in Russian yields the same
interpretations as Spanister. In order to account for the similarity between the two
languages | assume the following hypothesis:
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(16) Nominative/Instrumental hypothesis
By using the predicate noun phrase with the instrumental case, speakmtstihestr
claims to a particular discourse situation they have in mind; by using the neminati
speakers remain neutral as to the specificity of the discourse situation.

For the semantic analysis of copular sentences in Russian | egbamthe instrumental
suffix located on the predicate noun in Russian contains a specgr@supposition in its
lexical entry, like Spaniskestar The following schema illustrates the main difference be-
tween Russian and Spanish:

(17) Spanish (18) Russian
/\ /\
AspP AspP
/\ /\
Asp VP Asp VP
é: S /\ S* =5 /\
la carretera V’ Ivan vV’
/\ /\
Y, AP Vv PredP
esta ancha byl student-
! !
R(z, %) R(z, )

In order to develop a formal reconstruction of the difference betweedicate nouns in
nominative case and predicate nouns in instrumental case, | propodethaire two types
of predicate phrases. The predicate phrase in the nominative c&ecseits case via
agreement with the subject of the copular sentence, which beaigatioen case. The
predicate phrase in the instrumental case is more complex, tsyaitgcand semantically.
This NP is embedded in a functional projection Predfipse head checks instrumental case.

(19) Two types of predicate phrases

a. agreement-predicate b. instrumental-predicate
NP PredP
| /\
N Pred NP
INS |
N

With Bailyn & Citko (1999) | assume that the Pred head has an nmsirtal case feature
which must be checked when merged onto a noun phrase. This instrumental lies the
following lexical content:

® This Predicate Phrase (PredP) roughly corresptmtiee PredP for secondary predications in Bow2e§(),
but does not contain a specifier.
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(20) INS: APAX[P(X)/[R(z, $]I°

The instrumental feature contains the specificity presupposition., Tthes semantic
contribution of the Pred head consists of providing the link to a spémific situation. The
pragmatic-semantic difference between the pRica ‘'singefkon’ and the PredRpevicej
‘singefins’ is illustrated in (21).

(21) a. {ip pevicaom]: Au [SINGERU)]
b. [preappevicejns]: Au [[SINGERU)] / [R(z, 9)]]

(21b) means that the property of being a singer applies to thedinali u in a specific topic
situation § To derive the semantics of the whole copular sentence in Russiaarhantics of
the copula has to be specified. Russian differs from Spanishtiit Has only one copula, as
do English and German. | therefore assume the same lericalfer Russiarbyt’ as forbe
andsein

(22) Dbyt/ be/sein APAX Az [z INST [P(X)]]

Now we are in a position to derive the semantics of a copulamsentégth the instrumental,
cf. (23). The corresponding sentence with nominative is derived in (25).

(23) Katja byla pevicej. (‘Katja was a singe) (byt’, imperfective)
a. Katja: Katja
b. [preapPevicejns]: Au [[SINGER(U)] / [R(z, 9)]]
c. byt’ (‘be’):APAX Az [z INST [P(X)]]
d. imperfective AspeckQ As* [k [[t1(s*) O 1(e)] & Q(e)]

e. |» byla pevicej]JAPAXx Az [z INST [P(x)]] Qu [[SINGERU)]/ [R(z, 9)]])
= AX Az [z INST [SINGERX)] / [R(z, 9)]]

f. [ve Katja byla pevicejlAx Az [z INST [SINGER(X)] / [R(z, 9)]] (Katja)
= Az [z INST [sINGERKatja)] / [R(z, 9)]]

0. [aspe Katja byla pevicej]AQ As* [k [[1(s*) U 1(e)] & Q(e)]

(A\z [z INST [sINGERKatja)] / [R(z, 9)]])

= As* [k [[1(s*) O 1(e)] & [e INST [sINGERKatja)] / [R(z, 9]]]
At the level of AspP, the specificity presupposition of the insemiiad suffix can be resolved
by identifying $ with the topic situation s* introduced by Aspect. This presupposition
resolution and the existential binding of the topic situation yield (24).
(24) [B* [k [[t(s*) O1(e)] & [e INST [sINGERKatja)]] & [s* = s]]
The sentence is true if there is a situation charactefige&atja being a singer whose
temporal extension includes a contextually specific topic time.

A sentence with nominative case has a similar composition bsitnitore straightforward
since no specificity presupposition is introduced. The representaiioa tentence with
nominative case is given in (25):

® A more elaborated representation which account®fieer functions of the instrumental case in Rarsss
proposed in Geist (in print); compare also a défgraccount in Demjjanow & Strigin (2003).
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(25) Katja byla pevica. (‘Katja was a singey’) (byt’, imperfective)
[asppKatja byla pevicay:
As* [k [t1(s*) O 1(e)] & [e INST [sINGERKatja)]]

The sentence is true if there is a situation charactefize#&atja being a singer whose
temporal extension includes the topic time.

Now, compare the composition results for #ear sentence in (14) and the sentence with
instrumental case in (24) on the one hand, and the sentenceewith (15g) and with
nominative case in (25). Except for their idiosyncratic meanorgponents, the structural
meaning components are identical in the compared sentence pairs. This istdéedesivat.

Now, the result of the analysis of copular sentences in Russitre drasis of the analysis of
Spanish copular sentences by Maienborn (2003/05) can be summarizedws. fdlith the
choice of instrumental case in Russian and the choice of the cegalain Spanish, the
speaker expresses in an explicit manner that the propositioesrdtata specific topic
situation. This relation to a specific topic situation is embedudak lexical entry of the case
suffix in Russian and in the lexical entry of the copular verb in Spanish. Thegieedaun in
the nominative in Russian and the copa&x in Spanish are neutral with respect to the
specificity of the topic situation. That is, Spanish and Russian chdifeeent structural
options to indicate the linking of a predication to a specific topiagon that the speaker has
in mind.

The assumption that the instrumental case suffix in Russianssasve link to a specific
discourse situation is crucial for our comparative analysis, andvoulgl like to have further
evidence for such an assumption. An independent motivation for such an assuroptes
from another use of instrumental case with predicate nbmaspely the use in sentence
initial adjuncts; cf. (26a/b). Like predicates in copular serensuch adjuncts can also occur
in nominative and in instrumental case.

(26) a. Soldatom Boris ne imel zhalosti. b. Soldat, Boris ne imel zhalosti.
Soldiefys Boris not had compassion  Soldiekom Boris not had compassion
‘When Boris was a soldier he was not  ‘Being a soldier, he was not
compassionate.’ compassionate.’

As the English translation in (26a) suggests, the instrumentaltdggers a contrast to
alternative situations in which Boris was not a soldier (cf.lamuibservations in Demjjanow
& Strigin 2003). No such contrast is implied in (26b) with nominative c@hkis is what our
analysis of the instrumental suffix as a link to a specific discourseisityatdicts.

4  Concluding remarks

In this paper, | have explored the mapping between the syntaxeamahsics of copular
sentences in Russian in comparison to Spanish. Such a comparison neéas that the
distinction Russian makes via two different morphological caselseopredicate noun phrase

is the same as the one Spanish expresses through the selectiom adptla verb in
combination with predicate adjectives. The assignment of the insttacase to the
predicate noun in Russian and the selection of the copulareg&abin Spanish reflect the
speaker’s perspective on a predication in a particular discoursesiBy instrumental case in
Russian and the copulestar in Spanish the speaker restricts the predication in copular

| consider only the combination of the instruméstafix with predicate NPs, i.e., non-referentis which
denote properties of an individual. The extermgleaent of such NPs is assigned to the refereatgaiment of
some other NP in the clause. The instrumental casealso be used with non-predicate NPs. The edioal
between “predicate instrumental” and other usgb®instrumental in Russian is discussed in Giigrint).
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sentences to a specific topic situation he/she has in mind. By osimgnative case in
Russian andser in Spanish the speaker remains neutral as to the specificityeofopic
situation.

This analysis leaves some questions for further research.mention one of them. How can

we explain that the alternati®serestarin Spanish is restricted to sentences with predicate
adjectives while onlgercan occur with predicate nouns? In Russian, in contrast, the situation
is different. The case alternation nominative vs. instrumental apii@redicate nouns as
well as to adjectives, although the instrumental occurs less friibgweith adjectives than
with nouns (Timberlake 1983:862).
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Abstract

In a recent contribution to a long-standing dis@ursdn semantics as to whether the neo-
Davidsonian analysis should be extended to statreelicates or not, Maienborn (2004, 2005)
proposes to distinguish two types of statives; oithem is said to have a referential argument of
the Davidsonian type, the other not. As one of &®uments for making such a distinction,
Maienborn observes that manner modification seenbg tsupported only by certain statives but to
be excluded by others (thus linking the issue ® ulse of manner modification as one major
argument in favour of event semantics, cf. Parst®@0). In this paper, it is argued that the
absence of manner modification with Maienborn'soedcgroup of statives is actually due to a
failure of conceptual construal: modification ofpeedicate is ruled out whenever its internal
conceptual structure is too poor to provide a cqoiastfor the modifier; hence, the effects observed
by Maienborn reduce to the fact that eventive mwatdis have a more complex conceptual
substructure than stative ones. Hence, the issmeaofher modification with statives is shown to
be orthogonal to questions of logical form and éwemantics. The explanatory power of the
conceptual approach is demonstrated with a casly st predicates of light emission, adapting
the representation format of Barsalou's (1992) &anodel.

1 Introduction
1.1 General Background: Neo-Davidsonian Semantics

This paper is about the interpretation of manner modifiers and piécations for the neo-
Davidsonian framework of semantics (cf. e.g. Parsons 1990). Th®aedsonian theory
rests on two major pillars, one semantic and one ontological. Sealgnticis a theory of
the logical form of sentences which is based on the idea thaaldgrm involves predication
and quantification over event variables. In particular, manner adverbsddifying a verb
(V) are analysed via joint predication of the event variable, enemanner modification is
represented via a conjunction of the fow(e) & A(e) This is, of course, the standard pattern
of intersective modification that is also posited for nouns and adgscivhen they predicate
of concrete individuals.

The ontological aspect of the theory is that events are seen as parirctie world; they are
not abstract objects in the way facts or properties are. Sonsequences which ensue from
this view are pointed out by Maienborn (2004, 2005):

(2) a. Eventualities are perceptible.
b. Eventualities can be located in space and time.
c. Eventualities can vary in the way that they are realized.

The third point might require some explanation. For one thing, it teftee fact that events,
being particulars, occur as instantiations of a type, i.e. thatgroperty denoted by some
verb. Another aspect implicit in (1c) is that predicates of evaiass manner modification;



112  Wilhelm Geuder

in this way, instantiations of an event type give rise to subtypeenwhis happens, "the way
in which events are realized" can be characterised via sotef sonceptual content, i.e. the
"manner"” of an event.

Before a neo-Davidsonian semantics can be put to work, of coursajateéssary to know
precisely which types of predicates have a neo-Davidsonian argument and wisiclo oo

1.2 Events and States

Parsons (1990), and many semanticists after him, distinguishotigoo§ "eventualities” (i.e.
events in a broad sense), namely events proper and states. HowtBeerauthors have
denied that states should be treated as Davidsonian individuals, begwitiin@avidson

(1967) himself. On this second view, stative verbs and adjectives woulthvetreferential
e-arguments (a view that has also been elaborated and defendedzb{2®00, 2003), and
others).

In this connection, Maienborn (2004) has recently proposed that thereusakyaevo types
of "states": certain stative predicates refer to a neod3awmian entity (called "D-states” by
Maienborn), others refer to an abstract entity (which she 't&ldates”, i.e. "Kimian states"
after Kim (1976), who proposed to explain events as basically a iiopaktype of entity).
From the background of the characterisation of events in (1)grdarn (2004) adduces a
number of empirical effects as supporting her distinction:

(2) a."Eventuality expressions can serve as infinitival complements of perceptisi.ver
Ich sah Bardo schlafen. (I saw B. sleep(ing))
* Ich horte das Radio laut sein. (I heard the radio be(ing) loud)
b. "Eventuality expressions combine with locative and temporal modifiers."
Die Perlen glanzen in ihrem Haar(The pearls are gleaming in her hair)
* Das Kleid ist auf der Wascheleine nass. (The dress is on the clothes-ljne wet

c. "Eventuality expressions combine with manner adverbials, instrumentals,
comitatives, etc."

Bardo_schlaffriedlich/mit seinem Teddy/ohne Schnuller.

(Bardo is_sleeping{peacefully / with his teddy / without dummy})
* Bardo war friedlich/mit seinem Teddy / ohne Schnuller mide
(Bardo was tired{peacefully / with his teddy / without dummy?})

The examples in (2c¢) show an asymmetry with respect to mamoification, supposedly

establishing two subtypes of stative predicates, and this is tm®mkeaon that the present
paper is centred on. | want to argue in this paper that the pebelviour of (certain)

statives with respect to manner modification is actually natedlto a distinction in terms of
different sorts of external arguments, and that it cannotcftiyebe used to determine the
range of application of the neo-Davidsonian analysis.

Rather, | want to show that the crucial factor which governsapigicability of manner
modifiers is the conceptual complexity of the property exprelsgedverb or an adjective. To
this end, verb meanings will be decomposed into a richer conceptualst; consisting of
property values and sorted in conceptual dimensions; manner modifiersypheally have
the effect of restricting the admissible property values of one dimension.
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2 Manner Modification: Beyond Event Predication

The striking thing about the examples seen in (2) above is that aathadjectives may
behave differently with respect to the licencing of modifierspite of being fairly similar in
meaning. It should be made clear, however, that the distinction athissies not tantamount
to the categorial distinction between verbs and adjectives (énargh the selection of
examples given in (2) might suggest this). For one thing, trergerbs in Maienborn’s data
that pattern with the "K-states" (e.gissen / knowor wiegen / weigh(intransitive) For
another, it seems that there are a few predicative adjemivaructions in German which
denote events and pattern with eventive verbs in the perceptionceastruction (e.g.
Germanbehilflich sein which as far as | can tell means exactly the same tlsingeaverb
helfenand Englishhelp and behaves in the same way according to the tests — afi gpge
of the adjectival derivational affixlich).

Therefore, a truly semantic explanation is needed for the diffese with respect to

modification. Any such explanation will have to posit that simikegibf meaning, as between
sleepandtired, are actually misleading and that there are subtle seniactiics which make

a decisive difference. As already outlined, Maienborn (2004) dfferexplanation that the
distinction is related to the fact that adjectives hikiégde / tireddo not refer to events (e), but
to abstract "property exemplifications” (of a sort k, i.e., "Kimstates"). Apparently, then,
the modifiers in the problematic cases would not be able to acatngdactly this kind of

predication:

3) sleep(e) & peaceful(e) (to sleep peacefully)
tired(k) & * peaceful(k) (to be tired peacefully)

However, there are some immediate objections that can be raggedst this sort of
approach. For one thing, it seems that the effect is rmtgsgnough for the predicted sortal
mismatch. Consider the following attempts at predicating the adj€gteaceful” of different
sorts of entities:

(4) Event: peaceful(e) John is sleeping peacefully
"K-state": peaceful(k) ? John is peacefully tired
Fact: peaceful(f) * The fact that John is tired is peaceful
Proposition: peaceful(p) * It is true, and it is peaceful, that John is tired

Truly abstract entities are found to produce a deviance that ledhamore profound. To
save the idea of a sortal mismatch, one would have to posit thacaihess is a matter of
degrees and that this makes K-states produce relatively weaker deviations.

However, a second objection is that the clear contrast in perceptibnceastructions,
another diagnostic for the K-/D-distinction with states, does lngn avith the patterning of
modifiers. In (5), it can be seen that we get clear diffeebetween verbal and adjectival
expressions for various kinds of "being open" in German:

5) a.offen seinr offenstehen
?? Ich sah die Ttre offen sein (I saw the door be open)

ok Ich sah die Ture offen stehen (I saw the door stand(ing) open)
b. offen sein= klaffen
? Ich sah da eine Lucke offen sein (I saw a gap be open)

ok Ich sah da eine Licke klaffen (~ I saw a gap yawn(ing))



114  Wilhelm Geuder

c. offen haber: aufsperren
? Ich sah ihn den Mund offen haben (I saw him have his mouth open)

ok Ich sah ihn den Mund aufsperren (~ | saw him have his mouth (wide) open)

In spite of these clear contrasts, modifiers are applicalilee very same way. For instance
the asymmetry shown in (5c¢) above cannot be replicated with modification data:

(6) a.weit"wide":
Er hatte den Mund weit offen  / Er sperrte den Mund weit auf
b.locker"slack, relaxed"
Er hatte den Mund locker offen / # Er sperrte den Mund locker auf

While in (6a) the adverlwide is able to modify both predicates, there is a deviation in (6b)
with the supposed K-state — however, it is of an interesting kincdathiencecr sperrte den
Mund locker auis felt to be contradictory. This, however, shows that the moddaeris
semantically applicable, because otherwise the contradictowhésscontribution could not

be ascertained. This is to say, the word meaning of theaudsperrencontains a component
that is the opposite dbcker. it is a manner of keeping one’s mouth open with the application
of some force.

This is a simple example for why conceptual explanations maneéded to rule out deviant
modification structures, and it provides an initial motivation to ingasti how far such
conceptual explanations can be carried, and how they can be formulated, to begin with.

3 Conceptual Structure
3.1 A Simple Example: Colours and Colour Terms

3.1.1 Feature Dimensions

As a first approach to an analysis of conceptual structure, leavesa brief look at a fairly
narrow and well-understood conceptual domain, namely colours, taking apré peoposal
of conceptual modelling by Gardenfors (2000). Colours involve three percpprameters:
hue, brightness, and saturation. Each of these can be represented resy asf &alues,
depicted below as arrays of points; in reality, however, the degfdarightness, saturation,
and the hue values must be continuous scales. Following Gardenfor$, (2@00call each
of these scales a property (in a narrow sense); it is made up of property values

(1)
a. blue b. dark/black bright/white
:‘y """" ~.,“ ........................................ >
red s green
R C. transparent saturated
Yellow e >

Géardenfors (2000) proposes to represent the internal structure abriceptual domain
"colour" as a unified quality space, with hue, brightness, and daturas its three
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dimensions. A particular colour concept, e.g. "green”, would then porrdsto a coherent
region in such a 3D-space. It would involve the hues around the "prototypical greéa); ia (
medium range of brightness values from (7b), coupled with a rarggwhtion values from
(7c) that at least excludes the transparent end of the scale.

However, as argued in detail by Geuder &Weisgerber (2005)teeally geometrical
representation in terms of a unified metrical space is nohergky viable technique for the
representation of concepts of all kinds, even though it does sewmrkofor colours and
other simple properties. Therefore, let me use a more abspresentation that takes up the
idea of having separate tiers ("feature dimensions") which are made uprisperty values.

Let us say that the conceptual substructure of a predicate P preatseQ1, Q2, ..., Qn,
called the conceptual dimensions of P, such that each Q is made upwiber of mutually
incompatible property values:

(8) P: <Q1 ={qla, glb, qlc, ...},
Q2 ={g2a, g2b, g2c, ...},
Q3 ={qg3a, q3b, 3¢, ...}, ...>

For the colour "green" as an example, we would have the substrudtweé®@ x Q3, which
can be characterised as follows:

(9) green:
<QHUE ={..., qla, glb, glc, ...} (a set which includes the various "green" hues),

QBRIGHTNESS = {..., g2b, g2c, ...} (brightness values, excluding at least the
extrema "black" and "white"),

QSATURATION = {... g3b, g3c, ...} (excluding at least the extreméuga in the
region "fully transparent") >

While in this particular case, an ordering can be imposed on thesydhis need not be the
case in general.

3.1.2 Modifiers

Let us now see how this simple model can be used to account foricataolf. The idea in
Gardenfors (2000) is to see modification as an operation thatctedtre allowed range of
property values of a concept in (at least) one dimension. Indesgheatrs that the modifiers
which can appear with colour terms can be sorted into the dimensions outlined above:

(10) blaugrin hellgriin blassgrin
blueish green bright green pale green

Here is a sketch of how the modification operation works. Let usider the example
hellgrin ("bright / light green"). The modifiehell is indexed for the quality dimension
"brightness" and hence targets only the brightness dimension of theedadificept "green”,
leaving its other dimensions unchanged.

(11) a. hell QBRIGHTNESS ={..., hw, hx, hy, hz}
b. grin <QHUE ={..., ga, gb, gc, ...},
QBRIGHTNESS ={..., g2b, g2c, ...},
QSATURATION ={... g3b, g3c, ...} >
C. hell (grun)
<QHUE — unchanged,
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QBRIGHTNESS = QBRIGHTNESS(hell QBRIGHTNESS(grun),
QSATURATION— unchanged >

While this account of modification targets property values, gqgaivalent to the familiar
view of modification as intersection of extensions. This is so bectgsfeature values on
each dimension are mutually exclusive, so every object in the @xierfsa predicate must
have exactly one value in each dimension. Consequently, all n-tuplatiesyromQ1 x Q2
X ... X Qnare mapped onto disjoint sets of objects, and every operationgtrattsethe set of
admissible feature values has the same effect on the extension of the predicate

3.1.2 Manners vs. Degrees

Given that the modification operation just described involved scalasiefed feature values,
there is some similarity with degree modification, and somearks are in order as to the
distinction between subsective modification and degree modificatios.nbti immediately
clear whether the instances discussed above should be called tmaodh&cation”, but
manner modifiers can in any event be grouped with other typicatéutéve modifiers and
contrasted with degree modifiers.

Obviously, degree scales are based on a decomposition of propertiesiate values, too.
In modifying the property scales that form the dimensions of caloocepts, however, we
used modifiers which themselves had a conceptual content in teansraperty scale. This,
then, is a first difference to degree modification: Degree fieosli carry an abstract
specification for regions on arbitrary property scales, ey denotes the upper end of any
degree scale. Therefore, degree modification involves an additiepabtmapping from a
set of feature values onto an abstract scale of degrees, and demidiers operate on the
latter.

Moreover, it could be seen that we were dealing with modifiers #plied to
"multidimensional” conceptual structures, and these are extmlynes that are hard to
combine with degree modifiers. This difference is expected becmwalifiers that are
indexed for some particular conceptual domain will be able to vetribeir designated
domain when applied to a larger conceptual structure in the processdification. For
degree modifiers to work, however, we need a predicate that denotesgleescale, i.e. a
property (in the narrow sense). It is possible to force the apphcaf degree adverbs to
complex concepts, for instance, in German we find clear casgsgoée modification with
verbs (cf. Stamm 2005). Either we have to formulate specific conditis to the accessibility
of particular gradable meaning dimensions inside a complex concgaitieular type of
prominence that makes a conceptual dimension accessible for siegpée modifiers; or we
have to formulate a mechanism that is able to map the whole concept onto(asscaescale
of intensity), and apply the degree modifier to this derived saaleny case, the distinction
between degree and intersective / manner modification remains intact.

As a last aspect of this distinction, we cannot reasonably supposdl hr@perty dimensions
of arbitrary concepts will always involve a scale of orderddes although this was the case
with the three dimensions of colour. The mechanism of restrictitey cfefeature values
sketched in 3.1.2 above is also available for property dimensions withedat sedering,
while degree modification cannot apply in such a case. This isabe with the more
complex concepts that | am now turning to.

3.2 Predicates of Light Emission

In this section, the conceptual approach will be applied (with motidfitaand extensions) to
a set of examples that are more crucial for Maienborn’s (2&@tment that certain statives
do not show effects of an event argument. Consider her example (b8g) veith the
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contrasting examples (12b-c):
(12) a. Die Perlen glanzten matt / rétlich / feucht
(The pearls were gleaming + modifiers: dull / reddish / moist)
b. Das Licht war ?? feucht hell /?? rétlich hell
(The light was moistly / reddishly bright)
c. Die Lampe leuchtete hell / rétlich / ?? feucht
(The lamp was shining brightly / reddishly / moistly)

Example (12b) (not provided by Maienborn) contrasts with (12a) inahe $ashion as the
group of examples introduced earlier in (2ginzen(gleam, glow) allows a whole range of
modifiers while the adjectiveell (bright) does not admit any of them. In spite of the neat
contrast between (12a) and (12b) it can already be seen thatishwveclear-cut division
between just two types of predicates: the vetlxrhten(shine (intr.)) allows some of the
modifiers that may appear witfianzen,but not others. This calls for an examination of the
conceptual interpretations in more detail.

3.2.1 Re: (12b) Das Licht war ?? feucht hell /?? rétlich hell

Example (12b) can already be understood on the basis of what hasideartteasection on
colour concepts above. Modification fails because the conceptual stnstrafhell (bright)
is a simple scale and does not provide isolable property dimensionsmdahaer modifiers
could target inside it. There is a slight complication heréan the constructiorttlich hell is
not immediately judged as deviant by many German speakers, bust targuably due to
interference with a compoundtlich-hell which does not hawtlich (reddish) as a modifier
but rather means "reddish and bright", thus not modifying the brightradgs itself. This
interpretation is irrelevant to the point at hand, however.

3.2.2 Re: (12c) Die Lampe leuchtete hell / rétlic(The lamp was shining brightly /
reddish)

With the analysis of the concelguchten / shineve get to cases that do not yield easily to a
description in terms of orthogonal feature dimensions, which is otfeedhings that speak
against Gardenfors' (2000) geometrical interpretation of the carategcomposition (in
addition to the points raised in Geuder & Weisgerber 2005).

Many concepts require an analysis with a richer structuréniohvthe conceptual dimensions
are linked via additional relations and constraints. Such structwesbkean described e.g. in
the frame theory of Barsalou (1992). A first inspection of the miod@arsalou (1992) shows
that some of the "relational links" which his model provides corresporakpects of the
model already given in section 3.1 above. In particular, Barsalow,g" relation mirrors the
relation between conceptual dimensions and their property valuesheerype" relation
serves to split a concept into mutually exclusive values that inguieit. A further relation
which Barsalou callsASPECFOF' is what serves to couple a set of (what we have called)
"dimensions” to form a concept. This structuring is thought to bersee, however: a
concept may be decomposed into sub-concepts which themselves exhibangpdsition
into quality dimensions.

A comprehensive review of frame theory is clearly beyond thpesof this paper, and for the
present purpose, it will suffice to adapt its major ingrediarits a simplified representation.
However, a weakness of the system in Barsalou (1992) which must bedpoirtis that the
"ASPECTOF' link serves as a cover term for a whole number of differeatiogls without
reflecting any further differences. In particular, itatie conceptual dimensions of verb
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meanings on a par with participant roles. In my representatidreoferbleuchten / shinel
will therefore annotate the structure with functor-argumentiogisips. Hence, the meaning
of leuchtenwill be decomposed basically as "(for a source) to emit light", with the agtep
"ARGUMENT" links between these two aspects of the concept, plus a some sotsadmach
of the main constituents that can be easily identified. The compdigdit ‘makes recourse
to the concept "colour" which has already been analysed.

(13) | leuchten / shing

arg— |lemit arg (light|)
| brightness

Iproduce| path| impact colour/huf

lamount [rate

The conceptual constituent related to "emission” will minimdigve to involve the
characterisation of a process of light production, a path of djet kemitted and a
characterisation of what happens at the endpoint ("impact”, e.fility¥i Obviously, the
argument relation that connects "emit" with "light" has tdrbeerited by the subconcepts of
"emit". The component "light" functions as an argument, it is ttuedoes not surface in the
argument structure of the verb; therefore it is simultaneouslssified as a conceptual
dimension (more on this topic below).

Without going too far into the details of conceptual knowledge thatrapdicit in this
decomposition, let me point out that many modifiers can be adsiyified as pertaining to
specific sorts of sub-concepts or property values:

(14) hell leuchten(shine brightly) : BRIGHTNESS
rot leuchten (shinered) : COLOUR/HUE
konstant leuchte(shine constantly) : PRODUCE: RATE
schwach leuchte(shine weakly) : PRODUCE: AMOUNT & IMPACT

In this way it becomes clear why the véghchten / shinsupports more modifiers thamell /
bright: the reason is its greater conceptual complexity. Sewzhtenincludes the conceptual
dimension ohell, modifiers of the latter carry over to the former.

3.2.3 Re: (12a)Die Perlen glanzten matt / rétlich / feuchfrhe pearls were gleaming +
modifiers: dull / reddish / moist)

As a next step, let us consider the conceptual structugkiofen /gleamwhich involves an
additional degree of complexity. First of all, we can observertearly all the modifiers that
were found to combine with the vetbuchten / shineare found here again: we geell
glanzen, rot glanzen, schwach glanzen parallel to the data in (14). This indicates that
glanzen / gleanshould incorporate much of the conceptual structure of light emissi
concepts.

An intriguing case, however, is the use of the adjeddueht (moist, wetds a modifier. Note
the contrast betweeagldnzenandleuchtenin this respect:

(15) Die Perlen glanzten feucht (the pearls gleamed wet)
?? Die Kugel leuchtete feucht (the sphere shone wet)
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This contrast can be explained as being due to a meaning compogémzenthat makes
reference to properties of a surface and which is absentléuachten / shineTo see this,
note thatfeuchtas a modifier can only be construed with respect to a surfahes example,
although other construals would be allowed by the lexical meanitigeaidjective. A log of
wood, for instance, can be said to teeicht when it is soaked through with moisture.
However, in (16) this construal is excluded:

(16) Das Holz glanzte feucht (the (piece of) wood gleamed wet)

Here, we must be dealing with a situation in which there ismvaat the surface (it is easier to
imagine a piece of wood with a varnished surface, which is wet)itiota piece of wood
which is damp and rotten and at the same time has a varnishezksubhigh is gleaming in
the sun. How do we know th&uchtmay only refer to a property of a surface when it
modifies glanzer? The reason must be that the verb does not provide for any othef way
linking the modifier to the situation frame. This demonstratesthi@notion of a surface is
accessible from the verb meaning. And the reason for this is tlh#icpeay in which
glanzen / gleanspecidies a concept of light emission: it is light emissipmdilexion at a
surface. Here is a sketch of the relevant parts of the situation frame:

(17) |glanzen / gleam

source— arg— [emi arg ight
source i (light])
| “brightneds

If we say that there is a "surface" feature which licences the appticzftthe modifiefeucht
however, we are running into new problems, because not any adjective dpgticable to
surfaces can become a manner adverb; for instance we dorzergedtztor schmutzig
glanzen(gleam + modifiers "scratched /dirty"). And more generatige might raise the
guestion of how the content of such conceptual representations iképt@ithin bounds,
and how endless chainings of world knowledge can be avoided: do all kindsagptual
knowledge that are related to surfaces have to be included in (17) as well?

| propose that, indeed, we need a fixed, and selective, representdtian dirt of conceptual
information that may interact with the semantics. Let us nthkegeneral stipulation that
event concepts do not automatically inherit the conceptual dimensiotise opossible
referents of their argument roles — only if a predicate §psdmplicit argument roles does
their sortal information count as part of the predicate's meafihig stipulation is also
needed to secure the conclusion from the discussion surrounding (16) tigoaéernative
interpretation which was found unavailable for (16) (a log of wood sodkedigh with
moisture and gleaming for some other reason) would actually porrésto a simple
predication offeucht / moisbn the subject of the sentence. Therefore, we generally have to
exclude a construal of modifiers as simply predicating of the su@gument. Arguably, this
predicational relationship is only possible in a different gratimalaconstruction, namely a
depictive construction. (See Geuder 2004 for details about the seadi@ntidation between
depictives and adverbial modifiers, and Geuder (2000, ch. 3) for furthe@astidson of the
claim that manner modifiers exclude predication of a syntaggignaent but can be licenced
by implicit argument roles).

These considerations lead to the conclusion that the shadowed part i® 1id7)a possible
target for a manner modifier. If this is true, the mechanisimadification in the example
feucht glanzermust be of a different kind than the one in (13-14). We are led to the
conclusion that one of the core conceptual dimensions must undergo miodifinat just the
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"source / surface" part.

The solution to this problem is that, this time, the modifier apphean indirect fashion —
technically, by invoking what is called @NSTRAINT in Barsalou (1992), i.e. a correlation
between values which is part of the knowledge base. The very conCegitexdion of light at

a surface", which is at the heart of the meaningl@hzen / gleaminvolves knowledge about
a correlation between properties of a surface and correspondingequai the light emitted
by it. To begin with, the surface has to have a certain smoothreefor reflexion to be
possible at all, and moreover particular materials, such as,\metesissociated with their own
characteristic pattern of light reflexion. This piece of knogk&dmust enter into the
calculation of the conceptual interpretation of the modifier.

Let us invoke an additional attribute "radiance" in the representbelow to capture more
differences in the qualities of the light emitted:

(18) |glanzen / gleam

sourcé- arg— femi arg

surfacé ...

{water, varnish ...}

Correlation:

“Theory of light
reflexion”.

inference feucht = water on surface

As | have said, manner modification must involve one of the core camatefimensions of
glanzenThis is indeed possible due to the correlation of "radiance™" and probablythiasg"
with properties of surfaces — provided that an inference is atiéedhe predication by the
modifier feucht concerns a surface. Via the said correlation, this modifier #ffacts a
restriction of property values in the "radiance" and "brightness"emiions, and thus
indirectly targets the conceptual core gifinzen even though it does not bear a lexical
specification that targets these conceptual dimensions.

Let us sum up the findings concerning theirect restriction of an event property, in which
properties associated with entities external to the event comepta constraint on
correlations of property values yields a restriction on eventAakgoroperty values. The
shifted interpretation of an adjective A, for application as a neydii an event concept C
then derives as follows:

(19) MANNER() (A) is a set S of property values g such that for sdni# a
[(Q in C with g0 Q, and GEN [a(x)}> q(e)] (for some X)
Interpretation:
MANNERc)(A) (C), with @, ..., G as the conceptual dimensions (attributes) of C:
= the structure C with 8 Q; replacing @ unchanged elsewhere.
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3.3 D-States

We have now arrived at a fairly elaborate view on how manner modificatipmengoverned
by the conceptual complexity of verb meanings. Naturally,hall tould be done here is to
lend this claim some credibility; there is no proof in the stdense, because the
argumentation would be complete only after in-depth analyses have dredurcted of each
single verb type and its modifiers.

In order to provide some further substantiation for the conceptual a&pptoamanner
modification, let me now sketch an account for the intriguing costrastovered by
Maienborn (2004, 2005) which concern "minimal pairs" such as the followiadly taken
from Maienborn, with contrasting examples added to (20b-c):

(20) a. Bardo schlaft friedlich. (B. is sleeping peacefully)
* Bardo war friedlich mide (B. was peacefully tired)
b. Carolin sal3 reglos am Tisch. (C. sat motionless at the table)
? ... war reglos aufrecht (? C. was motionless upright)

C. * Carolin war geduldig durstig (* C. was patiently thirsty)
Carolin schmachtete geduldig in der Hitze
(roughly: C. was patiently suffering / parched in the heat)

These examples show manner modification with "D-states”, i.eerdarn’s "eventive"
subtype of states. | think it is important to observe that alketinesdifiers form a coherent
semantic class — they speak about "things not happening":

(21) friedlich peaceful = "without disturbance"
reglos motionless = "without moving"
geduldig patient = "without losing calmness / without change of attitude™

Accounting for these cases requires a new property dimension, wiimhld like to identify
as "the continuation / termination conditions for a state". Hencaravelealing here with a
feature that is to some extent a dynamic, hence eventiverde&Vhile this feature is not
dynamic in the sense of asserting change, it speaks about petehitalange. A device for
representing this is already in place in the framework ofdaug1992), namely a link of the
type 'STATE'. This relation serves to specify property values (of object cosiceytich
cooccur in an event because they appear in a sequence. The partitefarqiasequencing
itself is stated separately as a conceptual dimension @ivits Consider the following sketch
of the concepschlafen / sleep

(22) schlafen / sleep

| sequence [ accompanying dvents [ | loc

- {ITERATE (sleep-state)}  : {snore, murmur, ...}

dept

termination conditions
In this representation, BarsalousTATE" link has been rewritten as an iteration instruction,
since we are dealing with a succession of states of the tyameThe basic idea is then that

event and state concepts may specify termination conditions: dertainly part of our
conceptual knowledge abosieepingthat it is terminated bwaking up We can now begin to
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understand the meaning of the modifieiledlich / peacefulvia a correlation between
termination conditions and accompanying events of sleeping: theiemaddicates "absence
of disturbance", i.e. there are no accompanying events of a kindathlal trigger, or come
close to triggering, termination of the situation.

The introduction of a conceptual dimension of iteration / termination tonsli should
suffice to indicate the direction of an analysis; however, dasons of space, this cannot be
elaborated in more detalil in this paper. In sum, however, it seeme tthat this type of
attribute is at the core of Maienborn's (2004, 2005) distinction betwsemt:like" and
"property-like" statives. It should have become clear that dtsgnction can be modelled
without making recourse to different types of referential arguments.

At the same time, however, it would not seem to be incompatibfeMaienborn's analysis:
predicates referring to abstract objects may well turnaobave a poorer conceptual structure
than concrete, eventive predicates. The sortal distinction would thém ferallel to the
differences in conceptual structures. In the first place, thwexethe conclusion to be drawn is
that the the analysis of manner modification is independent of the esneo-Davidsonian
arguments with statives. The argument that predicates lack an eventatrgecsise they do
not support (certain) manner modifiers is not valid.

4  Conclusions and Outlook

In the preceding sections, the restrictions on how various verbsdgutives select their

modifiers have been derived from the conceptual content of the predicapesstion. | have

defended the thesis that it is the factor of conceptual complekitth determines the range
of modification options. If a group of predicates is observed to alewerf modifiers than

others, this can therefore be seen as pointing to a smaller conceptual complexity

We are then led to the expectation that what Maienborn (2004, 2005) eeasfK-states on
the basis of manner modification data, is actually to be chasstteas a group of concepts
with relatively poor conceptual substructure. It has alreadg peted out that restrictions
on manner modification cannot be used as an argument against a ndseDeri analysis of
states, because these two issues are orthogonal. We are naithi¢fhe question of whether
the results of the conceptual model of modification are at teamspatible with the claim of
sortal differences.

One thing that casts doubt on having a sortal distinction between pe® ¢f statives is that
it predicts a clear-cut dichotomy. The analysis of modifiers. (gith bright / shine / gleamn
does not support such a dichotomy. The considerations in section 3.3 rathest ghgg
between "static" and "dynamic" concepts there is a greyareancepts variously involving
"dynamic potentials”. It is not clear that all such conceptaucénrmly be analysed as event-
denoting and as being in contrast to nondynamic concepts. Decidingpthishas to be left
for future work, though.

Moreover, we are still not in a position to provide a clean dedmibf what is a manner
adverb and what is not, although, of course, the claim that i(Qedtatives do not allow
manner modification would require such a definition. This problem simiépplies to the
work of Katz (2003), who likewise maintains that statives do not hawad&mian

arguments, and who proposes that all modifiers of statives migleixplained away as
predicate operators, instead of being neo-Davidsonian predicabes.nky perspective, this
distinction is not so clear-cut. In a way, | have sketched a wiemhich all kinds of manner
modification are reduced to operations on predicates; but this onlyrnedcthe level of
conceptual analysis, not semantic composition in the clause. Mgurdcacould be
implemented in Logical Form either as composition via predicateatge or via

Davidsonian predication. In an extensional, neo-Davidsonian representatiannar adverb



Manner Modification of States 123

would appear as a context-sensitive property of events. This iy, t@adzerbial modifiers,
defined via a set of property values as in (19) above can alwaysmpeed onto a set of

events, i.e. a neo-Davidsonian predicate of events. The template HRENA) (for a
modifier A in the context of an event predicate C) would then septea lexical operation
that shifts an adjective A, initially a predicate of some osioet of entities, to a predicate of
events, in a way which is sensitive to the meaning of C. Then, thdaadsonian
representations of the modifiers would not reflect their underlgrigal-conceptual format;
rather, the neo-Davidsonian semantics for manner modification wouldtbde seen as a
purely compositional device. (This position has already been expressed in Geuder 2000).

In spite of the continuing uncertainty as to the precise deliimit of manner modification,
one of the positive results of the present work is that a concegdiaition of "manner
modification" is at least within reach. Still, we have variousar®tias to how we can define a
class of "manner adverbs" from the background of conceptual structures:

e Variant 1: Manner = "Modifiers that restrict some conceptuahedsion of a
multidimensional concept (a predicate of category V?)"

This is the most liberal way of defining manner. It would t@ea minimal contrast
betweenhell rot "brightly red" (more than one dimension, hence "manner") and
angenehm hell'pleasantly bright" (scalar adjective, hence no "manner"uallis
however, all subsective modifiers of nouns would also be excluded froolaee of
"manner modifiers”, in spite of well-known semantic parallels betwmany noun
and verb meanings; and | have never seen the term "mannegdafgphdjectives. It
also remains unclear whether all subsective modifiers of verbs should be included.

» Variant 2. Manner = "Modifiers that restrict some conceptuaiedsion of an event-
denoting predicate”

The distinction sounds intuitively appealing, but, evidently, it beggtiestion as to
which predicates denote events! The definition probably creates nhipaira like:
hell leuchten"shine brightly" (manner) vsell rot "brightly red", but it would not
contribute to an understanding of the difference.

« Variant 3: Manner = "Modifiers that restrict an eventive type of conceptonandion”

In this way, not all subsective modifiers of verbs, but only those ssidgechange-of-
state concepts or continuation conditions (etc.) inside a verbalptonoeld qualify

as manner modifiers. This begins to appear overly strict, a®utd characterise
friedlich schlafen'sleep peacefully" as manner modification, but exclude thehgpe
leuchten'shine brightly".

Probably, "manner modification”, while not devoid of content, is going tairem notion
without sharp boundaries. All in all, then, | conclude that the facts abaomer modification
point to a continuum between eventive and stative concepts, and that mauligration
cannot be reduced to matters of Logical Form and predication of Davidsonian agument
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Abstract

This paper investigates the semantic underpinnaigde distinction between two syntactic
types of “manner of movement” verbs in Levin (1998amely therRUN and ROLL classes.
According to Levin's (1993) and Levin & Rappapo(i995) work on unaccusativity, a semantic
factor of “internal causation” should be the trigder the classification of a movement verb as
intransitive (=not-unaccusative), and hence forhi&donging to theRuN class. We point out
empirical problems for this characterisation, maiobming from the different readings of the
German verlfliegen (fly). From a comparison with other semantically similarbs, we conclude
that the semantic description which underlies tlasscdistinction should be refined: instead of
“internal causation”, the crucial semantic facterdiescribed here as “inherent specification for a
momentum of movement”. This result indicates tluatds, and relations between forces, have to
be part of the semantic description of the manoerponent in movement verbs.

1 Introduction: Manner-of-M ovement Verbs
1.1 A Syntactic Distinction

A topic in verb semantics that has continued to attract attenttbe distinction between two
types of movement verbs, viz. “directed motion” vs. “manner of motiorjsvdn view of the
large amount of literature devoted to this distinction, astonishingly dethors have
addressed the issue of explicating the notion of “manner of movenvemth lies at the
bottom of this whole strand of research. One work which offersast &subclassification of
manner of movement verbs is Levin (1993). Levin notes a major congtastdn two classes
of manner of motion verbs, which she dubsrbeL class and theuN class. Here are some
examples:

(1)

run-class roll-class

amble, climb, fly, jump| drift, drop, float, revolve
tiptoe, ...

This grouping first and foremost reflects a syntactic disoncand is therefore connected to
verb semantics only in an indirect fashion. As amply discussed im Befappaport (1995),
theRoLL class consists of verbs whose single argument behaves as aningdshjgct, i.e.
they are unaccusative verbs (even when occurring in isolation)e whglRUN class, in
contrast, consists of verbs which are intransitive in a striosesei.e., verbs with an
underlying subject argument (even if these verbs may enteuinaocusative constructions
when combined with directional PPs).

! We want to avoid the awkward terminological opfiosi “unaccusative” / “unergative”, so the termttistly)
intransitive” will be reserved here for verbs wih underlying subject, as opposed to unaccusatvesy the
cover term which we use for the larger class obseavith one argument is “one-place verbs”.
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An important test for this distinction in English are constructieitls a resultative adjective.
As a rule, an adjective that adds a resultant state to a proedsscan only be predicated of a
syntactic object, cf. (2a-b) below. True intransitive verbs niflyappear in this construction,
but then a dummy reflexive object has to be inserted, as in (2b).

(2) a. John kicked the door open
b. The children ran themselves tired. / * The children ran tired.
C. The doar rolled [t] open

Example (2c) then shows how resultative constructions can be usad asaccusative
diagnostic: unaccusative verbs are a class of seemingly exwaptine-place verbs which
may appear in this construction with just their sole argument atbwtidummy reflexive

object. The reason is that the sole argument of an unaccusativeoueris as an object for
the purpose of the predication rdle.

1.2 Semantic Correlates

Levin & Rappaport (1995) have investigated the question as to the sermmaygers of
unaccusativity in great detail. They propose a set of linking,rulbese interaction derives
the difference between verbs with underlying objects and undgrisiuibjects. Given that
verbs of manner of movement do not intrinsically denote a change ef-stathich is the
single most important factor that triggers unaccusativity — whatost important for us are
their “immediate cause linking rule” and the “default linking rule”.

Consider first the formulation of the “immediate cause” linking rule:
(3) Immediate Cause Linking Rule

“The argument of a verb that denotes the immediate cause of theaitg described
by that verb is its external argument.” (Levin & Rappaport (1995), p.135)

One-place verbs which assign such an immediate causer role toomiyeiargument are
therefore intransitive. It is important to sort out some fine pamtle interpretation of this
rule, however. As the authors stress, an immediate cause(r) tiseneame as an agent or a
participant that exerts control over a situation. For examplésJée hiccup may describe
involuntary actions, but the immediate cause of the situationissliwith the subject. The
same is true for verbs of emission, likkine or stink and for verbs which denote the
maintenance of a position or configuration, Ikweeel With respect to examples of this kind,
the authors explain their concept of causation as follows:

(4) (Internal) Causation:

“...The concept of internal causation subsumes agency. However, arailyteaused
verb need not be agentive ... For example, the vellshandtremble... can ... be
considered to describe internally caused eventualities, becassesthentualities arise
from internal properties of the arguments.” (Levin & Rappaport (1995, p. 91))

The notion of “internal causation”, which figures here is a subcatieeajeneral concept of
causation. If we are to apply the immediate causer rule to moxersebs, then internal
causation is what is relevant for manner of movement verbs. In getteranotion of

“internal causation” serves to separate verbs like the onedigmissed from “external
causation” in which the causer is not involved in the manner of the buemherely sets

2 For our purposes, it is not necessary to restleejtiestion of whether the unaccusativity testéyreatablish a
difference in the syntactic position of the arguimen whether they are sensitive to a semanticsiflaation of
verbs. For ease of exposition, we adopt the syiotpatlance.
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things into motion. This latter class of verbs allows the causer to be dropped rggitgthe
causative-inchoative alternation, which occurs e.g. wilih

(5) a. They rolled the cheese to the train station
b. The cheese rolled to the train station

External causers can only appear with transitive verbs, becauseis¢éhthe remaining core
of the situation (minus the causer) would not have a participant. @Qoe-pérbs therefore
can only appear with internal causers, or be unaccusative, i.e. wednmér at all. This leads
us to an additional criterion that supports the classification of menewerbs: If there is a
transitive variant with a meaning of direct causation — like @b@ve — the corresponding
one-place variant was unaccusative, and hence belongsrolthelass.

When we are dealing with a member of then class, there may sometimes be transitive-
causative variants, too, but they invariably have a meaning of ihdia@sation. Since the
lexical meaning already specifiies an internal causeradi@ion of another causer subject in
the transitive construction leads to a chaining of causes, iae @frindirect causer for the
highest argument, and a role of immediate causer for the other one. For exan®lbeiaw,

the subject is an indirect causer because it is understood thatilt the rat itself that does
the running:

(6) The psychologists ran the rat through the maze

Levin & Rappaport (1995) point out that in such examples the directtdhad needed for the
example to be grammatical. This seems to be related to nbendi that addition of a

directional PP creates a change in syntactic categorisaioing any agentive movement
verb into an unaccusative construction. In other words, there is a linkegccording to

which a feature of directionality of movement triggers unaccusatiand this rule overrides
the causer rule (Levin & Rappaport 1995, p. 158). Apparently, then, what happkat as

syntactically unaccusative structure is needed as a bastadisativisation to apply. The
conceptual content of the verb's meaning is not lost, however, etba directional PP

creates a change in syntactic categorisation. Hence, th@réittion is that of indirect
causation.

In sum, we can use causativisation patterns to diagnose a leridtalas unaccusative,
provided we make sure that the interpretation involves direct causatibtnat the derivation
also works in the absence of a directional PP. Verbs oRtiheclass, in contrast, show a
different causativisation pattern: causatives are confined to strsigtithedirectional PPs.

1.3 Unaccusativity as Default

There is one further component of Levin & Rappaport's model that we toetake into
account here:

(7)  Default Linking Rule

“An argument of a verb that does not fall under the scope of arheadther linking
rules is its direct internal argument.” (Levin & Rappaport (1995, p.154))

We need not be concerned with the question of which other linking rutesatee— none of
them would be relevant to the group of manner of movement verbs.Batisvimportant is
the default status of unaccusativity that follows for one-placbsr if no particular semantic
property is present that triggers linking of a verb’s sole argtiteethe subject position (or
object position), the single argument will be treated like an albjech consequence, it would
only be theruN-class which carries a positive semantic specification fimature “internal



128 Wilhelm Geuder & Matthias Weisgerber

causation”. In contrast, the unaccusatR@ L-class is an “elsewhere” case with no unified
semantic definition.

In sum, then, theoLL class emerges as a class of verbs which appears to be ecdEdpn
two respects: these verbs do not provide a causer of the situayodefwibe, and they do
not exhibit a positive specification that defines them as a ursBetantic class. In contrast,
RUN verbs are a type of manner of movement verbs which have a postivantc
specification (internal causer) that defines them as a urgfaexs in terms of syntactic and
semantic classification.

2 TheProblem of Double Classification

We now want to discuss an apparent drawback of the classificatimarafer of movement
verbs shown in (1) above, namely the fact that a large numbenlas iglisted by Levin
(2993) in both groups simultaneously. In other words, there appears torige arn@ount of
lexical variability with respect to the semantic factor tthetermines unaccusativity, and one
might ask whether this blurring of the categories is a reasaoubt the lexical-semantic
relevance of the grouping.

(8)

RUN-class ROLL-class

amble, climb, fly, jump, drift, drop, revolve, rotate,
float, glide, slide, roll (1), ...| float, glide, slide, rall, ...

The doubling of the entries in the second line of each cell poinlke tiact that certain verbs
can be construed as internally caused movement or, alternativetpvasent brought about
by an implicit external force. The resultative test confitmst these really belong to two
separate classes:

(9)  a. The curtain rolled [ (*itself) open].
b. The children rolled [the grass flat]. (Levin & Rappaport 1995: 209-10)

Example (9b) is understood as describing a volitional action byhitdren. The resultative
construction displays the structure of intransitive verbs in tratatvs an additional object
that is not selected by the verb roll but case-marked by itappearance of a non-selected
object is a phenomenon which is akin to the insertion of a dummyixefjeunaccusative
verbs are unable to support either type of object.

The reason for the fact that only some of the verbs but not alkof #low the alternation in
(9) should obviously be sought in their lexical semantics. Levin & Rappg1995: 211)
state: “The variable behavior of certain verbs of manner ofomag simply the result of the
existence of a lexical semantic constant that, by virtuésafiature, is basically compatible
with more than one lexical semantic template.” In other wordsmém@ner component in the
meaning of the verboll is neutral with respect to the feature [tinternal causatiom],s® a
feature of internal causation may be freely added. We take thatignoto mean that this
difference in interpretation can be represented as the augmentation ardiséemplate:

(10) xPROCES&oL> - X PROCES&RoLL><INTERNALLY CAUSED>

It may be noted that the variability rbLL verbs only concerns causation while the manner of
movement remains unchanged. Hence, this is not a case of lexibajuity, i.e. involving
different lexical entries, but an instance of productive polysérhg. augmentation is only
possible if the specification of a causer feature is absenttfiersemantic core of the verb,
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and this in turn is exactly a trigger of unaccusativity. Tlweef we conclude that the
existence of these two variants is actually not an irregulénat threatens the semantic
relevance of the classification, but rather on the contraghatvs a hallmark of theoLL-
class, which is to be predicted from lexical semantics. We teaveew the alternating verbs
asRoLL verbs in their underlying form, with the proviso that they may aecair additional
semantic feature and switch to a grammatical realisation as an itnensi

In this way, the phenomenon of double classification is a diesttltrof the semantically
underspecified character ROLL verbs noted in section 1.3 above. Note, incidentally that the
class of unaccusatives again proves to be heterogeneous, becauseaat \adrbs are able

to undergo the shift in (10). Hence, it is possible for a verbltmgeo theroLL class, and be
unaccusative, not because it is unspecified with respect to icashtt because it is
negatively specified wrt. the possibility of internal causation smblocks the application of
(20).

3 TheProblem of theVerb fliegen / fly
3.1 Variants. Conceptual Modulation

In this section, we get to a problem that turns out to be the nimege of the case discussed
in section 2, namely a verb that should be expected to switch bethass®s but which

doesn't. The German vefliegen,and its English counterpaid fly display a range of uses
that seems to replicate the distinction between internally daasd externally caused
variants:

(11) a. Ein Vogel flog durch das Fenster
A bird flew through the window
b. Das Flugzeug flog durch die Wolken
The plane flew through the clouds
C. {Ein Stein / Eine Gewehrkugel} flog durch das Fenster
{A stone / A bullet} flew through the window

In (11a) it is clear that the bird is an internal causer, since birds flyolynmtheir wings. For
examples like (11b) it is hard to judge to which extent cawsasi internal (do we have to
acknowledge the pilot of the plane as an external causer?), buietr that the plane is still
generating the movement. (11c) behaves differently from (11lexx the bullet is known to
have been fired from a gun — the bullet itself is not something lf@might about the
situation because of its intrinsic properties. In light of the gy discussion, such
examples are expected to class with reeL verbs. An example that clearly demonstrates
thatfly may describe situations with external causes is (12), where the corghkoitlgxefers

to one:

(12) He was shielding his head with his arms, and was hit byge tarce of some kind.
Nick flew through the window, shattering the glass, antl ...

In spite of all this, we are going to show that there are neatidns thafliegen / flymay
ever display unaccusative behaviour (in isolatfori).can also be noted thfy is listed only

% quizilla.com/users/Sorrow1991/quizzes/Forever

* Remember that any kind of movement verb gives tdsan unaccusative construction when combined with
directional PPs. Therefore, constructions withraeational PP have to be left out of consideratioour search
for the correct lexical classification of the vdlibegen / fly.
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with theRuN class in Levin (1993), but in the detailed study of Levin & Rappaport (1995) and
in the other literature that we are aware of, there is nousBsmn on whether this
classification is correct, and whether it is in need of explanatSo establishing and
explaining the intransitive status of (11c) will be our central concern for thefrémss paper.

The unaccusative pattern of the resultative construction does aptrefly wt is true, but not
in the sense of a movement verb:

(13) a. The machine flew to pieces
b. The door flew open

C. Old Nathan flew hot frequently, and the anger puffed away ldaef from
thistledown. But he was capable of cold rages also.

Example (13a) could simply be about an explosion, it does not mean iteg paéme off the
machine as a result of flying in the air. Likewise, in (18itgre is no door flying through the
air which becomes open as a result of that movement, and (13a)ataphorical extension
that bears very little resemblance to the movement sense.

Whenever there is a sense of movement through the air, we rattibe gntransitive pattern.
Compare the unaccusative (13a) above with the intransitive pattdra ofdultative in (14),
which describes literal flying:

(14) The future looks grim My friends, if Nasa don't [...] start wagkon a new shuttle,
one that doesnfty itself to pieces.®

Also, we were unable to find German examples with the unaccuspdttern of the
resultative construction. Most combinationsflafgenwith a resultative adjective sound very
marginal. One of the few clear examplesshown in (15) below: imagine an inflated balloon
which is flying around as it is emitting the air inside. Ifflie end, the balloon is empty, this
would have to be expressed as in (15b), not as in (15a):

(15) a. # Der Luftballon ist leer geflogén
The balloon has flown empty
b. Der Luftballon hat sich leer geflogen
The balloon has flown itself empty

Note, however, that this does probably still not count as a casgterhal causation, even
though an agent is lackin§o we are still without a clear test to check the type)(ahove
for unaccusativity.

® www.webscription.net/10.1125/ Baen/0671720848/&@DB48__ 1.htm
® http://blogorants.blogspot.com/
" Here is our second best attempt at a counterexarhplGerman you can have an unaccusative restati
construction with a polysemic variantlatifen / run
® Der Pilot bemerkte, dass der Motor heil3 lief.
The pilot noticed that the machine was running hot
Let us consider its somewhat magical counterpaatfairy-tale world:
(ii) [Die Hexe, die den neuen Besen zum ersten mallfegerkte, dass etwas nicht in Ordnung war:
? Der Besen flog heil3
[The witch, who was riding the new broom for thesffitime, noticed that something was wrong:]
the broom flew hot
To the best of our judgement, example (ii) is sgtitally not acceptable, but it is indeed hardudge.
8 A surface string like (15a) is syntactically acdyle but only on the irrelevant reading as aneciijjal passive,
not as a verbal construction with a perfect auxiligl5a) as an adjectival passive is the reguldacame of
derivation from the verbal construction (15b).
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There is a second criterion that can be applied, namely caustdinidf fliegen / flyhad an
unaccusative variant (lacking internal causation), one might exirect causatives. In the
case ofly, a direct causative would have to be similar to the meaning of “throw”:

(16) * Er flog einen Stein durch mein Fenster
He flew a stone through my window

What we have to note with respect to this example is a divezgeeisveen German and
English. The German sentence is clearly impossible with tkedet interpretation. For the
English version, we do have attestations, although they seem tyebeSince the point is
important, and tricky, we should consult our results from a web search:

(17) hi everyone, need to get a 3rd gen headlight have a hole in ours wherdlewary
stone up and hit us
(www.yotasurf-online.co.uk/ public/forums/showthread.php?p=90648)

(18)  Will youfly a stone through my window like you used to do?
(http://www.poetryvault.com/Display_Print.asp?1D=4729)

(19) Japan and the US began joint research into a next-generation missile ggsezroe
shortly after North Koreflew a missile over Japan in 1998.
(http://Inews.bbc.co.uk/2/hi/asia-pacific/4104301.stm)

(20) Here's an accurate analogy of an [Toyota] MR2 being driven fadikettrying to fly
an arrow backwards.
(http://mwww.hondaswap.com/forums/lofiversion/index.php/t46259.html)

(21) 'Cos You fly an arrow Straight to my heart Blow it apart...
(www.lyricshost.com/lyrics.php/
95274/Badly_Drawn_Boy_lyrics/Chaos_Theory_lyric)

When going through these examples, it seems hard to judge intuiitiether the semantics
is one of direct causation of not. With respect to the examplan\t@ying a missile, indirect

causation is most plausible, as the missile is moving by.itdere importantly, all examples
involve a directional complement. This in fact aligns the exampitbsthe derived causatives
from agentive intransitive verbs that we introduced in section 1.2reTaee very few

exceptions witHly:

(22) It keeps hundreds, if not thousands, of people who can brelpaper dart rushing
to your LHS to buy brightly coloured boxes covered in shrinkwrap and ...
(www.wattflyer.com/forums/showthread.php?t=4400)

(23) Throw a piece of cardboard straight out like you Vilgieg a paper plane. It will
almost immediately fly at an upward angle
(www.yale.edu/ynhti/curriculum/ units/1988/6/88.06.02.x.html)

It is possible, however, that single agentive verbs or even soajlecations acquire a
lexicalised causative variant; the same happenswathk the dogandrun the dog which do
not generalise so as to yield Th2 general walked the soldieztc. Our impression is that the
same is the case with the collocatiiiy a paper dart A collocationfly an arrow which
would be closely analogous, could not be found in an internet search:réugghly 800
attestations of the string “fly an arrow” all relevant oned ba their larger context the
construction “let fly an arrow” (with object extraposition). Oneymnspeculate that the use of
“let” here even points to a conceptualisation of the situation as komeof self-propelled
movement (even though the flying of an arrow is clearly an instafexternally caused
movement in terms of physics).
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So in sum, the behaviour of the vdijpexhibits close parallels tmn: we have directionals in
the productive causativisations, and the excepiypra paper dartis an idiosyncratic case
which does not generalise.

Another observation can be made which points in the same directicraubative uses iy
attested in (17) through (23) do not have counterparts in German. €his semarkable in
view of the fact that Germaftiegen otherwise exhibits almost exactly the same range of
readings adly. It reminds us of the fact, however, that German systematidedhllows
causative derivations of agentive movement verbs. The following sentereagplify a
pervasive pattern (the a.-sentences translate the German b.-sentences):

(24) a. The cheese rolled to the train station / They rolled the cheese tantistatran
b Der Kase rollte zum Bahnhof %7Sie rollten den Kase zum Bahnhof
(25) a. The soldiers marched to the tent / The general marched the soldietsnib the
b Die Soldaten marschierten zum Zelt
| * Der General marschierte die Soldaten zum Zelt

In order to drive home this point, note that there are also someusasive verbs which
block causative derivations, probably for reasons of their individualalegsEmantics. For
example, the vertotate has a causative only in the sense of “turn something around an axis
(rotate the picturl but the use which involves movement along a trajectoplanet rotates
around a stay does not have a causative (with a hypothetical meaning like “insert int§.orbi
This very subtle patterning of causative readings is exaglicated by Germarotierenand
other German verbs of similar meaning. This parallelism is &xpected if the reason lies in
some lexical semantic factor. Hence, the lack of a causativiariant of the movement verb
fliegenin German is a highly significant indicator for its status&eN verb: it must be the
pattern in (25) that we are dealing with.

We conclude that there are good reasons to believe that all Usegani / flyas a movement
verb pattern with th&un-class, in spite of the fact that objects like arrows, bulletstares
are unable to act as internal causers of the movement.

3.2 Polysemous Variants: Vehicleand Transport Readings

There are more variants of the vélibgenwhich may give some further indications as to its
status as a movement verb. In this paper, we will not consider wawairth we think belong

to differenc conceptual domains, like a use which makes Geftimgennear-synonymous to

fall (Er flog in den Matsch*He fell into the mud”). What is of interest to us hereather that
there are more variants which denote a movement through the aBeth@n example (26)
showsfliegenas a vehicle verb, and (27) as a transport verb (the rangag# isEnglish is
mostly parallel, though not entirely: many intransitive useli@fenin the vehicle reading
would be translated de pilot a plang. These two types are the only transitive-causative uses
that German allows fdtiegen

(26) Er flog den Airbus nach Hamburg
He flew the Airbus to Hamburg
(27)  Erflog die Eulen nach Athen
He flew the owls to Athens

The relevant interpretation of (26) is one in which the subject agunefers to the person
who was piloting the airplane. In (27), we normally get the inteaipogt that the owls were
carried as the load of a plane. Since the surface structure widrsentences is the same, we
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get a number of additional interpretational possibilities that eagidcarded only on the basis
of reasoning from world knowledge, like the transport interpretation for (26) (butvaljaot
normally be airfreighted in another one); or a kind of vehicle inté¢aion for (27) (but live
birds would not normally do service as a mount; exceptions belong teedfm of fiction).
Note also that no purely causative reading is available for (@ab)2v), whether direct or
indirect. Example (26), though, comes fairly close to being a ¢aeshecause piloting an
airplane can be seen as indirect causation of a flying situdimthermore, the manner
components in this use of the verb are exactly the same as intrdngsitive movement
variantThe airbus was flying to Hambufgompare also (11b)). Therefore, the vehicle variant
can actually be said to involve the derivation of an indirect caesabm the movement verb
fly (even though there are other semantic differences along with this).

In sum, the absence of direct causatives in German that are draflgthg as movement
through the air, and the fact that some extensions of the underiymogpmt of movement
through air display indirect causativity, is further support for thesification of the manner

of movement verlfly as aruN verb. This, however, is severely at odds with the impression
that it has uses with external causation.

4  Analysing the Meaning of fliegen /fly
4.1 Decomposing Causation

As argued in section 2, the switch of sor@L verbs to an interpretation with internal causer
does not constitute an instance of deep lexical variation but is dueunderspecified slot in
the lexical semantics of the verb. Notably, the manner of the motemg. “rolling”, does
not change in this alternation. It could be argued that this is efitfevith the variants of
fliegen / flyshown in 3.1. At the very least, flying with the active user@f®wings, as birds
do, seems to involve a different manner of movement than flying bsllets. Therefore, it
might be that we are dealing with real lexical polysemthecase ofly. If the differences in
manner point to lexical polysemy, the explanation of the differerg of#y would have to
proceed in a way that is entirely different from the simglgmentation model that we
sketched foroLL. The variants ofly also give the intuitive impression that agentive flying is
not to be described as an augmented variant of a pure manner of mowvesmleiig passive
projectiles; since these are felt to be the more margarénts, the connection should rather
work the opposite way: the uses with inactive projectiles woulcebom seem to constitute
degenerated variants of the prototypical agentive case.

While this is all true, consideration of the manner differences does ngtopat up a way of
analysing fly. One would need a full-blown model for a classification of manrfer o
movement, which we can't accomplish in this paper (although weyfibalieve that a
calculus for explicating manner is a desideratum in curreffit s&mantics). And to be sure,
polysemy would multiply the problem of explaining the behaviour ofvigrb fly / fliegen
rather than solve it.

In the following, we rather want to show that the puzzle mighebelved by elaborating on
the notion of “internal / external causation”; more precisbly:reinterpreting the relevant
condition in terms of forces rather than causation. The various maassasiated with the
variants might then even be taken as belonging to a unified category.

Let us start our analysis with the observation that we must @kénglevith more than a
bivalent opposition [tinternal cause] in our examples, in view of #uoe there are many
intermediate cases to consider — like for instance:

(28) a.Birds/ b. Airplanes / c. Cruise missiles / d. Stones ...were flying
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The problem is that in the middle range of this continuum, it is unt¢teavhich extent
causation should count as “internal“. As a first step to clahify;, tve propose to decompose
the cause of the situation into two components, which may be dubbed Gontrigbrce. The
second refers to the source of the “energy” in the movement; rdfteisfiwhat guides the
direction. The notion of control may be further split up into “intentiomofzement” (in a
wide sense) or, alternatively, non-intentional factors that dirleet mhovement. In our
prototypical example (11a), all causal factors coincide in theesulgirgument, the bird.
However, the other examples differ in the exact allocation of causal factors

First, the examples differ in whether the source of energwiigsthe subject ofly or not:
animals and all kinds of aircraft with engines generatentbgement'ssForCg and with
respect to this they appear to be prototypical internal caudghnsg Btones and the like do
not localise the source of energy in the event of flying; here kihown that this source must
be external to this event, namely it must lie in some other prior event (cf. 12 above).

Similarly, the degree afoNTROLthat can be attributed to the subject is decreasing over the
items (28a) to (28d). This may mean that either, control devolves onestityeoutside the
scope of the event description (different types of “remote contrq8b) and (28c)), or that

it is an uncontrolled event. This is what must be posited for (28d)p&bearity of (28d) is

that it is an event which must have an external origirFa#cg but which nevertheless
disallows externatoONTROL More precisely: while the generation of force (by the thrpwe
may be under control, the event of flying is not. Let us elaborat¢hisnpoint via a
comparison ofliegenwith some related movement verbs.

4.2 Verbsof Movement Through a Medium

In this section we will elucidate the meaningflyf via a comparison with other verbs that
denote movement of freely suspended objects: Gestlaneber(float, hove}, schwimmen
(float [in water], swin), andfallen / fall.

German, as can be seen from these examples, does not makediatisthat seems
systematically encoded in Englisechwimmerrefers to situations of active movement in
water (swim) or passive movement or suspension in wdfkrat). Likewise, schweben
encompasses passive suspension in air (or wdlea)) (as well as situations in which an
agent invests force to remain in a suspended postimre(.’ The relevant distinction is one
in terms of the forces at play. In the illustrations below, eesent forces that are produced
by the participant of the situation as curled arrows, and environhfentas as straight
arrows. In a first approximation, this reflects a distinctiotwieen internal and external
causation:

® Another piece of evidence for this lexical regimja¢but of a different semantic type) is the padunce/ jump
indiscriminately rendered apringenin German.
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(29) (30) (31)

Fallen (fall): Schweben (float, hover): Schwimmen (swim, float):
T

»

The external forces at play can be identified as gravitatemhbuoyant forces. In a situation

of falling, a movement is created by gravitation, which at least outweighs bosateyeben

is depicted in (30) with two upward arrows which are to be understoalteasative, i.e. as
underspecified wrt their quality; choosing the curly force arvaauld represenhover, the
straight arrowfloat, because the latter relies on the environmental force of buayancy
Schwimmenon one reading, is represented via two force components, which dagung at

the surface and locomotion, respectively; the constellation to ¢ i$ an alternative
interpretation for the German word, which would then correspofidab

It might be expected thdtiegen / fly should exhibit the same variability between self-
propelled motion and motion caused by environmental forces. If so, howevernihald be
an irregularity in that English does not make the lexicairaigson which it makes in the
caseswim/floatandhover/float.A second peculiarity is théibat is unspecified as to whether
there is movement or not, while in contraliegenhas no interpretation with the object being
at rest.

(32) a. Eine Feder flog durchs Fenster
A feather flew through the window
b. Eine Feder schwebte in der Luft
A feather floated in the air
C. # Eine Feder flog in der Luft
A feather flew in the air

Example (32c) needs careful analysis: it is acceptable omtéprietation that a feather is
flying past, with unspecified direction. However, it does not allosteéionary reading (with,

say, the feather being supported in a more or less statipoaityon by small turbulences in
the air; this would not yield a movement path).

We believe that there is good reason viggen / flydoes not alternate with a stationary
interpretation in the same way as other verbs do, ddtevimmen, schwebefihere is no
stable position witHliegenfor a reason that is rooted in the very physics of flyinghis t
special case, the support is created by the motion itself. In wtires,fliegen / flyingis a
situation in which an object carries a momentum of movement teaemis it from going
straight downwards.
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Thus we claim that the relevant distinction betw@égen and schweben (float)s to be
represented as a lexical specification for a movement withnamsic momentun’
Schweben / floatin contrast, is a verb that describes an equilibrium of buoyandy a
gravitational forces; movement is extrinsic to this descripind can be freely added. The
difference can be illustrated as follows — note that the carlpws now have to be
reinterpreted as referring to inherent as opposed to environmerdas.farhe momentum,
depicted in (33) by a diagonal arrow, can be decomposed into two compampevasd and
forward, in keeping with the observation mentioned above that flyingitsatisn in which it

is the movement which creates a support vector.

(33)

Fliegen (fly): Schweben (float / hover):

4.3 Conclusion

If our analysis is correct thdltiegen requires its participant to carry a momentum of
movement, this aligns it with thrun-class in some sense: it is a factor intrinsic to the
participant and to the situation. On the other hand, however, this faciotr tise causation of
the movement, which must be acknowledged as external in the cdlsgngfstones etc.
Therefore, we believe that the crucial semantic factordistinguishes th&un-class is not
agentivity (even though this class is usually listed under “agenterbs of manner of
motion” even in Levin & Rappaport 1995), nor is it situation-internal cafisiee movement.
Rather, it has to be inherent specification of a momentum of movement.

An observation which supports this conclusion is that Rb& verbs listed in Levin &
Rappaport (1995) in general disallow readings in terms of statiohgygort or passive
movement by environmental forces, as far as we can determinas Bwen true for the case
of hover (which a reviewer mentioned as a potential counterexample). &tehover
specifies the exertion of a force in vertical direction whiclaibeds gravitation, and so this is
another type of intrinsic force specification. It is true tiaterbehaves likdloat with respect
to sideward movements, i.e. it is neutral as to whether they ocauwt and leaves this to
environmental forces; but this parallelism is only due to thé¢ ta&t hover specifies a
momentum of force only in one spatial dimension. The vidoht also describes an
equilibrium between two vertical forces (gravitation and buoyart)this is an equilibrium
of external, environmental forces. A stone or arrow inherits a mameot movement from

% The use of Germaiiegenin a sense similar tall mentioned at the beginning of section 3.2 stflexs this,
as the interpretation seems to be a falling witbreeful component. However, we continue to assthaeit is a
separate lexical variant that is connected viardlaiity link to the sense of movement through air
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the external force which launched it, and then carries it @svitsintrinsic property; as soon
as the projectile is flying, it is no longer under external control with ot$pehis property.

Many situations that may be described by wordsHiik spin, etc. are situations in which an
object likewise has inherited a momentum of movement. This, howeverersly a fact
about the situation, it is not part of the property expressed byethe The property denoted
by these verbs rather lies in the domain of shape or directyopadperties of the movement.
By virtue of their not carrying any intrinsic specification ceming momentum of
movement, they are classed as unaccusative.
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Abstract

This paper investigates what factors make a pdaticeferent a good antecedent for
subsequent pronominal reference. In particulaxiiores two seemingly conflicting claims in the
literature regarding the effects of topicality aftdtusing on referent salience. In light of new
experimental results combined with a review of g&xgswork, | conclude that neither topicality
nor focusing alone can explain referent saliencéndcated by patterns of pronoun reference.
Rather, the data provide support for a multipledaenodel of salience (e.g. Arnold 1999). More
specifically, the results show that grammaticaérbbs a striking effect: being a subject makes a
referent more salient than either pronominalizdtjosenness or focusing alone. Furthermore, the
results of the experiment suggest that the likelthof subsequent pronominal reference is also
influenced by structural focusing and pronomindlaa but not as strongly as by subjecthood. |
argue that these data are best captured by a ratftigtor model in which factors differ in how
influential they are relative to one another, hew heavily weighted they are. A single-factor
system does not seem adequate for these data.

1 Introduction

The notion of ‘salience’ plays a crucial role in theories oénezice resolution, as it is widely
assumed that the most reduced (and least semantically informativahgeéipressions refer
to the most salient referents — i.e., the referents which arepraseinent, most accessible at
that point in the discourse. This, of course, raises the crucialiquesdt what makes a
referent salient. A number of factors have been proposed in thatuie and this paper
focuses on two apparently contradictory claims, namely that bothatibpiand focusing —
which are often thought of as opposites — increase referéiehcg In light of new
experimental results combined with a review of existing workprctude that neither
topicality nor focusing alone can explain referent salienéedisated by patterns of pronoun
reference. Rather, the data provides support for a multiple-factor | noddealience,
suggesting that a referent’s salience depends on a number of competrgyidith differ in
the strength of their influence (see Arnold 1998, 1999).

The structure of this paper is as follows. Section 2 provides awieweof the notion of
salience, including claims that have been made in the litere¢égaading the connections
between salience and referential form, and discusses four félcktrhave been argued to
influence the salience of entities, namely subjecthood, givenness, pnafization and
focus. In Section 3 we turn to existing research on the questiohether topical or focused
entities are more salient, and Section 4 outlines the open questadrthis paper aims to
tackle. Section 5 presents the results of the sentence compbgtieningent, and conclusions
and wider implications are discussed in Section 6.

* Many thanks to Rebekka Puderbaugh, Sasha Eloayce McDonough for assistance with the experiment
described in this paper. | would also like to th@firistine Gunlogson, Jeffrey Runner, Michael Tdraers and
the audience &inn und Bedeutunfgr useful feedback and comments.
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2 Salience

Many researchers have claimed that there are correlatiomeedre different kinds of
referential expressions (full NPs, pronouns, demonstratives etc) laadlevel of
salience/accessibility of their antecedents (e.g. Gundel, Hpdinek Zacharski 1993, Givéon
1983 and Ariel 1990). The general consensus appears to be that the charedran
anaphoric expression is, the more salient / accessible itedatedas to be. In this research,
the term ‘salient’ is generally used to mean entities tteatarrently at the center of attention,
l.e. those that are most prominent at that point in the discourse.viéhethat most
researchers assume is summed up in this quote from Arnold (1998k€lycspeaking, all
researchers have observed that pronouns are used most often wherreéheisefepresented
in a prominent way in the minds of the discourse participants, but folbrespecified forms
are needed when the representation of the referent is less prominent” (Arnold 1998:4).

However, in order for the claim that salient referents aexrexl to with reduced anaphoric
forms to be meaningful, the notion of salience needs to be defined. sileedically, if we
accept the claim that the most salient entities are referred toheithdst reduced forms, then
we can use pronouns as a tool to investigate the notion of salienagandetail. In other
words, we can probe what factors make an entity likely to leereef back to with a pronoun,
and assume that these factors are what influence saliéhoamber of factors have been put
forth in the literature as increasing the likelihood of subsequent pinalmation (see
Arnold 1998 for an overview), many of which could be regarded as incre®ngpicality
of a referent. These include occupying the grammatical positicsulgiect, being given
information and being realized as a pronoun.

However, before we go any further, it is worth pointing out thatténe ‘topic’ is used
differently by different researchers. Strawson (1964) defineddpie of an utterance as
“what is of current interest or concern” (Strawson 1964:104). Reir{h882) defines the
topic of a sentence as “the expression whose referent the semeabeut” (Reinhart
1982:5). Gundel (1985) characterizes topics in terms of ‘shared knowléttgetopic of a
speech act will normally be some entity that is alreadwiliar to both speaker and
addressee” (Gundel 1982: 92). In more recent work, Prince (2003) and B2204) use the
term ‘topic’ to refer to the backward-looking center in Centerligory (Grosz, Joshi &
Weinstein 1995); a use which links topicality with pronominalization aneingess. As will
become clearer later, in this paper my aim is not to provide haustve definition of
topicality; rather, | would simply like to point out that many bé tfactors that have been
claimed to influence referent salience (and which I try to ‘gpdrt’ in order to see what their
individual contributions are) have also been linked to the general notion of topicality.

1 The assumption that degree of salience and degr&eduction’ of the referential form are relatéi not
entirely unproblematic (see Kaiser 2003, Kaiser &€Bwell in press). In particular, it seems that alb
referential forms (e.g. pronouns vs. demonstrativelanguages like Finnish that allow both to hdwenan
antecedents) are sensitive to the same supposaiiigce-influencing factors, which argues for a enoomplex
mapping between referential forms and degree adrsz@ of the antecedent that is normally assunwedifftails,
see Kaiser 2003, Kaiser & Trueswell in press). Haavein this paper we are focusing only on oneresfeal
form, namely personal pronouns in English, and tiesconclusions should be interpreted as redtritiethis
form. For the purposes of this paper, we assunmtebhglish personal pronouns can be used as adqgumiobe
referent salience. Even if one wants to argue tthiatassumption is problematic (e.g. due to theineadf the
mapping between salience and referential formsiuer to differences in bottom-up and top-down prsices,
the results are still relevant: Even if one wantsitgue that they do not shed light on the fadioas influence
salienceper se they still shed light on the factors that infleenpronoun interpretation (e.g. whether pronoun
interpretation is sensitive to only one factor everal differently-weighted factors) as well as fnecesses that
underlie reference resolution.
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In contrast to the claims that topicality-related factorkema particular referent especially
salient and hence a good antecedent for a pronoun, some researvikedaimed that
focusing is what makes a referent salient. In this section, \efiytreview these two claims,
which seem to conflict, at least at first glance. We witfconsider claims regarding
subjecthood, givenness and pronominalization, which could be regarded asebatied to
topicality, and then move onto a discussion of the claims regarding the effectasidpc

2.1 Subjecthood

A number of researchers have claimed that grammatical rotenslated with salience; more
specifically, that entities realized in subject position areensatient than those in non-subject
positions (Brennan, Friedman & Pollard 1987, Matthews & Chodorow 1988, Crawley
Stevenson 1990, Stevenson et al. 1994, and McDonald & MacWhinney ih895alia).
Both corpus evidence and psycholinguistic research support this €lamexample, in a
sentence completion study, Crawley & Stevenson (1990) found that when sgintance
fragments such as “Shaun led Ben along the path and he....”, partidigaas to continue
the sentence such that the pronoun referred back to the precediect subje often than to
the object. These findings are corroborated by self-paced restdidigs, such as Gordon,
Grosz and Gilliom (1993) and Stevenson & Urbanowicz (1995), which also founthéha
grammatical role of an antecedent influences reading times for subspou@mnins.

2.2 Givenness

Another factor that has been claimed to increase the saliereceedérent is givenness, i.e.
being ‘old’ information. For example, Strube & Hahn (1996) argue tmatsalience of
referents is determined by “the functional information structl of the utterance” (Strube
& Hahn 1996:272); more specifically, that “ampntext-boundexpression...is given the
highest preference as a potential antecedent of an anaphoriptoratlexpression” (Strube
& Hahn 1996:272). In other words, when a sentence with a discourse-olchtredeck a
discourse-new referent is followed by an anaphoric expressioranidughor refers to the
discourse-old referent. In related work, Ballantyne (2004) conductedrpus study of
Yapese (Oceanic language in Micronesia) and found that giversnadsetter way of ranking
referents (in Centering-theoretic terms, leads to more enh&ansitions between utterances)
than grammatical role or linear order.

2.3 Pronominalization

A number of researchers have found that the referential formwliich an entity is realized
can affect that entity’s salience. Kameyama (1999) clairasa pronominalized referent in
non-subject position gains in salience by virtue of being pronominalézet becomes so
salient that it ‘competes’ in salience with a non-pronominalizeidyein subject position.
Similarly, Beaver (2004) suggests an Optimality-theorgpigr@ach to anaphora resolution
that includes a constraint called SALIENT FORM, which states tIf in the previous
sentence discourse entitywas realized by a more minimal form than discourse efititiyen

a is more salient thaft” (Beaver 2004:31). It is important to note that the constraint
SALIENT FORM is different from the idea that the most salieferents are referred to with
the most reduced forms, since, as Beaver point out, SALIENT FORIdlies that being
pronominalized makes a referent salienthe futuré (Beaver 2004:31 fn 30, italics added,
see also Kehler 2001:169).

As mentioned above, factors such as subjecthood, givenness and pronotimnaiald all
be regarded as increasing the topicality of a referent. Thus, g Ipel tempted to conclude
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that a salient referent is a topical referent. Howeveweawill see in the next section, not all
researchers agree that salience is necessarily linked toalthpi In addition, not all
researchers agree that a conglomeration of factors is whetmilees salience. Some
researchers seem to either assume or claim that salseedetermined by only one factor (e.g.
see Strube & Hahn 1999), whereas others argue in favor of a midigpde-view (e.g. Ariel
1990, Arnold 1998, see also Givon 1983). We return to this question in Section 4.

2.4 Focus

This section reviews claims that focused referents are more saliemahdocused referents.
Like the term ‘topic’, the term ‘focus’ would also benefit frown®e clarification. Focus is
often divided into contrastive focus (or identificational focus, to uss’'&i(1998) term) and
presentational focus (information focus, according to Kiss). Theirxigisycholinguistic
work investigating focusing has tended to look at the effects of comérdscus, since it has
used structures such as it-clefts (‘It was Mary who callied’), which are usually regarded
as expressing contrastive (identificational) fo¢ughe experiment, described in Section 5,
uses both clefts anid-situ focus constructions, but due to the context in which they occur,
both involve contrastive focus. (Green and Jaggar (2003) clainmtlat focus can also be
interpreted contrastively.) Thus, the claims made in this pagardieg focus only apply to
contrastive focus. The effects of presentational focus are an anpalirection for future
work (see also Hajova, Kubon & Kubon 1992).

Now, let us turn to the research that supports the claim thatgstwély) focused entities are
more salient than non-focused ones. In a cognitive psychology experifornby (1974)

presented participants with pictures and sentences, and asked fmewalg whether the
sentence matches the picture. When participants were presasftesbotences (e.g. ‘It is the
girl who is riding the bicycle’), Hornby found that the participantse better at detecting
mismatches when the mismatching information was focused than itvivexs presupposed.
This suggests that participants attend more to the non-presupposeadf@aus of the

sentence (but see Delin 1990). In related work, Singer (1976) probed pemgeiory of

focused and non-focused referents using sentences such as thevisg who led the

troops’ and ‘It was the troops that the king led.” He found that fxtu®ferents are
remembered better than non-focused referents. Thus, it seenfedhseéd information is

noticed and remembered better than non-focused information, whitth lmeuegarded as
result of its being perceived or represented differently from nounsked information due to
its being more salient.

Extending this work to reference resolution, Almor (1999) conducted angeéidie study
which found that reference to focused referents is read fasteip(esumably processed with
greater ease) than reference to non-focused referents. Adsted tsentence pairs such as
those in (1) (with focused subjects) and (2) (with focused objectsfpand that (1a) is read
faster than (1b), and (2b) is read faster than (2a), suggesdingntlanaphoric expression (e.qg.
the bird, the fruit) is interpreted faster when it refers taarecedent that is in focus than
when it refers to an antecedent that is not focused (in this case, presupposed).

(1) a. It was the robjg,sthat ate the apple.
The birdseemed very satisfied.

2 It is important to note that corpus studies havews that regarding all clefts as structures whbeeclefted
constituent is contrastively focused and the résh@ sentence is presupposed is a gross overfirafitin (see
e.g. Delin 1990). However, the it-clefts used ia &xperiment described in Section 5 were all venpke in that
the focused constituent was new information andé¢keof the sentence was given (see example (8)).
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b. It was the robig.,sthat ate the apple.
The fruitwas already half rotten.
(2) a. What the robin ate was the apple
The birdseemed very satisfied.
b. What the robin ate was the apple
The fruitwas already half rotten.

If we assume that a referring expression referring to hhhigplient referent is read faster
(processed with greater ease) than one referring to a |leemsalreferent, these results
indicate that the focus of a cleft is more salient than the narsfdhese findings also appear
to be compatible with the claim that clefts involve low topic contin(Givon 1983), which
can be roughly paraphrased as stating that a cleft is used méheistourse is shifting to a
new center of attention, namely the entity that is focused in the cleft.

In a different tradition, Hajova, Kubon & Kubon (1992)claim, on the basis of
computationally-oriented corpus work on Czech, that entities inoited part of an utterance
are the most salient, and entities in the topical part aseskgent. In contrast to the other
research on focus, however, Haja et al. use the term ‘focus’ to refer not to the focus of
clefts, but to the ‘contextually non-bound’ parts of an utterance,hiosetparts which are,
roughly, new information. Moreover, it is worth noting that according &jicbiva et al.,
certain pronominal forms tend to refer to focused entities and qihefier topical entities —
l.e. even though they explicitly claim that focused referanés more salient than topical
referents, they do not claim that the most reduced referringegsipns refer to the most
salient (i.e. focused) referents.

Thus, there exists an intriguing division in the literature. Orotteehand, a number of factors
have been claimed to render a particular referent highgnsand thus a good antecedent for
a subsequent anaphor, and many of these factors could also be arppeerkleated to the
general notion of topicality. On the other hand, it has also been atigaietontrastively)
focused referents are especially salient and prominent in peopkisal models of the
discourse. In the next section, we turn to some existing expeahwoitk that aims to shed
light on this seeming contradiction.

3 Topicvs. focus: Which ismore salient?

In light of the contrasting claims presented in the precedautjomis, let us now turn to
existing experimental work (Arnold 1999, Cowles 2003) that aims twveeshe conflicting
claims regarding the salience of topics and the salience of foci.

Arnold (1999) conducted a number of psycholinguistic experiments invasgghe salience
of topics and foci. She used pronouns as a tool for probing which refiertr@ preceding
discourse is the most salient. To test whether topical and fbcagsents are more salient
than other referents, she tested three-sentence ‘mini-narrativdsas (3) and (4) in a rating
study. She manipulated whether the second sentence was3ateftent, whether the subject
of the third sentence referred to the first- or second-mentionechotba of the second
sentence ((c) vs. (), and whether the subject of the thirérssmivas a pronoun or a name.
The subscripts on the examples illustrate which constituents Arasloes to be topics and

3 Arnold used clefts with ‘the one’ rather than ligfts or wh-clefts, but she notes that the ‘onensteuction has
been called a cleft with a lexical head by Print@7@). In Arnold’s cleft sentences, strictly spegkithe subject
and object of the matrix copular sentence (e.g tihe [+ relative clause] was Emily’) both referthe same
entity, namely the focus. The topic in these ordtslis the subject of the relative clause modidyione’ (e.g.
‘the one he decided on at last] was Kysha’). This is in costtia the it-clefts used in the experiment describe
in this paper, where the topic is either the madtikject or the matrix object.
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foci. It is important to note that she constructed these sentsackghat the non-clefted ones
contained a topic (she follows existing research in assuminghagubject functions as a
topic) but no syntactically marked focus, and the clefted ones comhtainkear focus but no

strong topic. This was done because the aim of this experimenbwagestigate topics and

foci independently of each other.

(3) a. The guests were nervously standing around in the living room, trying die eéddch
person to talk to.
b. Anngic decided to say hi to Emilyfirst. (NON-CLEFT)
c. Emily/She looked like the friendliest person in the group.
c'. Ann/She hated to be in a room full of people where no-one was talking.

(4) a. The guests were nervously standing around in the living room, trying die eéddch
person to talk to.
b. The one Anndecided to say hi to first was Emilyis (CLEFT)
c. Emily/She looked like the friendliest person in the group.
c'. Ann/She hated to be in a room full of people where no-one was talking.

The results of the rating study indicate that, in general, 4agoic foci are more salient than
other referents. More specifically, with nonclefted senter@g9érticipants prefer pronouns
in the third sentence to refer to the subject of the second selfteadepic), as in (3c¢’), and

with clefted sentences (4), participants prefer pronouns to @féretobject of the second
sentence (the focus), as in (4c). Furthermore, for referrirmtiies other than the topic in
non-clefts and the focus in clefts, full names are preferred.

To investigate what happens when topics and foci are directhyd patgainst each other,
Arnold conducted a production study, where participants were giverrsgggiof sentences
such as those in (5), ending in either a clefted or an non-clefteédnee ((5a) vs. (5b)). In
this experiment, Arnold established a particular referent adiskieurse topic by introducing
it in the subject position of the first sentences, and refetrau to it with a pronoun in the
next two sentences. The participants’ task was to provide a continuation for the story

(5) Ron was looking through his address book, trying to make up his mind.
He had an extra ticket to the opera, but he didn’t know which friend to invite.
a. The one hgic decided on at last was Kyshas/ Fredocus (CLEFTED)
b. At last hgpic decided on Kyshgus/ Fredocus (NON-CLEFTED)

An analysis of the pronouns occurring in participants’ continuationsaleva strong
preference to use pronouns to refer to the subject of the preceditemcee (the topic),
regardless of whether the sentence was clefted (97%) or ftedd[88%). This suggests that
topics are more salient than foci, regardless of the syntactic form adritense.

In a third experiment, Arnold investigated the difference betvaesgll-established discourse
topic (as in (5), a referent that has already been mentionedaading discourse by the time
it is realized, as a pronoun, as the topic of a cleft) and areentepic (as in (4), a referent
that is realized, as a full NP, in the topic position of a @efthad not been mentioned in the
preceding discourse). The results of a rating study indicatevttext a clear discourse topic
exists, participants prefer the focus of the cleft to be eddeto with a name, but when no
discourse topic is present, there is no such preference. Arnold canthadehis is because
the absence of a clear discourse topic makes it possible féodine to be relatively more

salient than it could be in the presence of an overwhelmingnsaliscourse topic; in other

4 As Arnold notes, this referent is realized as bimoe object, and not syntactically marked fordsc
5 Note that this referent is realized as an embeddbfect, which Arnold notes is not highly topidalis also
new information.
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words, she regards salience as a competitive phenomenon, where théhezpresentations
of different referents in a particular discourse compete for activatiomo{é 1999:28).

Using a different methodology, Cowles (2003) reaches a somewheredificonclusion. She
uses cross-modal priming to investigate the impact of discoopseatity, sentence-topicality
and contrastive focus on referent salience. She uses cleftarkofocus, and uses the term
‘discourse topic’ for referents that have been realized twicilject position, and the term
‘sentence topic’ for referents that have been realized once incsydgsition. The results
indicate that “[a]ll three information statuses [discourse tgg@atence topic and contrastive
focus, EK] appear to make their referent more likely to bepntéed as the antecedent of a
subsequent pronoun” (Cowles 2003:93). In fact, in contrast to Arnold who found that
established discourse topics are more salient than foci, Cowledudes that “two
information structure types that are considered distinct .... apfmedrave the same
psychological effect” (2003:94). However, it appears that Cowkdsdereferents that were
subjects whereas Arnold tested subject topics and object foeertissthat their studies differ
not only in methodology but also in the nature of the materials, which beapartly
responsible for the different findings.

In sum, although existing experimental work suggests thatsogmd contrastive foci are
more salient than other referents (see also Navarretta 2008 sthis conflict when it comes
to the question of which is more salient, a topic or a focus.

4 Effects of different factors

As we saw in Section 2, subjecthood is very often regarded as bernglated with
salience/topicality, but based on the research discussed in Secitoappears that (to the
best of my knowledge) existing experiments on pronoun resolution havelgoh¥eaistigated
possible consequences of grammatical role on the effettpichlity and focusing. In light
of the claim that grammatical role influences salience, | dviké to suggest that in order to
improve our understanding of how topicality and focusing influencersa| we should
investigate both subject and non-subject topics and foci. For example, hopiain object
position compare to foci that are objects?

Let us briefly consider the nature of the relation between sulgedtdopicality. As already
noted, many researchers have observed that entities realizedjent qagsition tend to be
interpreted as topical. However, it seems that this does noysalhae to be the case.
Consider the example below:

(6) After serving little more than a year in jail, Cruz-Mendoza was teghdor a third time in
January, records and interviews show. U.S. Border Patrol agentedingstin Arizona a
month later. At that point, he could have been charged with a felony....

(Los Angeles Times, October 30, 2005)

Most approaches would agree that the topic of the second sentence isréme oéfihe object
pronoun ‘him’ and not the subject of the sentence ‘U.S. Border Patmaisagsee e.g. Prince
2003 on Centering Theory, Beaver 2004 and otheflus, it is not the case that topics are
restricted to occurring in subject position. In the casedi ft is also clear that they are not
restricted to occurring in object position, as illustrated xgmegles such as (7) below. Here
we see a subject it-cleft, where the subject ‘Lisa’ is in focus:

6 Of course, this statement would not be compatililie a theory where the notion of topic is inhehgtinked
to subjecthood. However, the burden would thenrbeuzh a theory to show that ‘U.S. Border Patrelngg is
more topical than the referent of ‘him.’
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(7) Mesmerized, | called them up and asked for an interview to didoow they cast
applicants for reality TV. First, | talked to Debbie, who s&id'd get back to me. Instead,
it was Lisa who returned my call.
(www.themorningnews.org/archives/manufacturing_reality/mimorror.php)

If we combine the observation that topics do not have to be subjectecrb fnot have to

be objects with the well-known claim that subjecthood influences ergfesalience, it

becomes clear that investigating subject topics and object foocgxBonple, may result in
overestimation of the effects of topicality as a result ob@asing it with subjecthood.
However, looking only at subject foci and subject topics may alsimsudficient, since if

subjects turn out to be highly salient simply due to their subjattiss then this could
potentially ‘wash out’ effects of the topic/focus distinction. Onethef main aims of the
experiment described in this paper is to investigate subject-tguibgect-foci, object-topics
and object-foci (in both clefted and nunclefted sentences) in ordeetahich factors are the
most influential in determining which referents are good anteced@at subsequent
pronouns.

More generally, these issues are related to the largeti@qques$ how different factors interact
during reference resolution. In particular, as mentioned earliét,tihe case that a single
factor determines which entities can be referred to with pronousishsequent discourse, or
might it be the case that a number of factors, perhaps withradiffelegrees of influence
(different weights) all play a role? In other words, if weegtdhe claim that the most salient
entities are referred to with the most reduced referentiadsothen we can use pronouns as a
tool to ask: Does one unique factor determine salience, or can migigies interact? If
multiple factors interact, are they all weighted equallyam some more influential than
others? These are the questions that the experiment in the next section explores.

5 Experiment

In order to shed light on the issues sketched out above, this expemmestigates how
subjecthood, pronominalization, semantic focusing and syntactic focusithgenicé
subsequent pronoun use. The specific aim of the experiment is to pulirepsmbject-topic /
object-focus correlation that is common in previous experimental warka @ore general
level, in disassociating these factors the experiment wol laésp us to better understand the
issues sketched out above regarding the interaction and degree ofaafafaifferent kinds
of information during reference resolution.

We manipulated syntactic form (cleft vs. SVO) and the granwadlatrole of the
topical/focused constituent, as illustrated in example (8). Thus, #rerdour conditions,
which will be referred to with the following shorthand labels: 5®bject=focus],
[SVO.Subject=focus], [Cleft.Object=focus] and [Cleft.Subject=focushe referent marked
as ‘focus’ in (8) is always semantically focused thanks to trmext, and in the clefted
conditions it is also structurally focused as a result of beirtgae focus position of the cleft.
The referent subscripted as ‘topic’ in the example in (8) iodise-old and pronominalized,
and follows Prince’s (2003) and Beaver’s (2004) use the term ‘taprefér to the Centering
Theory notion of backward-looking center. (However, my use of the sub%opgt in (8) is
not intended to convey the claim that the referent of the pronoun is sabeat than the
focused expression. See Section 5.1.)

The participants’ task was to provide a natural-sounding continuationnsentising the

pronoun prompt that followed each critical sentence. They were toltatgine that someone
has just made the claim in part A, and that they were now respawdihg other person by
saying part B and providing a continuation. Participants were red¢arsing a Tascam digital
tape recorder and a Shure unidirectional headmounted microphone.



Effects of Topic and Focus on Salience 147

All verbs were agent-patient verbs, as defined by Stevenson E2%4)( This was done in
order to control for any potential verb focusing effects. Both humi@nergs mentioned in
the sentences were of the same gender; either both (steratiyypimale or both
(stereotypically) female. There were 16 target items and 16 fillers.

(8) A: The maid scolded the bride.
a. B: No, that’s wrong! Shgi. scolded the secretagys She....
b. B: No, that's wrong! The secretagys scolded hegpic. She...
c. B: No, that's wrong! It was the secretgd): that sheyic scolded. She...
d. B: No, that’s wrong! It was the secretagy who scolded heyic. She...

Participants’ (n=24) continuations were digitized and transcribad, the referent of the
prompt pronoun in each of the continuations was double-coded by two coders working
independently. Disagreements were resolved by discussion. If itneaslear who the
pronoun refers to, the item was coded as ‘unclear.’ Table 1 provides some examples.

() A: The waiter criticized the sailor.

B: No, that's wrong! He criticized the businessman. He gave him too snmall a ti

Coded as: he = businessman, i.e. object

(i) A: The waiter criticized the sailor.

B: No, that's wrong! He criticized the businessman. He didn’t get a very good tip.

Coded as: he = waiter, i.e. subject
(iif) A: The maid scolded the bride.
B: No, that's wrong! She scolded the secretary. She told me about it after it happened.

Coded as: she = unclear

Table 1. Coding samples
5.1 Predictions

As mentioned earlier, there are different hypotheses regarbdengidture of the relation
between factors such as subjecthood and focusing. In particular, seaechess seem to
espouse a single-factor view, which assumes that one factor playecisive role in
determining which referents can be subsequently referred to withyrenwhereas others
appear more supportive of a multiple-factor view.

Let us start by considering the predictions that a single-factor view wtakd for the factors
investigated in this experiment, namely subjecthood, pronominalizagomargic focusing

and syntactic focusing@lf subjecthood is the one factor that determines referenhsali¢he

prediction is that prompt pronouns will refer to preceding subjedarakess of NP form or
topic/focus status. In contrast, if pronominalization (and givennedsyniees referent
salience, we predict that prompt pronouns will refer to whateverasominalized in the
preceding sentence, regardless of whether it is the subjdut object, clefted or unclefted.
However, if semantic focusing is the one factor that deternmefesent salience, prompt

7 These factors are not fully crossed in this desigpartly due to the nature of the phenomena being
investigated. For example, syntactically focusetities are also necessarily semantically focused not vice
versa. Furthermore, in this design pronominalizatiad focusing are in complementary distributiothi sense
that a particular referent is either pronominalinedocused, but never neither and never both.
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pronouns are predicted to refer to the focused referent, regardsdanitic role or sentence
structure (cleft vs SVO). If structural focusing (cleftingdree is what determines referent
salience, the prediction is that prompt pronouns will refer to thesfot the cleft in clefted
sentences, but it is not clear what the prediction would be for unclefted sentences.

Let us now turn to the multiple-factor view, according to which twmore factors could be
influencing referent salience, and hence the likelihood of subsequent pnahaaierence.
Let us assume, for expository ease, that all four factoreleant and weighted equally. The
rightmost column of Table 2 summarizes which referent in eachtocamé predicted to be
most likely to be referred to with a subsequent pronoun.

In the [SVO.Object=focus] condition (line A of Table 2), two &ast (subjecthood and
pronominalization) contribute to the salience of the subject. Senfaatising contributes to
the salience of the object. This could also be cast in termstigatamn in the participant’s
mental model of the discourse: both subjecthood and pronominalization entihheagvel of
activation of the subject, and semantic focusing increases thataxti level of the object.
Thus, if all factors are weighted equally, the subject ‘wiogér the object; it is more
activated. In the [SVO.Subject=focus] condition (line B), pronominadinapoints towards
the object, but subjecthood and semantic focusing both point towards the.sTijesctif all
factors are weighted equally, we again predict that the suljestout over the object. Note
that in this condition the subject is focused, whereas in the pngcedndition it was the
discourse-old, pronominalized referent.

Now, turning to the first of the two cleft conditions, in the [€@bject=focus] condition
(line C) we see that both subjecthood and pronominalization increassalience of the
subject, but structural and semantic focusing both point towards the. difjest in contrast
to the [SVO.Object=focus] condition, now the object is focused botrctatally and
semantically. Assuming that this would have a stronger effentsbmantic focusing alone
(see also Navarreta 2002 on the effect of information-struatiendtes being used to mark
focus) leads us to the prediction that in the [Cleft.Object=focastlition, the subject and
object are tied. Put differently, they have equal levels oivaain. Finally, in the
[Cleft.Subject=focus] condition (line D), everything except pronomiatibn is pointing
towards the subject: subjecthood status, structural focusing and sefoansiing. This leads
to the prediction that the subject has a higher level of activation than the object.

It is important to note that | have been assuming that all faaterweighted equally; i.e. that
they make equal contributions to the salience levels of the sudrj¢lae object. Of course,
this might very well not turn out to be the case. In fact, in camstbased models of
language processing (e.g. MacDonald et al., 1994, Tanenhaus & Tryd$89él] Trueswell
et al., 1994, see also Bates and MacWhinney, 1989) which claim thaaggngrocessing is
guided by weighted constraints, the constraints differ in theigt®iand hence can differ in
magnitude of the impact they have on language processing, depatsdimgn the number of
competing alternatives (see also Arnold 1998).

Subject | Pronom | Semfoc | Strfoc | Overall
A| She scolded the SECRETARY. S S (0] S (top)
B| The SECRETARY scolded her. S 0] S S (foq)
C| It was the SECRETARY that she scolded. S S @) @) ?
D| It was the SECRETARY who scolded hef. S (0] S S o8 (f

Table 2. Multiple-factor view (if each factor is weighed equally)
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5.2 Resultsand discussion

Overall, participants’ continuations reveal an overall preferémaaterpret prompt pronouns
as referring to subjects, regardless of whether the subbgsta topic or a focus. This is
illustrated in Figure 1, which shows the average subject advastages for the four
conditions. These scores were calculated by taking the proportiamjets continuations in
each condition and subtracting from that the proportion of object contnsatlhus, a
positive subject advantage score indicates more subject continuations otkact
continuations, and a negative subject advantage score indicates matecobjmuations
than subject continuations. As Figure 1 clearly shows, the subjecttageascore is positive
in all four conditions, indicating that there were more subject coniomstthan object
continuations. Participants were more likely to interpret theesu®nt pronoun as referring
to the subject than to the object.

The overall subject preference indicates that subjecthood mattesee nthan
pronominalization, more than semantic or structural focusing. It sdbat subjecthood
makes both topics and foci good antecedents for a subsequent pronoun.

Subject advantage

Subject advantage score
o
()]

object=focus | subject=focus | object=focus | subject=focus

Cleft Not cleft

Figure 1. Subject advantage scores (proportion of subject continuations
minus proportion of object continuations)

However, let us now look more closely at the different conditions.usefirst compare
conditions with clefted and non-clefted focused objects. As Figuhedss in the conditions
with focused objects, there is a greater subject advantage in thelefted condition
[SVO.Object=focus] than in the clefted condition [Cleft.Object=foci&hy is this? A
possible reason for the weaker subject preference in the [QiEti©Sfocus] condition is that
in this particular condition, both semantic and structural focusing fmwards the object. In
other words, the only difference between the [SVO.Object=focusd ahe
[Cleft.Object=focus] conditions is structural; the latterlefted (see also Navarreta 2002 for
related corpus work on clefts in Danish). Thus, the difference betiwesa conditions can be
straightforwardly captured if one assumes, as Arnold (1999) suggestssalience is a
competitive phenomenon. More specifically, | hypothesize that the catidn of syntactic
and semantic focusing increases the salience of the objéctesuly so that it can compete
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with the subject and weaken the subject advantage in the cleftsidrv. Thus, the results
indicate that clefting a focused object increases its chancdsweinfy referred to by a
subsequent pronoun, compared to a non-clefted focused ®bject.

However, if this is the reason for the difference that emerpesveen the
[SVO.Object=focus] and [Cleft.Object=focus] conditions, then why dbe
[SVO.Subject=focus] and [Cleft.Subject=focus] conditions not show amgsta subject
preference as the [SVO.Object=focus] condition does? Why do ktb#y show a subject
preference comparable to that in the [Cleft.Object=focus] camditas Figure 1 clearly
illustrates? In the two Subject=focus conditions, there is no staligt focused object to pull
participants away from the subject, so that cannot be the reastimefoveakened subject
preference. However, it is important to note that in the Subaisfconditions, subjecthood
and pronominalization are pitted against each other. As we sawtinrE2, in previous work
both of these factors have been found to influence referent saliegai®, & we assume that
salience is a competitive phenomenon, then it follows that the copditateen subjecthood
and pronominalization is responsible for the weaker subject prefersacsee in the
Subject=focus conditions, since pronominalization increases the sa{@mmnactivation) of the
object, which leads to it being better able to compete with the subject.

It is worth noting that in these particular conditions, the SVO ledt distinction does not
appear to have any effect on the strength of the subject advaintisgeot the case that the
[Cleft.Subject=focus] condition has a stronger subject preferencan thhe
[SVO.Subject=focus] condition. However, in light of the claim that suibgod is more
heavily weighted than structural focusing, this is not entirelprging, as it could be
explained simply by the much greater influence of subjecthood maskilsgvamping’ the
effects of structural focusing. In other words, structural focuseems to have a stronger
effect on the salience of objects than on (already ‘inherently’ salient)cssibje

Taken as a whole, the results support the multiple-factor model. \goweis clearly not the
case that all factors are weighted equally. The resulijgest that subjecthood is more
influential (weighted more heavily) than either pronominalizatiorstouctural or semantic
focusing. However, the effects of subjecthood are modulated bgtstal focusing and
pronominalization. As we saw, the contrast between the [SVO.Objecisif and the
[Cleft.Object=focus] conditions suggests that structural focusamgncrease the salience of a
referent. Furthermore, the finding that the subject advantagestrenger in the
[SVO.Object=focus] condition than in the [SVO.Subject=focus] andff{Clebject=focus]
conditions suggests that if pronominalization and subjecthood are pittedtagach other,
the effects of subjecthood are weakened. In sum, even though the pattesults is fairly
complex and will of course need to be investigated more in future work, it sEmthat we
are dealing with a competition-based system sensitive topteuftictors which are weighted
differently.

6 Conclusions

Let us now return to the conflict sketched out at the beginnintpisfpaper, namely the
seemingly contradictory claims that topics are the mostrgatie that foci are the most

8 One might also wonder whether parallelism is atkweere. According the Smyth’s (1994) parallelistoe@unt,
pronouns prefer antecedents that are in the samt&actic position as the pronoun itself. Howevels th
preference only holds, according to Smyth, whenréhevant sentences both have the same globalitemgt
structure and the thematic roles of the verbs énttto sentences match. Consider, for example, terses like
‘Peter hit John. Alex pinched him.” However, an maation of participants’ continuations suggestast tthe
required degree of matching across sentences aneseem to be consistently present. This caststdwulthe
idea that parallelism is at work here.
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salient. The results of the sentence completion experiment sulggeboth claims are partly
right, but that the picture is actually more complex and involvesipteuinteracting factors

mediating between referents competing for salience. Crucidily, results show that
subjecthood makes both topics (pronominalized, discourse old referents) angodoc

antecedents for a subsequent pronoun. The observation that being a sakgameferent
more salient than pronominalization / givenness or focusing alone ssigfgastooking only

at subject topics and object foci may result in an inadvertent dweagisn of the effects of
topicality, and that looking only at subject topics and subject fogimoaibe very fruitful due

to the overwhelming effects of subjecthood.

However, subjecthood is not the only thing that matters; there areeffésts of structural
focusing and pronominalization. As mentioned in Section 5, the subject aglvalifti@rence
between sentences with clefted and unclefted focused objectsssudbat structurally
clefting a focused object influences its salience — but to arlekegree than subjecthood.
Furthermore, we also saw in Section 5 that the finding that t®.fRubject=focus] and
[Cleft.Subject=focus] conditions do not show as strong a subject preéeras the
[SVO.Object=focus] can be straightforwardly explained if weuage that pronominalization
increases the salience of a referent. Like structural focusingpminizalition has an effect
on the salience of a referent, but is not as ‘powerful’ a factor as subjecthood.

Of course, many questions still remain open, and further resisaneleded to investigate the
validity of the hypotheses presented here, both in English andlatigerages. For example,
given data suggesting that different factors are weighedrédiftly, | would like to know
more about the reasons or causes of these weight differencesllass the extent of
crosslinguistic variation in this domain. In future work, | would alge lio investigate the
intonational patterns used in these kinds of contexts, in particuldéineinn-situ focus
sentences as compared to the clefts, in order to see how pragodication is contributing
to the reference resolution process. The distinction betweesestraad unstressed pronouns
is also a crucial question for future work. Another issue that wouhgfibefrom further
research is the relation between agentivity and subjecthood. This experinyanivestigated
agentive subjects, and thus confounds agentivity and subjecthood. Comparingeagedti
non-agentive subjects (e.g. experiencers) would shed light on théoguesivhether it is the
structural notion of subjecthood or the semantics of agentivity theghisd the subjecthood
effect observed in the sentence completion experiment.

In sum, the results of the experiment presented here suggest dhdér to begin to untangle
the seemingly conflicting claims regarding the impact ofdalty and focusing on salience,
subjecthood must be taken into account. Furthermore, the results inthaatide strong
effect of subjecthood on referent salience is modulated byteftégronominalization and
structural focusing. Thus, as a whole, the data presented hdresa@ptured by a multiple-
factor model in which factors differ in how influential they aetative to one another, i.e.
how heavily weighted they are, and referents compete for activaee Arnold 1998, 1999,
inter alia).? A single-factor system does not seem adequate for this kiddtaf and thus it
seems reasonable to conclude that salience (at least insofer @e measuring salience by
looking at likelihood of subsequent pronominal reference) is not a monolithic concept.

9 It would also be very interesting to see whetherfindings reported here could be captured in piin@lity-theoretic
system, perhaps similar to the one in Beaver (2004)
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Abstract

According to standard Binding Theory, pronouns eeftéxives are in (nearly) complementary
distribution. However, representational NPs (epicture of her/herself’) allow both. It has been
suggested that in English, reflexives in represamtal NPs (RNPs) have a preference for ‘sources
of information’ and that pronouns prefer ‘percesseof information.” We conducted two
experiments investigating the effects of structarad non-structural (source/perceiver) factors on
the interpretation of two kinds of RNP structuresai typologically different language, namely
Finnish. Our results reveal source/perceiver efféat postnominal but not for prenominal RNPs
in Finnish, with a difference in the degree of $&rity that pronouns and reflexives exhibit to the
source/perceiver manipulation, and our results alsggest that morphological differences in
Finnish reflexives correspond to interpretationfaténces. As a whole, these results support a
multiple-factor model of reference resolution, whizssumes that multiple factors can play a role
in reference resolution and that the relative dbations of these factors can be different for
different anaphoric forms (Kaiser 2003b, Kaiser &dswell in press).

1 Introduction

According to standard binding theory, pronouns and reflexives are iny)neamplementary
distribution. This complementarity breaks down in representational (8Rspicture of
{her/herself), and it has been suggested that in English, non-Binding Theory compatible
reflexives in representational NPs are acceptable if thiey te “sources-of-information”

(e.g. Kuno 1987) and pronouns with local antecedents are acceptalbley ifrafer to
“perceivers-of-information” (Tenny 2004). Psycholinguistic expentaeupport these claims

for English (Kaiser, Runner, Sussman & Tanenhaus 2005, in pressk [rafier, we present

two experiments investigating whether these claims hold fdypalogically different
language, Finnish, whether they arise in more than one structurairdoand whether
morphological differences in Finnish reflexives correspond to interpretatiofereti€es.

The structure of this paper is as follows. In Section 1.1, we dishesbasics of Binding
Theory, and in Section 1.2 we turn to some of the structures whetetradBinding Theory
runs into trouble, including so-called representational noun phrasesorSécdi considers
some of the non-structural factors that have been argued to inflaeap&or resolution in
cases where Binding Theory is not sufficient. Section 2 summarizes the psyaistitngork
we have conducted on English, investigating the role of nonstructwtardain anaphor
resolution, and Sections 3 and 4 present the experiments we conduéliedish. Section 5
Is the conclusion.

" We gratefully acknowledge support from NSF gra@S80110676 and NIH grant HD-27206.
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1.1 Basics of Binding Theory

It is well known that pronominal and reflexive noun phrases in Englisle laanearly
complementary distribution, as illustrated in (1).

(2) a. Juliussaw him; .
b. Julius saw himself;.
c. Juliug saw a picture of hiry.
d. Julius saw a picture of himseif.

Principles A and B of Chomskyan Binding Theory (BT) offer aigtrral account of this
complementarity (e.g. Chomsky 1981, 1986). Principle A states thatagar (a reflexive
pronoun) must be bound (by a c-commanding antecedent) in a local domameasvhe
Principle B states that a pronoun must be free in a local dorkRar the purposes of this
paper, we can simply regard the clause as the relevant locairddror the most part, we
will use the term ‘reflexive’ rather than ‘anaphor’, but the tigoms can be regarded as
synonymous.

1.2 Where traditional Binding Theory runs into trouble

Although Binding Theory captures many of the configurations in wheftexives and
pronouns can and cannot appear, it has been known for a long time thaartharertain
structures where the predicted complementarity between pronouns kaxivesf does not
arise. Some naturally-occurring examples of non-Binding Theompatble reflexives
(reflexives without local antecedents) are given in (2), and exangélnon-Binding Theory
compatible pronouns (pronouns with local antecedents) are in (3).

(2) a. Bismarck’s impulsiveness has, as so often, rebounded dganssif. (quoted in
Zribi-Hertz 1989)

b. Warren says it's a good time to be an astrophysicist.eRifyears ago, “we were
starved for observations,” he says. Now it's the opposite: Thedisthimself are
drowning in data from modern telescopes. (from The New Mexicarspaer in
Santa Fe, NM, 6/28/04)

(3) a. Poor John. Now he's got an ambitious little snake néxnto
(www.freerepublic.com/~regulator/in-forgm

b. Except he could not throw the ball because he was gettingdat¢kt was about to
hit the ground. He had to do something else. He saw someone bhehinde flipped
the ball in desperation.wvw.wildbillschiefs.com/news/data/604)txt

The existence of such examples raises the question of what goéebkoice of one form

over the other in these contexts. This question has been investlgatadnumber of
researchers, focusing primarily on English (e.g. Cantrall 1974, KQ8@, Zribi-Hertz 1989,
Pollard & Sag 1992, Reinhart & Reuland 1993, Tenny 1996, 2003, 2004), who have
suggested that choice of referential form in these contextdlienced by semantic and/or
discourse factors.

In this paper we will focus on a subclass of structures known prdiematic for standard
Binding Theory, so-called representational NPs (RNPs), e.g. ‘a picture/loétsedf’, ‘a story
about him/himself’, which are well-known for showing clear discoueseésitic effectsfor

! We often use the hybrid label ‘discourse/semaatitors’ when discussing the effects of non-stradttactors
on pronouns and reflexives. One could argue thatsturce/perceiver manipulation to be discusseawbid a
semantic, thematic role manipulation. However, auld also be argued that source/perceiver is klave
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both pronouns and reflexives (e.g. Kuno 1987, Pollard & Sag 1992, Reinhart & Reuland
1993, Keller & Asudeh 2001, Tenny 2003).

Let us first consider reflexives in RNPs. Strikingly, exan{@gi) is acceptable, although the
antecedent of ‘himself’ is not in the same sentence as tlexivef, and thus cannot bind
‘himself’. The contrast between (4a) and (4b) (both from Pollard §& E92) shows that
pragmatic factors such as ‘point of view’ can have a strong imfli®n the acceptability of
such reflexives. Example (4a) is judged to sound better than (4bpadliadd & Sag suggest
that this is because (4a) — but not (4b) — is from John’s point of. viemother words, it
appears that reflexives referring to ‘point of view-antecedanés acceptable, even if the
antecedent does not bind the reflexive as required by Binding Theory.

(4) a. Johnwas going to get even with Mary. [That picture of fimmself] in the paper
would really annoy her, as would the other stunts he had planned.

b. Mary was quite taken aback by the publicity Jokas receiving. [That picture of
him;/*himself;] in the paper would really annoy her, as would the other stuntscthe ha
planned.

More generally, Kuno (1987) argues that factors like point of viewreaveas and semantic
roles influence whether a given entity can act as the antectmeatnon-BT compatible
reflexive (see also Pollard & Sag 1992, Reinhart & Reuland 1998).f&us on the
hypothesis in (6), based on Kuno’s claims (see his example (5)) and drawing qf $B1)ss
definition ofsourceas the one who is the intentional agent of the communication

(5) John heard from Mary about a damaging rumor afiwerselff’her (that was going
around). (Kuno 1987:175)

(6) Hypothesis for reflexiveBBT-incompatible reflexives in RNPs are acceptable if they
refer to sources-of-information.

Let us now turn to the question of what kinds of pragmatic factore haen claimed to
influence pronouns in RNPs. According to standard Binding Theory, none ekémples in
(7) (based on Reinhart & Reuland 1993) should be grammatical, sincehncase the
pronoun is c-commanded by a local antecedent.

(7) a. Lucigsaw the picture of her b.* Lucie took the picture of her
c. Max heard the story about him d. * Max told the story about him

However, (7a) and (7c) tend to be judged as more acceptable thaan(rifyd). Tenny
(2003) calls these kinds of pronouns short-distance pronouns (SDPs) and rotesrhisa

that provide a sentient, perceiving antecedent are especa@iljucive to SDPs” (Tenny
2003:42). She continues that “....SDPs in representational contexts [....dspeeially

felicitous with perceiving subjects” (Tenny 2003:42). In light of ti&m, it is not surprising
that (7a) and (7c) are judged to sound better, since in both caseseitedant is a perceiver.
Thus, for pronouns we investigate the hypothesis in (8):

(8) Hypothesis for pronounsBT-incompatible pronouns in RNPs are acceptable if they
refer to perceivers-of-information.

Although Kuno and Tenny do not comment on this, the hypotheses in (6) andn(®e
regarded, in some sense, as ‘two sides of the same coin’ i tijae verbs likeell/hear
involve both a source-of-information and a perceiver-of-information. Tihasight turn out
to be the case that BT-incompatible pronouns and reflexives have-atfacturally driven)
complementary distribution.

perspective-taking, which can be regarded as @ulise-related factor. The semantics/discoursendistin is an
important question for future work.
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1.3 What kinds of information contribute to anaphor resolution?

The more general theme underlying our investigation of pronouns angiveslan RNPs
concerns the question of what kind of information contributes to referesoéution — in
particular, how structural and non-structural information interadhé course of reference
resolution. RNPs provide an ideal tool to further test the ‘mulfgdéar model’ of reference
resolution argued for by Kaiser (2003b) and Kaiser & Truesuvejpress). According to this
approach, different referential forms are sensitive to diftekends of information (e.g.
syntactic, semantic, discourse) to different degrees. For exaoaplain referential forms are
primarily sensitive to syntactic factors, whereas othersrdienced mainly by discourse-
level factors such as referent salience. In other words,cliien is that the relative
contributions of different factors for each referential form ary. Kaiser (2003b) (see also
Kaiser & Trueswell, in press; Brown-Schmidt, Byron & Tanenhaus, Ra@ues in favor of
the multiple-factor model on the basis of reference resoluti@ssactauses in Finnish, Dutch
and Estonian, and RNPs provide an ideal tool for testing whether riee re@del can be
applied to reference resolution within clauses, which is a dothatrhas traditionally been
regarded as more constrained by syntactic factors than across-elauseae resolution.

In this paper, we compare the predictions of a multiple-factor agpr@ehich we will refer

to as an interactive/modulation view in this paper) to those of twglésfactor’ approaches,
which we will refer to as the pure structural view and the pwseodrse/semantic view. We
focus on the interpretation of pronouns and reflexives in sentences such as those in (9):

(9) a. Peter told Andrew about the picture of {him/himself} on the wall.
b. Peteheard from Andrew about the picture of {him/himself} on the wall.

According to the pure structural view, only syntactic factorsr@levant for determining the
antecedents of pronouns and reflexives, and differences only on the level of venticedo
not lead to differences in binding patterns. The prediction is #ikeixives always refer to
local c-commanding antecedents (here, subjects) and pronouns to non-camgmandi
antecedents (here, objects; see also footnote 2). In contrast, thexdteene of the scale is
the pure discourse/semantic view, according to which the antecedfemi©nouns and
demonstratives in RNPs are determined on basis of discoursetsemé only. According
to this approach, reflexives are predicted to refer to sourdatoaiation (e.g. the subject of
‘tell and the object of ‘hear’) and pronouns to perceivers of infaonage.g. the subject of
‘hear’ and the object of ‘tell’) — regardless of grammatiadé.r Finally, according to the
interactive/modulation view (which assumes that multiple factais be relevant), both
structure and discourse/semantics play a role. The predictiontharefore, that reflexives
will have more non-BT compatible object-antecedents with ‘*hear’ witin‘tell’ (since the
object is the source with ‘hear’), and pronouns will have more non-BT diepaubject
with ‘hear’ than ‘tell’ perceivers than sources (since the subject issticeiger with ‘hear’).

2 Representational NPs in English: Previous work

In earlier experimental work (Kaiser, Runner, Sussman & Tanenhaus i2OpEss), we
explored the three hypotheses sketched out in section 1.3 for pronounsture pNP
constructions in English (ex.(9)). We opted to investigate tlssses$ experimentally because
judgments concerning these kinds of constructions are notoriouslybleari@/ith an
experimental approach, we can manipulate the structural and prelgeratntic variables
that we are interested in test, and we can collect a settaffdan a large group of
participants that can then be statistically analyzed towdesther there are any reliable
patterns. In addition, using eye-tracking methodology (see Kaisak é press), we can
obtain incremental, real-time information about interpretation. Thusphten information
about participants’ final referential choices and also about thébpmossferents they consider
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before they make a choice. These kinds of data can shed furtieotighe nature of the
relation between syntactic and discourse/semantic factors in anaphouéioasol

Our results show that the interpretation of pronouns and reflexivBNPs in English is
influenced by the source/perceiver manipulation. More specifigaibynouns exhibit a strong
preference for perceivers, and reflexives show a weaker preéefer sources. Thus, as a
whole the results support the modulation view, which posits that batictistal and
discourse/semantic information play a role in the processing amgrietation of pronouns
and reflexives in RNPs. Furthermore, as the asymmetricalenafuthe results reveals, the
effects are not equally strong for reflexives and pronouns. Pronounsydispiach greater
sensitivity to non-structural factors. This supports Kaiser (2003hjikiple-factor model,
which claims that not only are multiple factors relevant, butrdiative contributions of
different factors for each referential form can vary. In ptherds, the Kaiser et al. (in press)
results show that in English, the relative strength of discoursarde factors, when
compared to structural factors, is greater for pronouns than for reflexives.

In this paper we focus on three questions left unanswered by ourowdgkglish. As will
become clear later, Finnish is very well-suited for shedding light on thessiss

() Are the source/perceiver effects and the pronoun/reflexivarasyry English-specific or
do they extend to a typologically distinct language as well?

(i) Is the source/perceiver preference for reflexives@odouns respectively limited to one
particular syntactic structure (RNPs where the pronoun/reflexigebedded in a PP), or
does it also show up in other syntactic configurations? This questiioshed light on
the question of whether different syntactic structures differ in ingvervious they are to
the effect of non-structural factors.

(i) Given that many other languages exhibit greater morphcédgtomplexity in their
pronominal and reflexive systems than English does, is it thetlbasenorphological
differences correspond to interpretational differences? Fon@eaif a language has two
reflexive forms, do they differ in their sensitivity to non-stwural information? The
multiple-factor model’s claim that the relative contributions dfedent factors for each
referential form can vary suggests that this could indeed be the case.

To investigate these questions, we conducted two experiments on FifhesHirst one
investigates different referential forms in prenominal RNRd the second one turns to
postnominal RNPs.

3 Experiment 1: Finnish prenominal RNPs
3.1 Finnish possessives

In Finnish, possession is represented by a system of possessive prandupgssessive
suffixes (Px’s). In this paper we will focus on the third person ges$ge suffix, which
surfaces as [-nsA] or [-An] (the capital letter indicatbat tthe vowel undergoes vowel
harmony and can surface as [a] or [&]). In third person possessnaructions with
pronominal possessors (e.g. ‘his car’), the possessive suffix Bnpi@s the possessed noun.
However, the possessive pronoun itself is null in certain contextaréiag to the judgments
reported in the literature, when an overt possessive pronawt jgesent, then — ‘reflexive-
style’ — the referent of the subject of the sentence ipdtissessor (Vilkuna 1996:228-230,
Nelson 1998:13)

(10) a. Mari naki hanen autonsa.
Mari-NOM saw s/he-GEN car-ACC-3Px
‘Marj saw her(someone else’s) car.’
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b. Mari naki autonsa.
Mari-NOM saw g  car-ACC-3Px
‘Marj saw her(own) car.’

Various analyses have been proposed concerning the Finnish possessianduts relation

to the possessive pronoun, and we briefly consider three of them hergp@oach analyzes
the possessive suffix as an anaphor (e.g. Vainikka (1989), Nelson (196&)ydiag to this
view, third person possessive suffixes are anaphors which must be boiedsiopject of the
sentence or by a third person possessive pronoun (e.g. Nelson 1998:187-188stezad
1993 for a somewhat different account of the role of the third person possessive pronoun).

A different analysis is proposed by van Steenbergen (1991), who cthahgossessive
constructions without an overt possessive pronoun contain an empty elprogrig¢cording

to van Steenbergen’s analyspp is an empty anaphor which can only be bound by the
subject and occurs whenever ‘it corefers with a c-commanding (Mii Steenbergen
1991:234). She claims that the possessive suffix marks nominal imflgean Steenbergen
1991:232). (It is worth noting that in this paper, we will oftefier¢o constructions with no
overt possessive pronoun as containing a null possessive pronoun. However, tiba qties
whether such constructions contain a null possessive that acteftexeve or whether it is
the suffix that acts as the reflexive is not central to aus an this paper, and our choice of
terminology should not be regarded as endorsing one theory over the others.)

A third approach is presented by Toivonen (2000) within Lexical Functional GrathF@).
She argues that the third person possessive suffix [-nsA] isgke ohonological form [that]
corresponds to two distinct sets of lexical features’ (Toivonen 38D0She claims that when
the third person possessive suffix occurs without an overt possesshauprim a context
where the subject is the possessor, the possessive suffix ieetdidynd reflexive pronoun.
In contrast, when the suffix occurs in the presence of an overtgsogs@ronoun and with a
subject disjoint in reference, she argues that the possessiveiswn agreement marker
(Toivonen 2000:30).

Despite the important differences between these accounts, it sfpatthey resemble one
another in terms of the predictions they are expected to makediregdhe factors that
influence the referential properties of reflexives and pronouns. I etheds, all three
accounts would presumably predict that sentences with no oversgiesspronouns should
be influenced by whatever factors influence the referentgdepties of anaphors (reflexives),
and that in sentences with overt possessive pronouns, the referentiattiggopé the
possessed NP should be influenced by whatever factors influencéettemtial properties of
pronouns.

Before moving on to the details of the experiment, let us conamEher form, besides the
overt possessive pronoun, that Finnish offers for indicating referenaenbn-subject: the
demonstrative pronoutdman ‘this-GENITIVE'. In Finnish, tdma can be used to refer to
human referents, and this form has been claimed to be used for hoteeedants that are
not highly salient (e.g. Varteva 1998, Kaiser & Trueswell ingreote that use of genitive
tamadoes not permit a possessive suffix on the possessed noun.

(20) c. Mari naki taman auton.
Mari-NOM saw this-GEN car-ACC.
‘Marj saw her(someone else’s) car.’

The fact that both overt pronouns and the demonstrative can be used when the possessor is not
the subject raises the question of how they differ. As fare&mw, this question has not

been investigated in the literature in any depth, although both faremsvide-spread in

Finnish language use. Thus, in addition to the aims sketched out abosksoweped that
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Experiment 1 might be able to shed light on potential differebewgeen the overt pronoun
and the demonstrative.

3.2 Experimental design

In this experiment, we manipulated verb typer{oa ‘to tell' vs. kuulla ‘to hear’) and

anaphoric form. Participants (n=32) read sentences and chose whose picture vesecignt
the sentence. They were able to choose among four options: sulgjeict / both are
possible / someone else. Sample stimuli and their glosses and translatsinsardelow.

(11) a. Null/Reflexive with ‘told’
Mari kertoi Liisalle muotokuvastaan.
Mari-NOM told Liisa-ALL g portrait-ELA-3Px
‘Mari; told Liisa, about herportrait.’

a.” Null/Reflexive with *heard’
Mari kuuli Liisallta muotokuvastaan.
Mari-NOM heard-from  Liisa-ABL @ portrait-ELA-3Px
‘Mari; heard from Liispabout hgrportrait.’

b. Pronoun
Mari kertoi Liisalle  (kuuli Liisalta) hanen muotokuvastaan.
Mari-NOM told Liisa-ALL (heard-from L-ABL) s/he-Q¥ portrait-ELA-3Px
‘Mari; told Liisa, (heard from Liisg) about hey; portrait.’

c. Demonstrative:
Mari kertoi Liisalle  (kuuli Liisalta) aman muotokuvasta.
Mari-NOM told  Liisa-ALL (heard-from Liisa-ABL)this-GEN portrait-ELA
‘Mari; told Liisa, (heard from Liisg) about hey; portrait.’

In Finnish, with bothkertoa‘to tell’ and kuulla ‘to hear’, the noun ‘portrait’ is in elative case
(ELA). With kertoa'to tell’, the perceiver of information is marked with aiNat (ALL) case.
With kuulla ‘to hear from’, the source of information is marked with ablat&BL() case.
According to Nikanne (1993), both ALL and ABL are semantic caseghvwhe distinguishes
from the grammatical cases NOM, ACC, PART and GEN. Nikaamgees for the same
structural analysis for both ALL and ABL.

3.3 Predictions

Let us now consider the predictions that we can make based on thditfenesmt approaches
mentioned above, namely the pure structural view, the pure discouraefgemew and the
interactive/modulation view (see also Table 1 below). Accordingdgutre structural view,
only structural information is relevant and thus the verb manipulatipredicted to have no
effect on antecedent choice. More specifically, null possessivepns are predicted to refer
to the subject, and overt pronouns and demonstratives to the object, regafrdieds. In
contrast, the pure discourse semantic view claims that strugtfoahation is irrelevant and
only source/perceiver preference matter. Thus, the prediction tisréfl@xive-style’ null
possessive pronouns will be interpreted as referring to the sourt®mhation (the subject

% Thus, Finnish allows us to sidestep the potestiaictural complication that at first glance se¢msrise for
English, namely that ‘hear from someone’ involvepraposition but ‘tell someone’ does not. Dependimg
what is assumed to be the syntactic position ofitrect object, one could argue that in Englishdhrect object

of a verb liketell—unlike the object of a preposition, as withar from—c-commands the RNP (see Contreras
1984, inter alia) and the direct object is therefampossible antecedent for a reflexive pronounremé possible
referent for a pronoun. However, as we show in &aet al (in press), this alternative account fifiecences
betweertell andhear fromdoes not receive support from the empirical daienfour experiments on English.
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with ‘tell’ and the object with ‘hear’), and that overt pronound vefer to the perceiver of
information (the object with ‘tell’ and the subject with ‘hear?).i$ not clear what this
approach predicts for demonstratives, since they do not fall cletwlyhe reflexive class or
the pronoun class.

Tell

Null Pronoun Demonstrative
Syntax Subject Object Object
Discourse Subject Object ?7?
Interactive Subject Object Object
Hear

Null Pronoun Demonstrative
Syntax Subject Object Object
Discourse Object Subject ??
Interactive ?2? ?? Object

Table 1. Predictions for Experiment 1.

Finally, let us turn to the interactive/modulation view, which claimat both structural
information and discourse/semantic information interact, and that daothinfluence the
choice of antecedent. Let us assume, for reasons of expositoryheadeth structural and
discourse/semantic factors are weighted equally. As Table®ws, according to this view, a
null possessive occurring with ‘tell’ has two kinds of information pught towards the
subject of the sentence: the binding-theoretic preference tovwerdemntence subject and the
discourse/semantic preference for the source of information. Anegroun occurring with
‘tell’, on the other hand, is pushed towards the object by both Bindimepry and the
discourse/semantic perceiver preference. In the case of demwastratructurally speaking
we expect an object preference, but it is not clear whatnyf effect there will be of the
source/perceiver status of potential antecedents.

The picture is more complex with ‘hear’, however, since strattumformation and
discourse/semantic information are pitted against each other aasgbeof both null and overt
possessive pronouns, as shown in the bottom half of Table 1. Overall, themghweredict
more object choices with null pronouns occurring with ‘*hear’ than null pronocoisrring
with ‘tell’, as well as more subject choices for overt pronounsimicy with ‘hear’ than overt
pronouns occurring with ‘tell’. In other words, we predict thatha conditions with ‘hear’,
the discourse/semantic factors will pull overt and null pronouns ameay the structurally-
predicted antecedents. In the case of demonstratives, as meiatimved it is not clear what
effects, if any, we expect the verb manipulation to have.

3.4 Results and discussion

Figure 1 illustrates the results for null possessive pronounst pessessive pronouns and
demonstrative pronouns with the two verbs. Even a brief glance revstikirsg absence of
any verb-driven effect. The pattern of responses is the sathebwaih ‘told’ and ‘heard’
regardless of anaphoric form. Considering each anaphoric form in turseevthat the null
possessive pronoun clearly has a strong preference for the pgecadbdject and the
demonstrative has a strong preference for the preceding objectav&repronouns fall in
between these two extremes. Although they are more likebe timterpreted as referring to
the preceding object than the preceding subject, this prefelenoe as strong as in the case
of the demonstratives.
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Figure 1. Percentage of antecedent choices for prenominal RNPs in Finnish

The fact that the object preference for possessive pronouns issnetrang as for
demonstratives might seem rather surprising in light of thdititvaal claims that overt
possessive pronouns cannot be interpreted as coreferential with thet fiflghe sentence.
However, as Kaiser (2003a) notes, native speaker judgments orfdiential properties of
overt possessive pronouns seem to not be as clear as the literigiotdead one to expect.
This effect might be due to the influence of colloquial Finnish nnish dialects (see
Paunonen 1995, see also Hakulinen et al. 2004:1240), given that in a number df Finnis
dialects, it seems that an overt genitive pronoun can be interprebethgscoreferential with
the subject as well as the object. (It is well-known thatcégh be used in many Finnish
dialects to refer to human as well as non-human referents withioyt derogatory
connotations, in contrast to its use in Standard Finnish. Standard Ftieh‘official’ form
of the language and used in formal writing and public/official clpge.g. TV newscasts,
speeches etc.), but virtually all Finns can speak both standardiFamtdsa colloquial dialect
of Finnish; they choose which register to use depending on the situatidheamodality of
language use.)

(12) Liisa kerto Marille sen muotokuvasta.
Liisa-NOM told  Mari-ALL it-GEN portrait-ELA
‘Liisg; told Maric about heyj i portrait.” (colloquial southern urban Finnish)

As a whole, the results of Experiment 1 support the pure strugtaval which posits that the
referential properties of pronouns and reflexives are determinedlpystructural factordn
the prenominal domain in Finnish, in contrast to what was observed\ies ih English, we
see no sign of source/perceiver effects for pronouns or reflexives.

4  Experiment 2: Postnominal RNPs in Finnish

In the second experiment, we turn to a different structural caafign, namely postnominal
RNPs. These are structurally more parallel to the EnglishsRhg&h the Finnish prenominal
RNPs investigated in Experiment 1, and thus — if it the case diff@rent syntactic
configurations differ in how impervious they are to non-structurabfac- we might expect
postnominal RNPs in Finnish to be more likely to exhibit source/perceivetseffec



164 Elsi Kaiser, Jeffrey T. Runner, Rachel S. Sussman and Michael K. Tanenhaus

The Finnish counterparts of ‘a picture of herself/her are show@i3). Here the contrast is
not between absence and presence of an overt genitive pronoun, butbeitheen the
reflexive formitse+Px ‘self+Px’ (13a) and the pronotmdnestds/he-ELATIVE’ (13b). (The
same reflexive formitset+Px, with the appropriate case marking, is also used in direettobj
position in sentence such as “Liisa saw herself.”)

(13) a. Liisa naki kuvan itsestaan.
Liisa-NOM saw picture-ACC self-ELA-3Px
‘Liisg saw a picture of hersglf

b. Liisa naki kuvan hanesta.
Liisa-NOM saw picture-ACC s/he-ELA
‘Liisg; saw a picture of her/him

In addition to these ‘canonical’ forms, we will also consider tweeopost-nominal reflexive
forms, which have not received as much attention in the existin@gtlite, namely a
pronoun+reflexive compound form and an emphatic reflexive form. Fitstisléurn to the
pronoun-+reflexive compoundhanesta itsestaanshe/he-ELA self-ELA-3rd.Px) ‘(about)
his/her+himself/herself’. This form appears to be ambiguous bet{)earpronominal with
an ‘emphatic’ reflexive, akin to English structures like himself and (i) a reflexive
preceded by an ‘emphatic’ pronoun (see also Featherston 2002 onkigeiignof German
ihm selbst/ihn selbktin Experiment 2, in addition to testing whether Finnish pronouns and
reflexives in postnominal RNPs are sensitive to the sourcefperaeanipulation, we will
also test whether the pronoun+reflexive compound patterns more like pronouike or
reflexives in its sensitivity to source/perceiver and strattinformation, with the aim of
shedding light on the question of whether this compound form should be regesded
pronominal or reflexive.

In Experiment 2 we also investigate the referential propediethe emphatic reflexive
constructionomasta itsestaarfown-ELA self-ELA-3rd.Px) ‘(about) own-+himself/herself.’
This is presumably an unambiguous reflexive preceded by the emptatier ‘own,’ given

that omasta cannot occur independently in post-nominal RNP constructions. Thus, the
guestion arises whether it differs from the standard reflefxinra (13a) in its sensitivity to

the source status of the antecedent.

4.1 Experimental design

In this experiment we manipulated verb type and anaphoric fornlussated in (14). A
different group of participants (n=32) read sentences and indicatethehoke was about.
As in Experiment 1, participants were given four choices: subgett / both are possible /
someone else.

(14) a. Reflexive
Mari kertoi Liisalle  vitsin itsestaan.
Mari-NOM told  Liisa-ALL joke-ACC self-ELA-3Px
‘Mari told Liisa a joke about herself.’

b. Pronoun
Mari kertoi Liisalle  vitsin hanesta.
Mari-NOM told  Liisa-ALL joke-ACC she-ELA
‘Mari told Liisa a joke about her.’

c. Compound
...hanesta itsestdan
...she-ELA herself-ELA-3rd.Px
....{her/him} + {herself/himself}
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d. Emphatic reflexivé
...omasta itsestdan
...own-ELA herself-ELA-3rd.Px
...'own + {herself/himself}

4.2 Predictions

In this section we consider the predictions made by the puretwstiliapproach, the pure
discourse/semantic approach and the interactive/modulation approable (@a First,
according to the pure structural view, we predict that pronouns wititereted as referring
to the preceding object, regardless of the verb manipulation. Refeare predicted to be
interpreted as referring to the subject of the sentence, aggandtess of the verb, given that
reflexives need to be bound by a local c-commanding antecedenprdtiietions are less
clear for the compound form and the emphatic reflexive. As mentidy@a athe compound
form seems to be ambiguous between a pronoun and a reflexive, and rexeivetd much
attention in existing work. As for the emphatic reflexive, wehnha&xpect it to show a subject
preference, regardless of verb, since it is presumably a fundameritakyweeelement.

The predictions of the pure discourse/semantic view are diffeéxeatrding to this approach,
source/perceiver preferences guide the reference resolutiofei@ntéal forms in RNPs, and
thus we predict that pronouns will opt for the object weth (perceiver) and the subject with
hear (perceiver), and that reflexives will be interpreted dsrrmg to the subject withell
(source) and the object withear (source). The emphatic reflexive might well pattern like
‘regular’ reflexives, and again the referential propertiegshef ambiguous compound form
will presumably depend on whether it turns out to be pronominal or reflexive.

Tell

Pronoun Reflexive Compound Emphatic ref
Syntax Object Subject ?? Subject?
Discourse Object Subject ?? Subject?
Interactive Object Subject ?7? Subject?
Hear

Pronoun Reflexive Compound Emphatic refl
Syntax Object Subject ?? Subject?
Discourse Subject Object ?? Object?
Interactive ?7? ?7? ?7? ??

Table 2.Predictions for Experiment 2.

Now, let us turn to the interactive/modulation view. According tes tapproach, both
structural information and discourse/semantic information influemeehoice of antecedent.
Let us assume, as we did above, that both structural and discennaetis factors are
weighted equally. As in the first experiment, we find that wgh, both syntactic and
discourse factors are pushing in the same direction, buheéh they are pitted against each
other. As a result, we predict that if discourse/semantic faet@ playing a role, we should

% Corpus example:

(a) ....sitd samaa inhoa, jota omaa moraalikasitystagtaan rikkonut ihminen tuntee katsoessaan pglii
nahdessaan kuvamasta itsestaan. (www.virhe.org, posted 12/16/2002)
‘...the same hatred that is felt by someone whodtéed against his own sense of morality, asdislo
into the mirror and sees a picturehohself...’
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see more non-BT compatible responses Wwehr than withtell for both reflexives (perhaps
also emphatic reflexives) and pronouns, since inhéer condition the discourse/semantic
factors are pulling the referential choices towards the noneBipatible antecedents (objects
in the case of reflexives; subjects in the case of pronouns). €defns are less clear for
the compound form, since its predicted behavior depends on whether it shanalyzed as
a pronoun or a reflexive.

4.3 Results and discussion

As Figure 2 illustrates, a perceiver preference arisél pionouns. Participants chose
subjects as antecedents (i.e., go against Binding Theory) sigtlificaore often withhear
thantell. However, the pattern of responses indicates that structuratdaadso play a role.
With tell, we see a clear difference between the rate of object shamickthe rate of ‘both are
possible’ choices, but withear, the numbers are very close. As Table 2 shows, this is a
pattern we would expect if both structural and discourse/semautmrdaare relevant. In
other words, it seems that wittear, the discourse/semantic factors were able to push
participants away the object, but did not obliterate the effects of structuraktac
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50 O Object

40 O Both ok
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20
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0 | .

told | heard| told |heard | told | heard told | heard

Percentage choice
|
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Figure 2. Percentage of antecedent choices for postnominal RNPs in Finnish

In contrast to pronouns, the reflexive and the compound pronoun-+reflexive aosditiow
no clear verb effects. With reflexives, we see a very stsoibgect preference with both verbs
(>90%), and no effect of the source/perceiver manipulation. Thusp&aas that reflexives,
even in postnominal RNPs in Finnish, are sensitive to structurar$achly. The compound
form, however, is split between subject and object choices with both . vétbs,
unfortunately, does not shed as much light on the status of the compounds fona might
have hoped. Its referential properties show that it does not pakenmegular reflexives since
it does not exhibit an overwhelming subject preference, and thusooiie argue that the
compound form should not be regarded as fundamentally reflexive in ndtwever, its
referential properties do not closely match those of pronouns ,eitleough numerically
they are in the same direction (slightly more subject choices and ‘both’ sivaitehearthan
with tell, slightly more object choices wittell than withhear). Thus, one could argue that the
compound form appears to pattern somewhat more like a pronoun théexaeebut further
research is clearly needed.
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Interestingly, the data show that the emphatic refleigveensitive to verb manipulation, as
there are significantly more ‘both’ answers wihar thantell. In other words, participants are
significantly more likely to consider both subject and object as lfessntecedents withear
than withtell. That is, when the object is the source-of-information, it is rikety to be
considered. However, given that the source preference shows umesease in the number
of ‘both’ responses, rather than as an increase in the number of @geonses, suggests that
this effect is fairly weak. In contrast to the pronoun condition, /liee number of subject
choices increased significantly as a result of the verb maftignulhere it is the proportion of
‘both’ choices that increases. In other words, with the emphatiexiedl, participants are
unwilling to abandon the BT-compatible subject choice, even though thewiliing to
consider an object choice as well if the object is the source.

The results indicate that the effect of the discourse/senfactmrs is weaker with emphatic
reflexives than with pronouns, which suggests that although the data support t
modulation/interactive hypothesis, the structural and the discourseitie factors are not
weighted equally for pronouns and emphatic reflexives. More spelyifigalseems that
discourse/semantic factors have a stronger effect on pronouns tleampbiatic reflexives,
even though structural factors are clearly also playingeaimoboth cases well. Thus, these
data — like our findings for English — support Kaiser’'s (2003b) and K&iseueswell’s (in
press) multiple-factor model which claims that different esfiéal forms are sensitive to
different kinds of information to different degrees.

5 Conclusions

In this paper we reported on two experiments that were dbigninvestigate what kinds of
information contribute to the interpretation of pronouns and reflexiv&nnish RNPs. The
results show that different syntactic configurations diffefigirtsensitivity to non-structural
factors: Experiment 1, which investigated prenominal RNPs, showedurcegperceiver
effects, but such effects arose in Experiment 2, which looked at pasaloRNPs. The
findings of Experiment 2 indicate that the source preference flexirees and the perceiver
preference for pronouns (discussed by Kuno (1987) and Tenny (2003), and found
experimentally by Kaiser et al. in press for English) adse in a typologically different
language, i.e. these effects do not appear to be a purely English-only phenomenon.

As the results of Experiment 2 show, morphological differences mdFinmeflexives seem to
correlate with interpretational differences. The differeniexafe forms differ in their
sensitivity to the verb manipulation, which means that a fine-gtaap@roach is necessary
for capturing the referential properties of different anaphoric $oi&uch a finding is fully
compatible with the multiple-factor model, which assumes that pheilfactors can play a
role in reference resolution, and crucially also posits thatela¢ive contributions of these
factors can be different for different anaphoric forms (Ka#¥3b, Kaiser & Trueswell in
press). This approach can also straightforwardly capture the fitkdatgn Finnish, as in
English, discourse/semantic factors contribute more to the intiprebf pronouns than to
the interpretation of reflexive-type elements.

As a whole, our data from Finnish provide further support for a muli@gier model of
reference resolution. Hopefully future work can further investigate véledity of the
multiple-factor model in other languages and other domains, and alsogfteoinl whether
representational NPs in languages other than Finnish and lersgleav similar kinds of
source/perceiver effects.
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Abstract

Starting from the basic observation that, acrosglages, the anticausative variant of an
alternating verb systematically involves morphotadimarking that is shared by passive verbs,
the goal of this paper is to provide a uniform dmdnal account of these arguably two different
construction types. The central claim that | putMard is that passives and anticausatives differ
only with respect to the event-type features ofwbib but both arise through the same operation,
namely suppression by special morphology of a featnv that encodes the ontological event
type of the verb. Crucially, | argue for two syrtagrimitives, namelyact andcause whereto |
trace the passive/anticausative distinction. Passignstructions across languages are made
compatible by relegating the differences to simglembinatorial properties of verb and
prepositional types and their interactions witheotlevent functors, which are in turn encoded
differently morphologically across languages. Neguanents are brought forward for a causative
analysis of anticausatives. Agentive adverbialsexamined, and doubt is cast on the usefulness
of by-phrases as a diagnostic for argumenthood.

1 Introduction

As is well-known, across languages, the anticausative alternant dlt@rnating pair
systematically involves morphological marking that is sharedpégsive predicates. For
instance, in Albanian, similar to Latin and Modern Greek (MG), bothsdmence in (1a)
containing an anticausative and the sentence in (1b) containing aepassi rendered
homomorphously as in (2).

(2) a. The vase broke.
b. The vase was broken.
(2) Vazoja *(u) thye. (Albanian)
VasSQow NACT brokeAoR.3s
() ‘“The vase broke.’
(i) “The vase was broken.’

While both anticausatives and passives arguably lack an extegoahemt (Marantz 1984),
only the latter, but not the former, sanctibgphrases identifying the so-called logical
subject, and can combine with purpose clauses and agent-oriented adseshsywn in (3)
through (5).

“The research for this paper was funded by therfamsScience Fund, grant T173-G03.

! The following abbreviations are used in the glessethe examplesior (for aorist),cL (for clitic), DAT (for
dative case) IMP (for imperfective) NACT (for non-active voice)yom (for nominative case} (for singular).
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3) a. The window was broken by Pat / the earthquake.
b. *The window broke by Pat / the earthquake.
(4) a. The boat was sunk to collect the insurance. (Roeper 1987:268)
b. *The boat sank to collect the insurance. (Roeper 1987:268)
(5) a. The ship was sunk deliberately.

b. *The ship sank deliberately.

Depending on the theory, these facts have been taken to show tkateimal argument in
the passive is still expressed in the syntax, albeit in an alternative maaker,(@hnson and
Roberts 1989, Emonds 2000), or that the syntactically suppressed argifimgassive verb
IS present in argument structure (Roeper 1987, Grimshaw 1990), timatt isassives have an
implicit argument. In contrast, the fact that anticausativesaiacombine withby-phrases,
purpose clauses, or agent-oriented adverbs (Manzini 1983, Roeper 1987) mstakeitence
that the suppression of the external cause takes place in the mapping froxc#hsdenantic
representation to argument structure (Levin and Rappaport Hovav 1995). diwotls, in
spite of differences of opinions concerning the proper treatment sivpasthe consensual
view has been that anticausatives are lexically reduced Iszehierchia 1989, 2004 and
Reinhart 1996).

In this paper, | examine certain properties of passives and usdtoges that to the best of my
knowledge have hitherto not been systematically discussed in ttauiiee and the ensuing
ramifications for a universal theory of these constructions. Spaityfi | challenge the view
that passives and anticausatives are formed in different modullee gfammar and offer a
uniform analysis for both constructions. The paper is organized as $ollSection 2
investigates the distribution df~ andfrom-phrases across English, Albanian, Latin and MG
and its significance for theories of passives and anticausaaesd on a discussion of less
well-known data, section 3 provides evidence for two primitives, namael and cause
which | contend, underlie the passive/anticausative distinction. llosett| put forward a
novel account for the distribution of purpose clauses and agent-oriented adverbs irs passive

2 By- vs. from-phrasesand the significance of the comparison
2.1 English

While anticausatives in English do not sanctiyrphrases, as Pifion (2001) notes, they can
combine withfrom-phrases identifying the (external) cause of an event. Thisoian in (6a)
vs. (6b).

(6) a. *The window cracked by the pressure.
b. The window cracked from the pressure.

However, thoughrom-phrases identifying causes are generally fine with antidaes, they
are bad when the cause is not an event, as shown?n (7).

(7) *The window cracked from John / the book.

The contrast between (6b) and (7) is also replicated with nomatitey unaccusatives, as in
(8a) vs. (8b), though there also are unaccusatives that do not combina fratn-phrase
introducing a cause, as in (8c).

2 It follows then that animate cause(r)s are exethfitem anticausatives.
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(8) a. Eva died from cancer.
b. *Eva died from John / the book.
c. *The refugees arrived from the invasfon.

Moreover,from-phrases are uniformly disallowed in passives, irrespectivelyhether they
introduce events, as in (9a), or non-eventive participants, as in (9b).

(9) a. *Eva was killed from cancer.
b. *Eva was killed from John / the book.

To generalize over the data presented in this section, it seemsentilawhat Levin and
Rappaport Hovav (1995) refer to as external causation verbs can conithirrefrom-phrase
identifying a cause.

2.2 Albanian (and Latin and MG)

Unlike in English, as we saw in (2), passives and anticausativ&®anian, as in Latin and
MG, can be formally indistinguishable. This is so for two reasaoinst, Fhese languages use
two distinct conjugational paradigms, namely active versus novegélbanian and MG), or
active versus passive (Latin), a distinction which often though natyaleorresponds to the
transitive/unergative vs. unaccusative verb clas®scond, like Latin and MG, Albanian
collapses (the distribution ofly-phrases anttom-phrases. As this latter fact would lead us
to expect, the santioning bf~phrases, which is taken to be one of the most salient properties
of the passive in English and one that distinguishes passives ficausatives, does not
apply in Albanian (as in Latin and MG). To illustrate, the Albaniannterparts of the
sentences in (6b) and (7) are given in (10a) and (10b), respectidslexpected then, the
grammaticality contrast in the English examples in (6b) and (7) is notaegalicn Albanian.

(10) a. Dritarja u kris nga presioni.
window,oy  NACT crackaor.3s from/by pressure
‘The window cracked from the pressure.’
b. Dritarja u kris nga Xhoni / libri.
window,oy  NACT crackAaoR.3s from/by John / book
‘The window was cracked by John / by the book.’

% The sentence in (8c) is of course fine if the peiional phrase is interpreted as locative.

* The correspondence of the active vs. non-actigéndiion to the transitive/unergative vs. unactiveaverb
classes is rough by virtue of the fact that whilnsitives/unergatives are always active morphobilyi, some
unaccusative verbs appear in this voice (i.e.nagphologically unmarked) too. Crucially, howevierall three
languages unergatives cannot be formally non-dpéssive, just as passives and (lexical) reflexoamot be
formally active. For details, see Kallulli (1999pdn Albanian, Gianollo (2000, 2005) on Latin, ahéxiadou
and Anagnostopoulou (2004) on Greek.

®> Alternatively, the Albanian, Latin, MG counterpardf by-phrases are ambiguous betwemn and from-
phrases. While in Latin and MG the same word isduseth forby andfrom in passives and anticausatives,
Albanian has two distinct prepositions, nametyja and prej, each meaning bothy- andfrom. (Due to space
considerations, in this article | only usgathroughout.) Botinga andprej phrases are always interchangeable,
or have identical distribution (i.e., they entaiach other). Consequentlypy- and from-phrases are
indistinguishable in Albanian.
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Taken together, the arguments presented in this section, in partite fact that the
distribution ofby- andfrom-phrases in English cannot be captured by appealing merely to the
distinction between unaccusatives (whether anticausative or other) and passiwvell as the
fact that there are languages that altogether collapsdighiection betweerby- and from-
phrases, suggest that the significance granted to the fadiytphtases are sanctioned with
passives but not with anticausatives is simply not justified. dteigr that once we draw into
the picture languages that do not make the distinction bettwpeand from-phrases, the
ability to license ay-phrase irrespective of the ability to licensér@m-phrase cannot be
granted such a theoretical status as it has in studies that focus on the Enigéicpagsive. In
other words, if the ability of a passive verb to combine wibly-phrase is taken as evidence
for the existence of the external argument in passives (iotgp®f whether this argument is
syntactically expressed or implicit, depending on the theory), so shioel@bility of an
anticausative verb to combine witiram-phrase identifying the (external) cause of the event.
Under this view, anticausatives cannot be lexically reduced, cortwaGhierchia (1989,
2004), Levin and Rappaport Hovav (1995) and Reinhart (1996). | suggest theypheases
and from-phrases are more closely related than has been assumed irsidiscum the
sanctioning oby-phrases in passives in English.

Interestingly, as Clark and Carpenter (1989) note, children commoselyfras-phrases
instead oby-phrases in passives in English, too.

3 Two primitives and one account of the distribution of by- and from-phrases

The central claim of this paper is that the passive/anticgaesdistinction boils down to an
event-based difference, namely the difference between anty@nd a causative event,
which | contend is syntactically relevant. In other words, whileatteimpting an exhaustive
ontology of event types, | submit thett andcauseare two syntactic primitives.

Let us first consider the evidence for the primitive statiscbndcause

Many languages share the construction in (11), in which a dative @nne languages, a
genitive) combines with a non-active (or reflexive) core ymjdamong other possible
interpretations a reading that in previous work (Kallulli 2006) Vehaeferred to as
‘unintended causatior?'.

(11) Benit I-u thye njé vazo. (Albanian)
Berpar himc -NACT  breakaor.3s a vase
‘Ben unintentionally broke a vase.’

On the other hand, many languages also share the construction in (18, avdative

combines with a non-active (or reflexive) core yielding among attterpretations what in
previous work | have referred to as an involuntary state readimgened for lack of a better
alternative through ‘feel like’ in the English translation.

® The other possible readings are a possessor teédirvase of Ben's broke’), and an affected (ie tense:
benefactive/malefactive) reading (‘A vase brokeBmm’). | have shown in Kallulli (2006) that the atended
causation reading is not due to pragmatic factatssbreally part of the semantics of the verb {yothat is, the
sentences in (11) are not vague but truly ambigudherefore | will not dwell on this issue here dfieally,
though one argument for this view is presentech&rrtiown in this section.

" Indeed the construction has sometimes been reféoras thefeel-like construction’ (Dimitrova-Vulchanova
1999, Maru& and Zaucer 2004, to appear). Maéudnd Zaucer (2004, to appear) also provide an sixten
survey of previous analyses of this constructiaoss several languages.
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(12) Benit i-u héngér njé mollé. (Albanian)
Berpat himc -NACT ateAOR.3s  an apple
‘Ben felt like eating an apple.’

Formally, the sentences in (11) and (12) are identical. Yet, thitenpretations vary greatly.
Moreover, while the unintended causation reading is missing in (12),tbetinvoluntary
state reading and the unintended causation reading may obtain wahatiee same verb, as
illustrated through the Albanian examples in (13).

(13) a. Benit i-u thye njé vazo.
Bemat himc -NACT  breakaor.3s a vase
() ‘Ben unintentionally broke a vase’
(ii) *'Ben felt like breaking a vase’

b. Benit [ thy-hej njé vazo.

Bemat himc. breakNACT.P.IMP.3S a vase
() ‘Ben felt like breaking a vase’
(ii) **Ben unintentionally broke a vase’

Formally, the Albanian sentences in (13a) and (13b) constitute a rhipamathey differ
only with respect to their grammatical aspect. As is obvioam fthe glosses of these
sentences, Albanian has two forms for the past tense, which diffeeir aspectual value:
Aorist, which is aspectually perfective, and Imperfecfiv@nly the perfective sentence in
(13a) but not the imperfective in (13b) can get an unintended causatiomgre@dithe other
hand, with imperfective aspect only the involuntary state readinghduthe unintended
causation reading obtains. That is, the semantic complementadiyahvs. (13b) is effected
solely by the choice of the aspectual morpheme. Note, howevethéaerb in (13a) and
(13b) is what Levin and Rappaport Hovav (1995) refer to as an external causation verb.

Consider now the Albanian examples in (14).

(14) a. Benit i-u héngér njé mollé.
Berpar himc -NACT ateAOR.3s  an apple
(i) ‘Ben felt like eating an apple’
(i**Ben unintentionally ate an apple’

® In Albanian the non-active paradigm is built bymaying three different linguistic means with a gééfined
distribution. The definition of the distribution abn-active realization (adapted from Trommer 208%s in (i):

0) If the clause contains perfective:
express Non-active by choice of the auxiliary
Else: If the clause contains Tense (Present or Imperfattdi Admirative:
express Non-active by an inflectional affix

Else:  express Non-active by a reflexive clitic
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b. Benit [ ha-hej njé mollé.
Berpar himc. eatNACT.P.IMP.3s  an apple
() ‘Ben felt like eating an apple’
(i**Ben unintentionally ate an apple’

Formally, (14a) and (14b) differ from each other in exactly theesaay that (13a) and (13b)
differ, that is, with respect to their grammatical aspecy:ofil4a), which is a repetition of
(12), is aspectually perfective, whereas (14b), is aspectuallyfiecgee. However, in spite
of this difference, only the involuntary state reading but not theamded causation reading
obtains. That is, the semantic complementarity observed in (13d)38.does not replicate
in the examples in (14), despite the fact that morphologically ($4identical to (13a) and
(14b) is identical to (13b). The question then arises as to whyethansic complementarity
in (13a) vs. (13b) does not replicate in (14a) vs. (14b). The only possibénatiph must be
that non-active morphology interacts differently with differentiffiee) primitives. That is,
the (lexical, and consequently, syntactic) feature composition mala-lgat must be
different from that otboreak In fact, one such difference is already argued for in Levin and
Rappaport Hovav (1995), who distinguish between internal and external icauaat a
syntactically relevant meaning component. According to Levin and Rappdpeat/ (1995),
breakbut notea is an external causation verb. Capitalizing on this differened| &ssume
that breaktype verbs (or their roots) differ fromattype verbs (or their roots) in that the
former project a&ausefeature, whereas the latter act feature in the syntax. In other words,
the features [+cause] and [+act] represent two syntactittmes that reflect an ontological
event-type differenc& Note, however, that though | assumed that the features [+cause] and
[+act] inv have the status of syntactic primitives, in principle, one could treedefrom the
other through morphological operations that take place before the pyojettinese features
in the syntax. That is, under some version of the lexicaligbtinesis, one of these features
could be the outcome of lexical (de)composition. A case in point s¢hat though the verb
breakis a cause verb and widkteris paribugherefore project a [+cause] featurevjrdue to

a procedure such as event composition (Pustejovsky 1991) in the lexiEgonpifor to
syntactic structure building), it could project a [+act] featimethe syntax instead.
Specifically, if imperfective morphology is an event functor tinaariably shifts the event
type of a lexical item into an activity as | have arguedailulli (2006), then we could
explain howbreakprojects a [+act] and not [+cause] feature in syntax. So tlaeisdbat re-
iteration of a causative event (elgeakingevents) will yield an (e.goreaking activity.*°
This point is crucial for the derivation of the involuntary statelieg of (13b), which I will
however not dwell into here. (The interested reader is referred to KEIWB6), where | have
detailed the derivation of dyadic unaccusative constructions such as those in (13).and (14

Adopting the basic structure in Chomsky’'s (1995) shell theory, wheee “internal”
arguments of a verb occupy the positions of specifier and compleientvith the external
argument occupying Spec @®, the difference between a causative predicate and an activity
predicate can be depicted structurally as in (15) vs. (16). Thatless event composition has
applied previous to syntactic composititimeaktype verbs project a [+cause] featurevjas

in (15), wherea®attype verbs project a [+act] feature wn as in (16). In other words, |
contend thav contains at least one (lexical-semantic) feature encodingniodogical event
type of the verb, and further, that it is precisely the need sfféfature to be saturated, or

° See also Wunderlich (1997:56) and Doron (2003).

9 Interestingly, Davis (1997) and Demirdache (20@&jue that in Statimcets all activity predicatase
morphologically derived from causative predicates.
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checked off, that makes Spec @ an argumental position. Therefore, (non-oblique)
argument realization proceeds because of the need to checkicdf-Bxmantic features in a
predicate structure (here:and/or other heads involved in predication). Consequently, when
v contains a [+cause] feature, the argument in Sped’oiill be interpreted as Cause(r),
whereas when contains a [+act] feature \p the argument in Spec @P will be interpreted

as an Actor.

(15) The basic structure of a causative verb

vP
Spec:Causer V

////A\\\\
[+cause]
////A\\\\
Spec
////A\\\\

br(\a/ak compl

(16) The basic structure of an activity verb
vP

Spec:Actor vV

A

[+act]
/\
Spec
/\
V (Compl)
eat

Abstracting away from further details, in Kallulli (2006), | iehef non-active (and/or
reflexive) morphology as an operation that suppresses a featine syritactic structure of a
predicate. Building on this proposal, | claim that while the passiderived from an activity
predicate through suppression by special (e.g., non-active okivejlemorphology of a
[+act] feature inv, the anticausative is derived from a causative predicaiaghrsuppression
of a [+cause] feature m If non-active morphology suppresses the featunethrat encodes
the ontological event type of the verb, as | claim, when operatitigeostructures in (15) and
(16), it will suppress the [+cause] or the [+act] featurepeetvely. If, as | suggest, (non-
oblique) arguments are realized in the specifier positions dal@rojections whose heads
have at least one (lexical-semantic) feature that encodesntbigical event type of the
verb, it follows that no arguments can be realized in SpeP aince the feature [+cause] or
[+act] in it is stricken out by non-active morphology. That is, résaulting structures will be
strictly monadic (that is, containing only one internal argument), as in (17).
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(17)  a.Deriving the anticausative b. Deriving the passive
= R
\4 \4
P /\ r /\
<[+caus¢> /VP\ <[+aef> /VP\
Spec /\/\ Spec /\/\
\% Compl Vv Compl
break eat

However, in spite of the effect of non-active morphology, namelystigpression of the
feature [+cause] or [+act] m and the consequence that Spewmfis in this way rendered
inert, both the cause in anticausatives and the actor in passivd®e agalized obliquely,
namely in @&rom-phrase and hy-phrase, respectively.

Assuming that accusative case is assignedihat is, that accusative case is checked in Spec
of vP only) and, that the complementarity of theta-checking (Hes&a-feature-checking) and
case-checking is a general property of the theory (Bennis 2004 Btineio’s Generalization
follows trivially: the internal argument will need to have itse features checked by a higher
head, namely T, which assigns nominative.

The question however arises why languages vary with respect thewhieey obfuscate the
distinction between oblique actors and oblique causes, as is the ddbanian, Latin, MG,
English child language (Clark and Carpenter 1989) and OIld Englishrtioulate this
difference, as is the case in adult present-day English. One olliféer®nce between
Albanian, Latin, MG on the one hand and adult present-day English athiéreis precisely
the fact that in English anticausatives and passives arayslworphologically distinct,
whereas, as already pointed out, in Albanian, Latin and MG pasankeanticausatives are
often identical morphologically. That is, there might exist somelicational relation
between verbal morphology and the ability to distinguish betwgeandfrom-phrases (i.e.,
oblique actors and oblique causes). Specifically, the generatizzgems to be that languages
that collapse the morphological distinction between passives andusditves also fail to
differentiate betweehy- andfrom-phrases.

Consider now how the claim that the distinction passive vs. anticau$atls down to an
event-based difference can accomodate the factbtieatktype (i.e., causative) verbs can
passivize, as in (18).

(18) The window was broken by Pat.

Emonds (2000) suggests that due to the fact that English lacks alyéritd synthetic
passive, both verbal and adjectival passives are in a sense ‘tijggtval”’ than in languages
like Albanian, Latin and MG, which have a (partially) verbalité synthetic passive. Indeed
anticausatives are more eventive than passives in English, a padicatimnt be made for
Albanian, which as discussed above collapses the morphological distinetwween passives
and anticausatives. The idea then is that the passive in Engligemeance like (18) implies
that the breaking event was more sustained, or involved an activiat’'s part, as compared
to the breaking event in an anticausative, which happens spontaneoushgtamak. That
Is, the English passive, whether or not due to its special (adj@¢ctivgphology, induces an
implicature of activity, or open-endedness, even for external dawisaerbs, which is
obvious when comparing it to an anticausative like the one in (19).



A Unified Analysis of Passives and Anticausatives 179

(19) The window broke.

Note that the feature [+act] entails an actor, that is, aryimfdee question then arises how to
account for sentences such as (20) where a natural force,yndraetarthquake combines
with the prepositiory.

(20) The window was broken by the earthquake.

| suggest that these forces are conceptualized as animafgased to inanimate forces that
can cause breakage such as a construction fault, which is indeednonagical in aby-
phrase. Interestingly, judgments on a sentence like (21) va#tuse like pressure rising in a
by-phrase seem to vary.

(21) (?)The window was broken by the pressure rising.

My interpretation of this fact is that a cause like the on1n ¢ould be seen as a very slow
but nevertheless animate force, or else as a more stationegy lfo the former case it would
be acceptable inlay-phrase; in the latter it would not.

Turning to the distinction between passives/anticausatives on the onarttamdddles on the
other, | believe this is due to the presence of a dispositionattaapeperator in the latter.
That is, the middle construction is derived when the verb in thestesdn (17) is under the
scope of a dispositional operator (Lekakou 2005), such as the imperfective.

4 Thedistribution of purpose clauses and agent-oriented adverbsrevisited

Let us now turn to the facts illustrated in (4) and (5), repeated again hegs#oof reference,
namely that passives but not anticausatives can combine with pulposescand agent-
oriented adverbs.

(4) a. The boat was sunk to collect the insurance. (Roeper 1987:268, (3b))
b. *The boat sank to collect the insurance. (Roeper 1987:268, (3a))
5) a. The ship was sunk deliberately.
b. *The ship sank deliberately.

Virtually all existing work on this distinction takes thesets to indicate: (i) the presence of
an argument in the passive, which depending on the theory, is gitttactically expressed
(Baker, Johnson and Roberts 1989, Emonds 2000) or implicit (Roeper 1987, @rimsha
1990); and (ii) the lack of such an argument in unaccusatives (LedifRappaport Hovav
1995 and references therein).

However, all that purpose clauses and so-called agent-orientethadi@ is identify an
intention-bearing (i.e., animate) event participant as the sourceitiation of the event
named by the verb. Passives, but not anticausatives, control into pugaess@and combine
with agent-oriented adverbs because purpose clauses and agentt@ikaids simply make
reference to participants capable of intentionality (i.e., acténs). as was stated earlier,
unlike [+cause], the feature [+act] implies an actor, that isaricipant capable of wilful
agency. However, this does not entail that the animate particippassives is a non-oblique
argument. One obvious alternative is that the animate participenisheot introduced by a
non-oblique argument, but bybg-phrase, and this may in turn be either overt or implicit. If,
as established in section 3.1, animate causers are disallowedramn-phrases in English
and, anticausatives only license from-phrases but not by-phrases, hthanability of
anticausatives to combine with purpose clauses and agent orientethsadeows
straightforwardly without further stipulations. Further evidence tha view that it is the
animate participant in an overt or implicit by-phrase thatrotstinto the purpose clause
involves the fact that whenever a purpose clause is licit, a by-phrase caertedinsgertly.
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Note in this context that agent-oriented adverbs are not incongatiltth unaccusative
syntax. The ltalian examples in (22) show that the unaccusative cedere ‘fall’ and
rotolare ‘roll’ continue to exhibit the characteristic essdr@ {vs. avere ‘have’) selection,
even in the presence of an adverb like “on purpose”.

(22) a. Gianni é caduto /*ha caduto apposta. (Folli and Harley 2004: 47)
John is fallen / has fallen on purpose.
b. Gianni rotolato / *ha rotolato giu apposta.
John is rolled / has rolled down on purpose.

The example in (23) shows that the same fact holds in Germatnassed by the fact that
the auxiliary sein ‘be’ and not haben ‘have’ is selected.

(23) Peter st/ *hat absichtlich  eingeschlafen.
Peter is/has deliberately fallen asleep
‘Peter fell asleep on purpose’

To account for the facts in (22) and (23), | suggest that the smtaajlent-oriented adverbs
here do not necessarily tell anything about whether the evetiemts that they modify
really act agentively (i.e., intentionally). These adverlesrather interpreted at the pragmatic
interface, that is, they merely provide information on the betiefse utterer of the sentences
in which they occur.

5 Conclusion

In this article |1 have discussed a variety of — to my knowledgew empirical arguments,
which show that the picture depicted for the passive in Englishtes igiosyncratic, and that
the properties that have attained the status of identificatiotedi@rof the passive are simply
not revealing or even maintainable when looking at other languagesrticulaa, unlike
generally assumed, neithley-phrases nor purpose clauses or agent-oriented adverbs witness
the presence of a non-oblique argument (either implicit or sycadlgtiencoded, depending
on the theory). In contrast, the analysis that | have laid out hexesi¢he properties of the
passive and anticausative both in Albanian and English uniformly. Thecoaatusion here
Is that universally anticausatives and passives differ only w#pect to the ontological event
type feature inv which can be affected by morphological operations in the syntas. T
distinction betweely- andfrom-phrases in English is a simple reflection of this featul®- a
phrase introduces an oblique actor upon suppression aftlieature inv, whereas drom-
phrase introduces an oblique causer upon suppression cdubefeature inv. | have shown
that the English verbal passive can be made more compatibletsvitbanian (or Latin and
MG) cousin by relegating the differences to simple combinatpraperties of verbs and
prepositional types and their interactions with other event functhishvare in turn encoded
differently morphologically across these languages.
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Abstract

This paper discusses a semantic analysis of thmemaic types of Englisleach, namely,
floated each, binominaleach, and prenominagach. It is argued that floateeach consists of two
parts, a quantifier and an inaudible element whiclctions as its restrictor, which together form a
tripartite quantificational structure when they qmse with the predicate. Binominedch and an
associated NP such aswo topics (which is generally called the ‘distributive sharare
syntactically analyzed as forming a subject-predicaelation within a DP in which the NP
undergoes so-called ‘predicate inversion’. Semalgichbinominaleach is analyzed as having the
same semantic value as floatesth, while prenominakach is shown to have a different logical
type from floated and binominahch. As can be seen from analogous constructionines
Romance languages, it does not lexically containgstrictor.

1 Threetypesof each

Englisheach can occur in several distinct syntactic contexts, three of wanetexemplified
in (1)

(1) a. Prenominaach
[Each student] picked two topics.
b. Floatedeach
The students havedch picked two topics].
c. Binominaleach
The students picked [two topiesach].

Each exemplified in (1a) occurs in a prenominal position and forms a &m@onstituent
with the following NP, whose head noun must be singtach exemplified in (1b) occurs in

a preverbal position on the surface. This is a so-called floatediftrrafiQ), like floatedall

and floatedboth. In the syntax literature (e.g. Sportiche 1988), an FQ comistnusuch as
(1b) has generally been taken to be related to the prenominal gpragdifistruction in (1a)
via a transformation. Under such a hypothesis, the FQ is unddylgrdgterminer, only it is
dislocated in the surface formOn the other hand, in the semantics literature FQs have
generally been analyzed as adverbial elements (e.g. Link 1983y Row Brodie 1984,
Roberts 1986, Junker 199@ach exemplified in (1c) always occurs right-adjacent to an NP,
which almost always contains a numeral. Tdéash is generally referred to as binominal
each (sometimes also as shiftedch) (e.g. Safir and Stowell 1987, Choe 1987, Moltmann
1991, Zimmermann 2002a,b). In the syntax literature it has been shatmnominaleach
forms a syntactic constituent with the NP left adjacent to it.

1 In this paper we do not discuss other typesaoli such as that in reciprocedch other.

2 Under Sportiche’s (1988) stranding account, thengjfier and its associating NP are generatedB a the
VP-internal subject position (Spec VP), and in & $entence the quantifier remains in this posititren the
NP moves to spec IP position so that EPP featusebahecked.
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On the surface, then, prenomiregich looks like a determiner, floateghch looks like an
adverb, and binominadach looks something that is neither a determiner nor an adverb.
Nonetheless, it is not the case tkath may occur just anywhere. Rather, the positions in
which each appears are quite limited. The simplest hypothesis isetdht has a single
semantic value and logical type. Thus, the goal of all analyseacbfis to show how its
distribution can be captured while maintaining this basic assumpfidnis is the objective of
this paper as well, though we will not quite reach it.

In attempting to formulate a unified analysis of each, it candeful to start with the native
speaker intuitions of a linguist. Consider the following observation of Vendler (1966):

(2) “....the phraseach one of them is somewhat redundant. It looks asath here already
impliesone and draws our attention to individual elements....” (p. 76)

Vendler's observation suggests that something similar to thaingeaf one may lie hidden

in the lexical content ofach. That is,each might actually mean something like ‘each one’.
Such a hypothesis becomes quite plausible when we considemthat®s of the floated
numeral quantification in a language that has such FQ, naaygdydse. A Japanese numeral
e.g. san ‘three’ systematically co-occurs with a classifier engn ‘CL’ (unit for counting
human individuals). According to Kobuchi-Philip (2003), the classifier functiassthe
restrictor for the numeral, denoting a set of just atoms. Thus, nuquenatifier san-nin ‘3-
CL’ refers to ‘three individuals (persons)’. This hypothesis camxiended to F@ach by
analyzing it as consisting in the quantifiesich plus a phonetically null, atom-denoting,
restrictor. This is the hypothesis we will develop in this papet.us start by reviewing the
background assumption of the hypothesis, that is, the analysis ohed3apaumeral
guantification proposed in Kobuchi-Philip (2003).

2 Japanesefloated numeral quantifiers

As mentioned earlier, in the syntax literature it has frequdrgen suggested that the FQ is
transformationally derived from a prenominal quantifier, i.e. thist & dislocated determiner
(e.g. Sportiche 1988, Kitahara 1992). However, in the case of the Jalaatsd numeral
guantifier (FNQ), there is strong evidence that, syntacticil,FQ must be an adverb. The
reader is referred to Kobuchi-Philip (2003) for a review of thdastic evidence supporting
this claim. Here we give just one piece of particularlykstg evidence, originally noted by
Fukushima (1991). As shown in (3), the Japanese FNQ can be coordinated withnary
adverb:

(3) a. shoonin-ga gan-nin] katsu [tashikani]]
witnessNoM 3CL and certainly
sono jiko-o mokugekishita
the accidemtcc witnessed
(lit.) ‘Witnesses [three and certainly] witnessed the accident.’
‘Three witnesses certainly withessed the accident.’

b. Mary-ga raamen-o
M-NOM  soup noodlecc
[[san-bai] katsu [kireini]]  tairageta
3ceL  and completely ate up
(lit.) ‘Mary ate up soup noodles [three and completely].’
‘Mary ate up three bowls of soup noodles completely’
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In (3a), the FNQsan-nin ‘three persons’ is construed with the subject ‘witness’, bu it i
coordinated with the adverbashikani ‘certainly’. We might literally translate (3a) as
“Witnesses three and certainly witnessed the accident.” pourea its meaning with a
grammatical English sentence, however, we must say somelikmd‘three witnesses
certainly witnessed the accident.” In (3b), the F&@-bai ‘three bowls’ is construed with the
direct object ‘soup noodles’ and this FNQ is coordinated with an aduerhi ‘completely’.
Again, literally, this sentence means “Mary ate up soup noodles #me completely.” In
sum, the fact that an FNQ can be coordinated with an adverb stsarggests that the FNQ
is itself an adverb.

Next, observe that the classifier in the Japanese FNQ isneatly significant in that it
functions as the restrictor for the preceding numeral. Consider (4):

(4) a. gakusei-ga, gun kita. - 5: the number of persons
studentNom 5€L came
‘Five individual students came.’

b. gakusei-ga, goumi kita. - 5: the number of groups
studentvom 5L came
‘Five groups of students came.’

The sentences in (4a) and (4b) form a minimal pair in which the diffgrence is the
classifier. In (4a), the classifier mn, a unit for counting people, and the sentence means that
five individual students came. In contrast, in (4b), the class#ikami, a unit for counting
groups, and the sentence means that five groups of students cameQ Toenid refers to

five persons, and the N@Qo-kumi refers to five groups. This shows that what the numeral
counts is precisely what the classifier refers to. Ounxl#nen, is that the classifier actually
denotes a set of objects, just like an ordinary noun, and functions assthetor for the
numeral.

Next, we will show that the nuclear scope for the numeral inngseaFNQ quantification is
the predicate denotation. Consider the sentence in (5a):

(5) a. [narande hashitteitasuu-dai-no torakkupp-ga
in a row running several--NO  truckNom
(prenominal NQ)

[san-dai gaadoreeru-ni butsukatta] (Inoue, 1978)
3<L  guardrail-to hit
(FNQ)

‘Three of the several trucks that were driving in tandem hit the guardrail

b. Conservativity test
Threedai-objects (i.e. machines) aglai-objects that hit the guardrail.

(5a) is an example of a special construction in which a prenom@aiid an FNQ appear in
the same clause. The classifier in both NQs igai which is a unit for counting machines.
San-dai ‘three dai’, refers to three machines. Now, consider whatuheral 3 of the FNQ is
counting. This sentence can be translated into English as “thriee séveral trucks that were
driving in tandem hit the guardrail.” Thus, ‘three’ counts the nurobenachines that hit the

® Note that the co-occurrence of a prenominal NQamé&NQ in a single clause cannot be accountedrfder
the stranding account of the FQ, since under ttésant the quantifier appears either in the strdnmiesition or
the prenominal position (in case it moves alondnhie associating NP), but never both at the same t
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guardrail. That is, ‘three’ is the number of things that have theeptiep of being a machine
and being a guardrail hitter. The classifier denotation and thecptedienotation intersect
with each other, and the numeral of the FNQ indicates the numbeerokrms in this
intersection. Thus, the predicate denotation is the nuclear saopdl@ quantification. This
analysis is supported by the conservativity test in (5b). Natethe subject, ‘several trucks
that were driving in tandem’, is not part of the meaning of &hat all. FNQ quantification
has nothing to do with the material outside the verbal domain. To sunemtre Japanese
FNQ is an adverb, and the three components of FNQ quantification are as shown in (6):

(6) Quantificational Analysis (Q=Quantifier, R=Restrictor, NSehar Scope)

S
/\
FNQ VP
N
Num CL
O 0 0
Q R NS

The numeral, the classifier, and the predicate, function as the fegratitie restrictor and the
nuclear scope, respectively. Note that under this analysis the aquaittifal structure is
directly mapped from the surface syntactic structure, strathering to the principle of
compositionality.

One point that calls for some elaboration is the observation thatabsifier must denote a
set of atoms. In other words, it must be a singular term. Thalethetation of the restrictor is
a set of atoms is a basic logical requirement for countingnameration in general (e.qg.
Kratzer 1989, Chierchia 1998, Landman 2000). Consider the verification ofmgishe
sentence such as (7a) with respect to a context containing boysand d. Under the
traditional analysis of numeral quantification, for (7a) to be theee must be (at least) three
elements in the set of boys which are also elements in thef sadividuals who jumped.
Now, assuming that the denotation lmdys is as shown in (7b), which includes atoms and
sums, consider two hypothetical verifications of (7a), namely (7c) or (7d):

(7) a. Threeboysjumped.
b. [[boys]] = {a+b+c+d, atb+c, a+b+d, a+c+d, b+c+d,
a+b, atc, atd, b+c, b+d, c+d, a, b, c, d}
C. [[boys]]n [[jumped]] = { atb+c+d, c+d, d }
d. [[boys]]n [[jumped]] ={c+d, c,d}

In both (7c) and (7d), there are three elements, thus numeral figadioth yields truth.
However, if we count the number of boys in these three element&advenat in (7c) there
actually are four of them, and in (7d) there are only two, ratter three. The discrepancy
between the number of elements and the number of individuals are summarized in (8):

(8) 7c - number of quantified elements =3 (namely atb+c+d, c+d and d)
number of boys =4 (namely a, b, c and d)

* Here we use a plus sign to represent the sum dyniblis corresponds to the plus sign within aleiia Link
(1983), and the square union sign in Landman (2000)
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7d - number of quantified elements =3 (namely c+d, c and d)
number of boys =2 (namely c and d)

The problem is that all sentences of the form [three boys Xaddre X is any predicate, are
wrongly predicted to be true of any situation as long as the nuaofliee elements is three,
regardeless of the number of boys involved. In order for the noun ghreseoysto have its
true meaning, the numertree must count only individual boys, not any collection of boys.
For this to happen, we must have a model in which x-many elemerds ®mhany
individuals in them. In short, what is required is to exclude sums tinemmestrictor. Let us
call this the ‘atomicity condition’ (on the restrictor of the nuabeguantifier). In order to
satisfy the atomicity condition, we must have an analysis of ralmgaeantification in which
the restrictor includes only atoms, i.e. a denotation such as (9):

9 {a/b,c,d}
In conclusion, the Japanese FNQ quantification has the following semantic gsperti

(10) The semantic properties of Japanee FNQ quantification
a. Japanese FNQs are adverbs of type <<e,t>,<e,t>>.
b. FNQs contain a classifier, which functions as the restrictor, ans fornparite
guantificational structure with the predicate.
c.  The restrictor denotes a set of atoms.
d. FNQ quantification is computed within the verbal domain.

3 Floated each

Adopting the above account of Japanese numeral quantification, let usonsider English

each. If we assume that the Japanese FNQ has the properties Heat because it is an
ordinary sub case of FQs in general, as assumed in the liegrdtan we might expect the
basic semantic properties of the Japanese FNQ to be found insallr=Qther words, rather
than treating the Japanese FNQ as an exception, let us consigesdiglity that it is the

norm. As with any norm, we expect to find marked exceptions in one@dgegor another,

but, generalizing from (10) above, we obtain the following hypothesds #se general

semantic properties of the FQ:

(11) The hypothetical general semantic properties of FQ quanbficati
a. FQs are adverbs of type <<e,t>,<e,t>>.
b. FQs contain a nominal element that functions as the restrictor and forms a
tripartite quantificational structure with the predicate.
c The restrictor denotes a set of atoms.
d. FQ quantification is computed within the verbal domain.

The first claim of the hypotheses in (11a), which is taken for granted ih afube semantics
literature, has abundant empirical motivation not only from Japanesadoufrom English
and other Indo-European languages (e.g. Doetjes 1997). The second qlairh)icalls for

® For example, in a language such as Straits Safisidverbial quantifier occurs as a morpheme tathto a
verb (Jelinek 1995). The precise quantificationaéchanism of such a language must be examined and
considered in comparison to other languages. Hwenggver, we limit the scope of our examinatiorkEtgglish
floatedeach.
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some independent motivation, a matter we will address shortly. thifdeclaim in (11c) is
simply the atomicity condition discussed above. Finally, (11d) is a coratigf1la-c)’

Let us now consider how English F&ch can be analyzed in accordance with (11b). Since
there is no overt classifier adjacentdach in (12a) below, we must assume that element
denoting the restrictor is phonetically null. Given this auxiliasyuanption, (12a) is analyzed
as (12c), on a par with the analysis of a Japanese FNQ, as schematicadigeat in (12b).

(12) a. The students each picked two topics.

b. Host NP [ Floated NQ Predicate | (Jegmne
N
n CL
O O O
Q R NS
c. Thestudents [ each [picked two topics]].
N
each one
0 0 0
Q R NS

Under this analysisgach is taken to be semantically a combination of a quantifier and its
restrictor’ The inaudible element is taken to mean somethingdiiiee Thus, literally,each
literally means ‘each one’, in accordance with Vendler's immit This analysis receives
some indirect support from the following Romance language data:

(13) a. Lesenfants ontchacun acheté deux bonbons. (French)
the children have each+one bought two candies
‘The children each bought two candies.’

b. Los estudiantes escogieaada uno dos temas. (Spanish)
the students picked each one two topics
‘The students each picked two topics.’

As shown here, in these languages the lexical element correspdodimglish floateaach

IS associated with an overt nominal element meaning ‘one’. Assuithieg, that these two
elements correspond to the first two components of quantificationtgasonable to assume
that they form a tripartite quantificational structure with fivedicate, with the predicate
functioning as the nuclear scope.

Pursuing this line of analysis, the constituent structure of areR@rsce such dhe students

each picked two topics would form the semantic tree shown in (14a). For concreteness, we
propose that the semantic valueeath is as shown in the second line of (14b). The complete
interpretation yields a distributive reading, as shown in (14c):

® we speculate that (11d) is the defining propertyhef FQ in general. That is, the FQ is distincirirthe
quantifier which composes syntactically with a noatielement (e.g. prenominal and/or determiner tifiem)
in that it composes directly with the predicate.

" Note that so-called adverbs of quantificationhsasalways and sometimes can also be taken to consist of
morphological combination of a quantifier and #strictor:
0] all + ways (i) some + times

Q R Q R
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(14) a. the students each picked two topics t

T

the students e each picked two topics <e,t>

T

each <<e,t>,<e,t>> picked two topics <e,t>

b. pickedtwotopics: Ax{ p2t(x) ]
Oeach: AP t:AXLK[KO(ATN P)O+K=x ]

0 (AT = the set of atomic individuals)
each picked two topics: AXLCK[K O (ATn p2t) 0 +K=x ]

(the students: o(*student) 0="supremum)

W

the students each picked two topics: [K[K O(ATn p2t)+K=o(*student) ]

c. Ifa, b, and c are the students in the domain of discourse,
then o(*student)=a+b+c,
thus,[K[K O(AT n p2t)H*K=0o(*student)] =[K[K O(AT n p2t) HK=a+b+c ],
i.e. a = an individual two-topic picker
& b = an individual two-topic picker
& ¢ = an individual two-topic picker

In the proposed semantic valueeath in (14b), P represents an <e,t> element which denotes
a set containing both atoms and sums. Here P picks up the valuepoédieatepicked two
topics, i.e. the set of two-topic pickers. This could include two-topic pickdre are not
students, but it also includes both the individual two-topic pickers antheafl sums. AT,
which represents a set of atomic individuals, intersects higlset and this intersection is the
set which contains only the atomic individuals which are two-topiepsc Thus, if a, b, and
c are the students in the domain of discourse, and if the sentetroe,ishen these three
elements are in the intersection. The formula in (14c) stateshina is a set K which is a
subset of the intersection. Thus, if we designate K to containsphea, b, and c, then the
sum of the elements of this K turns out to be identical with theesupn denoted byhe
students. When the sentence is true, this is how its truth conditions tiséiesh Note here
that AT is part of the lexical value @hach, rather than being introduced by an additional
operator. Under this analysis, the restrictor is part of thedegbntent of the quantifieach.

Its function is to form a singular term denotation out of a plural term denotation.

4  Binominal each

Next, let us consider binominedch, an example of which is shown in (15):

(15) The students picked [ _two topics each gp.
distributive key distributive share

In such a sentence, the subject b€ students is generally called the ‘distributive key' and
the NP containing a numeral, nameWo topics, is called the ‘distributive share’ (Choe
1987). In one of the few syntactic analyses of this constructior, &adi Stowell (1987)
show that the NP containing the distributive share forms a symtamtistituent witheach.
Semanticists have handled binomiseath in various ways (e.g. Choe 1987, Moltmann 1991,
Zimmermann 2002a,b). Let us consider the most recent analysis, iteof iaamermann



190 Mana Kobuchi-Philip

(2002a,b). Here the nominal constituent containing the distributive shéeach is analyzed
as a DP as shown in (16a). The proposed syntactic analysis is as shown in (16b):

(16) Zimmermann (2002a,b)

a. The students picked [two topics eagh]

b. DP
T
the studentspicked .... B PrP
T
DP Pr
PN N
2 topics B¥P% PP
t QP
Q NP
0 H
(& is an NP-proform) each ¢

c. Each student picked two topics.

According to Zimmermann, there is a small clause inside thevDopics each, represented
as a Predicate Phrase, and its subjestagopics. The predicate, on the other hand, is taken
to be each, which has the proform complemeat This proform is coindexed with the
distributive key, i.e. the subjethe students. In this way,each and the distributive key are
semantically related. Thus, Zimmermann basically treats the binoeaittatentence (16a) as
semantically equivalent to the corresponding prenoneawdl sentence in (16c).

It seems reasonable to assume that the nominal constitetopics each is a DP, given that

a verb such apicked is a transitive verb. Furthermore, the small clause anatyseartainly
plausible. In the syntax literature, there is a substantial anwumsearch devoted to so-
called ‘predicate inversion’ within DP, which assumes the presainaesmall clause within

DP. This line of analysis has proved to be quite useful in accountingafa in languages
such as English and Dutch (Kayne 1994, Den Dikken 1995, 1998, Bennis, et al 1998, Corv
1998, 2001). Thus, Zimmermann's approach is attractive in principle.riNeiless, we
propose a modification.

First, consider the subject-predicate relation inside the srhzalte If the subject isvo
topics and the predicate mach, then what would a maximally simple representation of this
subject-predicate relation be? Consider (17):

(17) The underlying proposition in [two topics each] (according to Zimmermann)

Subject two topics

Predicate each
Proposition 1 Two topics are each.
Proposition 2 Two topics are (for) each (of the students)

Proposition 1 is incomplete. Including the profoeroo-indexed with the distributive key, we
arrive at Proposition 2. However, here we have to provide a significaaning component,
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namely ‘for’ in order to make sense of Proposition 2. What we wistlaim here is that a
much more natural and empirically sound analysis would be as follows:

(18) The underlying proposition in [two topics each] (according to our analysis)

Subject each (one)
Predicate two topics
Proposition Each one is (a set of) two topics.

The basic intuition in (18) is thagach is not directly related to the distributive kéye
students. Rathereach is again analyzed as containing a hidden lexical component meaning
one, so that the meaning of binomiregch is analogous to ‘each one’. The motivation again
comes from the French and Spanish data, where the binoeaictalconstruction overtly
contains the meaning component ‘one’:

(19) a. Lesenfants ont acheté deux bonbohecun. (French)
the children have bought two candies each+one
‘The children bought two candies each.’

b. Los estudiantes escogiecon dos tetada uno. (Spanish)
the students picked two topics each one
‘The students picked two topics each.’

The idea we are pushing here is teath understood literally as ‘each one’ refers to the unit
of the distributive share which is distributed over the distributive kieg.predication relation
betweeneach and the NP containing a numeral, then, is a proposition about the quantity of
objects in the distributive share. This is quite distinct from Zammann’'s underlying
proposition in (17). In (17), the distributive share is taken to beubjed, and the predicate

is are (for) each (of the students). This proposition is about the distribution itself and what the
distributive share is distributed over.

Let us now consider more closely the claim that a binongaai sentence such as (19a) is
semantically equivalent to a prenomieath sentence such as (19b):

(19) a. The boys bought three sausages each.
b. Each boy bought three sausages.

This equation results precisely from the syntactic analysis in veaathis associated with the
distributive key by coindexation. Putting aside the fact this coetttex seems rather ad hoc
and inconsistent with a strict interpretation of the principle of pmsiionality, the
hypothetical equivalence of (19a) and (19b) clashes with nativeespetuitions that there is
some difference between these two senteh@sr analysis captures this intuition because
we argue that, just as the surface forms suggest, prenagaghatomposes first witlstudent
while the binominakach composes first witlwo topics. Pursuing this line of reasoning, we
are all the more motivated to formulate distinct semantic aeslyor the two syntactic
constructions.

In view of these considerations, we suggest that the syntactitusérad the binominagach
construction is as shown in (20):

® One difference that can be identified is that doenain presupposition @hch is already set bthe boys in
(19a) before interpretingach, whereas in (19b) quantification and presuppasiaccommodation must occur
simultaneously (thanks to Bill Philip p.c. for ptimg this out).
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(20) Predicate inversion analysis : e.g. Kayne 1994, Den Dikken 1995,
Corver 1998, Kobuchi-Philip 2004

a. DP b. DP
RN N
N N
D FP D FP
N SN
PN NUmP
F XP(=SC) _N_F+Xi XP(=SC)
T 2topics
QP QP
U X NumP U § t;
each PN each
2 topics

Here,each is the subject and8topics is the predicate in the small clause within DP, as shown

in (20a). Subsequently, the predicate NumP is raised over the
predicate inversion, as shown in (20b).

subject mstance of

When the syntactic structure in (20b) is semantically intexdrehe only structure visible to
the interpretation mechanisms is the basic constituent strudtavensin (21a). Here, we
assume the presence of an inaudible determiner whose position corregpdimeldiead D
position in (20b). Assuming the same denotatioreawh as floatedeach, we obtain the

interpretation of the binominahch sentence as shown in (21b):

(21) a. the students picked two topics each t

the students e picked two topics each <e,t>

picked <<<e,t>t><e,t>>

N

O(a <<e,t>,<<e,t>t>>)

two topics <e,t>

two topics:  Axd 2t(X) ]

0 each: AP tAYLK[KOATN P)O+K=y ]

o

two topics each: AYy[K[KO(ATn 2t) 0+K=y ]

0 a )\P<e,t>)\Q<e,t>[ke[P(X)DQ(X)]

o

(@ two topicseach: AQIX[LK[K (AT n 2t) O +K=x ] 0Q(X)]
O picked: ATcce s AV T(AS](picked(s))(V)])]

o

two topics each <<e,t>,t>

two topics each <e,t>

each <<e,t><e,t>>
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picked two topics each: AV[[X[(AT n2t) [0 +K=x ] ((picked(x))(Vv)]
0 thestudents. o(*student)
0
the students picked two topics each:
X[ CK[K O(AT n 2t)+K=x] [(picked(x))(o(*student)]

c. Ifa, b, and c are the students in the domain of discourse,
anda is a set of two topics arftlis another set of two topics in the set K,
then o(*student)=a+b+c, and x e+f3,
thus, [ X[ CK[K O(AT n 2t)(+K=a+p] O(picked(x))(o(*student)]
=[K[K O(AT n 2t)[(*+K=a+3] (picked@+p))(a+b+c)

An example verification of the logical representation in the liast of (21b) is partially
shown in (21c). The last line of (21c) can be described as follaypgdSe student a picked a
set of two topicst, student b picked a set of two toprsand student ¢ picked a set of two
topicsp (e.g.a represents the Civil War and the slavfdyepresents Vietham War and the
Hippie movement). Thus, K can be determined to cortaend 3. Then, (picked {+f3))

denotes a set containing everypicker andB-picker, and all their sums, which then include
the sum a+b+c.

Note that, under this analysis, binomieath is of type <<e,t>,<e,t>>, just like floatedch.

In both cases, the quantifier is assumed to contain a hiddeallegmponent which denotes
a set of atoms and which functions as the restrictor. Howevele \iloated each
syntactically composes with a verbal predicate, binongaeth syntactically composes with
an NP. This allows a unified analysis which is more strictisnpositional since semantic
interpretation is closely related to the surface form. In tb&t rsection we examine
prenominaleach, which turns out to be quite distinct from the two typesazh we have
discussed so far.

5 Prenominal each

Let us now consider prenomingdch. Since we have shown how floated and binoméaah

can be taken to have identical semantic value, we mighhpgitteo extend the analysis to
cover prenominakach as well. However, prenominahch in fact looks quite distinct from
floated and binomina¢ach. Again, the clue comes from the Romance languages. Consider
(22):

(22) Three types adach in French, Spanish and English

Floated/Binominal Prenominal
French chacun chaque (N)
Spanish cada uno cada (N)
English each each (N)

As we observed earlier, in French and Spanish, the lexical eiemiich correspond to
English floated and binominahch arechacun andcada uno, respectively, which include the
overt meaning component ‘one’. However, this component disappears in the pranose

of the same lexical item. This suggests a sharp distinctitmeba floated and binominal
each, on one hand, and prenomireaich, on the other. Specifically, it seems to be the case
that prenominakach does not contain a hidden lexical component denoting a set of atoms
that functions as the restrictor. Recall now that the origiredam for positing a hidden
classifier-like element for floateghch follows from our hypothesis that F€ch needed this
restrictor in order for the three components of FQ quantificaticepppdy within the verbal
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domain. Thus, if prenominahch does not contain a restrictor, an immediate question is what
functions as the restrictor and the nuclear scope.

In fact, prenominakach must be followed by a singular noun. This is also the case mtlrre
and Spanish and a singular noun denotes a set of atoms (Link 1983, Landman &800). T
suggests that, in accordance with the traditional analysis, nigelai noun adjacent to it
functions as the restrictor for prenomirggch. Assuming that prenominadach and the
singular noun adjacent to it are a quantifier and its restritt®@mpredicate must be the nuclear
scope, as shown in (23):

(23) Each boy picked two topics
0 0 0
Q DoQ NS

If this is the case, prenominedch does indeed seem to be a determiner. This explains why
prenominaleach cannot co-occur with a determiner, as illustrated in (24a), anddhsraint
applies to the analog efch in the Romance languages as well, as illustrated in (24b,c):

(24) a. *theeach N
b. *le chaque N
c. *decadaN

To account for the determiner status of prenom@aah, we hypothesize that heeach the
guantifier has incorporated into the definite determiner, as shown in (25):

(25) each boy

[the each]
In the syntax literature, a quantifier suchaishas been argued to occupy the head position of
QP, which is generally assumed to be generated above DP as the top-niwstl iiajection
within the nominal domain, as shown in (26a) below. Such a structure axéoutite word

order of the phrase suchaséthe students:

(26) The internal structure of the nominal domain (Giusti 1991, Shlonsky 1991, etc.)

a. QP b. QP
N
N N
Q DP Q ad
U /\ U
all PN each
D NP
O "
the PN
N
O
students

We could assume that floated and binomaagh occupy the same Q-head position as shown
in (26b) and that this QP is inserted in the appropriate positions settience structure (a



A Unified Semantic Analysis of Floated and BinomiRkath 195

VP-adjoined adverbial position for F€ach, and subject position within DP for binominal
each). However, since prenominehch combines with a noun and has lexically merged with
the definite determiner, we suggest that prenoneaeti is not a Q-element but a D-element,
as shown in (27):

(27) DP
N
D NP
0 PN
each PN
N
0
boy

The semantic tree for a sentence with prenomeaah would look like (28a) below. We
suggest that the denotation of prenomieadh is as shown in the first line of (28b). The
outcome is as shown in (28c):

(28) a. each student picked two topics t

each student <<e,t>,t>  picked two topics <e,t>

T

each <<e,t> <<e,t> t>> student <e,t>

b. ea.Ch )\P<e,t>>\Q<e’t>[ P |:| Q ]
O student: AXe[student(x)]
0
each student: AQJ student(x)J Q ]
0 picked two topics: Axp2t(x)]
0
each student picked two topics:  Ax [student(x)]0 Ax[p2t(x)]

c. student : {a, b, ¢}
AX [student(x)]O0 Ax[p2t(x)] : a = an individual two-topic picker
& b = an individual two-topic picker
& ¢ = an individual two-topic picker

Prenominaleach first combines with a singular noun, in this casglent. This denotes a set
containing only atoms. If there are three students in the domaincoluds®, then it denotes
{a, b, c}. This singular noun functions as the restrictor and it iatésswith the predicate
denotation, though the intersection is itself the set denoted by thdasinoun. That is, itis a
subset of the predicate denotation. Thus, each member of the set dnthedsingular
noun, namely a, b, and c, is an atom and has the property of having picked two topics.

6 Summary and further questions

In this paper, we have examined three manifestations of the [Enekizal elemeneach,
namely, floatedeach, binominal each and prenominakach. On the basis of a general
mechanism of FQ quantification induced from a recent semardlgsis of Japanese floated
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numeral quantifier, we have proposed that English floamch lexically contains an
inaudible nominal element which denotes a set of atoms and whichofuises the restrictor.
As for binominal each, we modified the syntactic analysis suggested by Zimmamma
(2002a,b) by means of a predicate inversion analysis. That allowa smpler unified
account of floated and binominahch that is more strictly compositional than previous
accounts and that accords with native speaker intuitions. Prenagaghalhowever, turned
out to be distinct from the other two typeseath in the sense that, as suggested by Romance
data, it does not contain the restrictor as a lexical componergadhgirenominatach was
analyzed as a determiner quantifier in the traditional sexcepethat, under our analysis it
derives morphologically from F@ach. This derivation, which is probably historical rather
than synchronic, is possible because the right-adjacent nounusasiagd therefore can be a
proper restrictor (satisfying atomicity condition).

The analysis given here is based on some novel assumptions. Obvioestyassumptions
themselves require more thorough examination. Furthermore, under oumsisanglg
denotations of floated and binomirgdch are very different from that of prenomingdch.
The syntax and the syntax-semantics interface issues of preheagnanust be investigated
further. Specifically, future research questions posed by oursisale: How can determiner
each be analyzed as deriving from the internal components of faatgh? What properties
of UG makes this possible or obligatory? These are entirelyquestions since in all prior
research it was assumed, without question, that FQs derive from determiners.
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Abstract

We propose a compositional analysis for sentenédkeokind “You only have to go to the
North End to get good cheese”, referred to asSthificiency Modal Constructioin the recent lit-
erature. We argue that the SMC is ambiguous depgrat the kind of ordering induced byly.

So is the exceptive construction — its cross-lisicicounterpartOnly is treated as inducing either
a ‘comparative possibility’ scale or an ‘implicatitvased’ partial order on propositions. The prop-
erties of the ‘comparative possibility’ scale expléhe absence of the prejacent presupposition
that is usually associated witimly. By integrating the scalarity into the semantitthe SMC, we
explain the polarity facts observed in both vasaot the construction. The sufficiency meaning
component is argued to be due to a pragmatic infexe

1 I ntroduction

Adverbial only has been recently argued to require special treatment wharring in sen-
tences expressing sufficient condition. The following sentence disstissed in (von Fintel
and latridou 2005), proved to be problematic for the existing analysegyof

(1) To get good cheese you only have to go to the North End.
According to the observation in (Bech 1955/57), sentences like (1) are equivalent to:
(2) To get good cheese it suffices to go to the North End.

This suggests thainly can ‘reverse’ the relation of necessity, expressed benhigedded
have tQ giving rise to the sufficiency reading.

Another striking fact about (1) and others of its kin is that theyot entail the truth of the
prejacent, the propositional complementooly. In other words, in uttering (1), we do not
convey that the embedded anankastic conditional in (3) is true.

(3) To get good cheese you have to go to the North End.

In other cases witbnly the prejacent is true, which is derived in one way or anotber the

meaning of the adverb. Interestingly, the absence of the prejaesnipposition in the suffi-
ciency modal construction (SMC), as (von Fintel and latridou 2005 1alis limited to the
positive cases, i.e. the negation of (1) does imply (3).

According to (von Fintel and latridou 2005)’s cross-linguistic survethefmorphosyntax of
the SMC, a set of languages, like French, Modern Greek, etc., esvgploggative adverb and
an exceptive phrase insteadooiy:

(4) Situveux du bon fromage, tu n'as qu’a aller a North End.
if you want of good cheese you NEG have except go to North End

The goal of this paper is to develop a compositional analysis foy tave to” sentences and
their “neg+except” counterparts. We claim that the data in ques#in involve scalar uses of
only and except,which enables us to account for the the lack of the prejacent-entail
ment/presupposition and derive the sufficiency meaning. In the literatuonly the term
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‘scalar’ is used to describe the fact tbaty triggers an ordering on the alternative proposi-
tions it operates on. This can be either an ordering based on logpdlation, or one based
on a contextually salient scale. We reserve the term ‘Séatahe cases that are not implica-
tion-based. We argue that both kinds of orderings can occur in the SMUsahe case in
simple sentences withnly. Exceptand the scalar version ofly appear to be polarity sensi-
tive, which receives a pragmatic explanation in our approach.

Further, we show that the choice of the modal in the SMC depends on the ordering in question
and on the properties of the modal itself. Thus, embedding an exktaotial in the SMC

gives meaningful results only if we use the implication-basddrorg. Thecanvariant in (5)

does not seem to have a scalar reading:

(5) You can only take your wife to Italy to please her.

Finally, our analysis predicts that (2) is not equivalent to iitl) (@) but rather is a pragmatic
inference from them.

The structure of the paper is the following: section 2 gives & dwerview of the existing
analyses of the SMC and their problems; in section 3 we makegroposal and give pre-
cise semantics and pragmatics doty andexcept section 4 deals with the polarity issues and
section 5 addresses the choice of modals in the SMC.

2 Problemswith PreviousAnalyses

We will discuss two recent proposals for the analysis of the SM®n Fintel and latridou
2005) and (Huitink 2005) — and we will show what problems they run into wtniggling to
solve the “prejacent problem”.

To solve the “prejacent problem” (von Fintel and latridou 2005) pursari@l decomposi-
tion alternative, assuming thaly splits into the negation arekcept drawing on the parallel
to the “ne que” construction in French. Moreover, they allow the htodatervene between
the two operators:

(6) Splitting only hypothesis:
“only have to VP” = Neg > have to > other than VP

These assumptions would result in the LF in (7).

()

oY

Nec W= Aw.0Ow 7 f(w): W 7 Aw".you get gcin W — w /7 ¢

¢ = Aw.0Op: p # Aw'.you go to the NE in WJw 7 p

have tgq you getgc
otherthar yoL gato the NE

Thus, (von Fintel and latridou 2005) derive the following truth conditions for (1):
(8) Insome of the good cheese worlds you don’'t dohamytother than going to the North End.

This truth condition combined with the presupposition in (9) does not entaitefaeent. (9)
is an existential presupposition triggereddomyy, as assumed in (Horn 1996).

(9) In all of the good cheese worlds you do something.
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The SMC is thus predicted to express the possibility to achievgdal expressed by the sub-
ordinate clause if the condition in the matrix clause is fallilHowever, this semantics ap-
pears too weak to account for those sentences that involve sufficiency in thedegssl

(10) For the bomb to explode, you only have to press the button.

The condition in (8) would wrongly predict that (10) is true in alevan which pressing the
button does not trigger an explosion. (von Fintel and latridou 2005) are afithre fact, but
claim that this is the desired result.

There are another two aspects in their theory that we find prabterfihe first one concerns
the observation that the negated SMC sentence does imply its prejacent.

(11) You don’t only have to go to the North End to get good cheese.
~ You have to go to the North End to get good cheese.

Adding a negation on top of the LF in (7) fails to explain (11).

Finally, by ignoring the scalarity of the construction, (von éirind latridou 2005) predict
that (1) comes out true if you can get good cheese in the Hadhregardless of the other
possibilities for getting good cheese, i.e. even if there are easier ways.

Another proposal, due to (Huitink 2005), is to analyse only as a universal modal wigeceve
order of arguments and to use the notion of modal concord to dispenskeasgmtantic con-
tribution ofhave to The truth condition she arrives at is:

(12) In all North End worlds you get good cheese.

which renders (1) equivalent to (2). This, similar to (von Fintel atritibu 2005)’s analysis,

makes wrong predictions in case there are easier ways foniagtgiood cheese than going
to the North End. If you can as well get good cheese in the nehmst(1) is predicted true
contrary to our intuitions. The general problem with the modal aisaily that it fails to cap-

ture the fact that the SMC does not only introduce a sufficemdition, but also ranks it as
the easiest possible.

We can conclude that it is crucial to integrate the notion @flésinto the semantics of the
SMC, which we will turn to in the next section.

3 Scalar Meaning of SMC

We saw that it is important to take into account the scalafityre construction. It seems
natural to assume that the presence of a scale is due to thetissrofonly. Two major in-
ferences associated with (1) are that:

« none of the ways of achieving the goal ranked higher on an effalg than the one that
appears in the sentencd ife] ) are necessary

« none of the ways of achieving the goal ranked lower on an sffale than[ne] are suffi-
cient

Intuitively, the effort scale is constructed based on the comyardifficulty of actions de-
scribed by different propositions. According to an observation of (vorelFamd latridou
2005), the scale consists not only of ways of achieving the goamdntalso include other
propositions.

3.1 TheScae

The effort scale ranks propositions according to the degrees iotiliffthey are assigned in
the world of evaluation. To define the scale, we suggest that thheede§ difficulty of a
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proposition corresponds to its possibility in the actual world. Thus, keethee comparative
possibility relation from (Lewis 1973) and use it for ranking:

(13) Vp, g, w: pis at least as difficult agin w iff
g<wp (i.e.pis at most as possible asn w)
In the degree talk:

(14) Vp, g, w: pis at least as difficult agin w iff D(w)(p) < D(w)(Q),
whereD(w) is a function from propositions to their possibility degrees.in

We can also define the relations of sufficiency and necdssityeen a degree and a proposi-
tion based on the corresponding relations holding between propositions:

(15) Vqge Dy, d e Dy, we Ds (d is sufficient forg in w) <
(3p € Dst: p is d-possible inw A sufficient(p, q))

(16) Vqge Dy, de Dy, we Ds (d is necessary fayin w) <
(3p € Dst: p is d-possible inwv A necessary(p, q))

Informally, for a degree to be sufficient for a propositiain a worldw, there has to be an-
other propositiorp corresponding ta, which is sufficient folq in w. The same holds for ne-
cessity.

Further on, we assume that in the scalar context necessityficéescy are related in a cer-
tain intuitive way. We say that a degmrés sufficient for some propositianin a worldw iff

any smaller degred is not necessary fayin w. This relation between sufficiency and neces-

sity is formally defined in (17). It should be noted, that accortbn(d4) greater degrees cor-
respond to less effort on the scale, as can be seen on the diadiain Here, the degree ‘1’
corresponds to the propositions that are true in the world of ewaluag. propositions that
require zero effort to be fulfilled. The degree ‘0’, on the other hemdesponds to the propo-
sitions that are impossible in the world of evaluation, i.e. they cannot be fulfilled.

(17) Yge Dy, de Dy, we Ds (d is sufficient forg in w) <

(vd: d' <d- d'is not necessary fayin w)
| i >

1 suff - nec 0

Using (17) we can derive the monotonicity properties of sufficiemoynecessity, formalised
in (18) and (19). (18) states that if a degdes sufficient for a propositioq in a worldw,
then all smaller degrees are also sufficientofan w, i.e. sufficiency isnonotone decreasing
in its degree argument. According to (19) if a degtee necessary for a propositionin a
world w, then all greater degrees are also necessaryifow, i.e. necessity ismonotone in-
creasingin its degree argument.

(18) Vqge Dy, d e Dy, w e Ds (d is sufficient forg in w) =>
(vd: d <d- d'is sufficient forg in w)

1 suff suff 0
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(19) Vqe Dy, d e Dy, w e Ds (d is necessary fayin w) =

(vd: d'>d- d is necessary fay in w)

N

1 nec nec 0

Having defined the scale and formalised the behaviour of ‘sufficeent’ ‘necessary’ with
respect to it, we can now turn to the meaningrdy in the SMC.

3.2 TheMeaning of Scalar Onlyinthe SMC

We assume thainly can operate on a proposition and a modal operator. It can additionally
take as an argument a functibnfrom worlds into functions from propositions to degrees,
which is determined by the context and can change its rangedexggygr In the case of the
SMC, D(w) will assign each proposition its probability degreenirand will thus have the
range from O to 10nly, applied to its arguments, asserts that the modal does not hatg of
proposition for whichD(w) returns a smaller degree than the one it returns for thEogir

tional argument. We follow (Horn 1996) in assuming a weak exiateptesupposition for
only, i.e. that there is a proposition of which the modal holds. We, howeseeg ieopen for

now, whether the latter condition is strong enough to be empirically adequate.

Formally, the meaning we propose @oly is the following:
(20) [only] =2w.AD € Dg(st)dy AP € Dst. AM € Dgstyey 31 € Dst [M(W)(1)].

Vg € Dst [D(w)(a) < D(W)(p) = = M(w)(a)]
The LF corresponding to (1) is the following:

(21) (( [onlyl (D))( [nel ))( [havetd ( [gcl ))

(st (((shtt

(s9((st)1)

h
yoL get good cheesehave to (sH((s((shO)D) you go to the North End

(s((sh((sH((((sht)D) (s
only

According to (20) we derive the following meaning:

(22) A: You don’t have to do anything that is more difficult than going to the North End.
P: There is something that you have to do to get good cheese.

Formally, this is represented as follows:
(23) A: aw. Vg e D [D(W)(q) < D(w)( [you go to the North Erld) =
- [have td ( [you get good cheede)(w)(q)]
P:aw. 3r € Dg[ [have td ( [you get good chee$e)(w)(r)]
By analogy, we analyse the Freretteptas a scalar operator with the meaning in (24):
(24) [excepl =aw.AD € Ds(syay Mo € Dst. AM € Dgstyy 31 € Dt [M(W)(1)].
39 € Dst [D(W)() < D(W)(p) A M(W)(9)]
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By puttingexceptunder negation, we will get the meaning for the French examplg thdt
IS equivalent to the meaning of its ‘only have to’ counterpart, cf. (22)/(23):

(25) Neg (((Lexcepi (D))( [nel ))( [have td ( [gcl ))

Neg

(sht (s((shnt

(s9((s99)
you get good cheeséhave to GIEED]! you go to the North End

(S((shA)((sY((S((shDt)  (sD)d
except D

As to the question, why we cannot wseeptwithout negation, we will try to give an answer
to it in section 4.

3.3 Strengthening by Implicature

As we have observed in connection with the scalar inferences 8Mfk we have to make
sure that sentences like (1) cannot be true or felicitous inrsaema which there are easier
alternatives for achieving the goal. To account for the non-sufficieheasier alternatives,
we need to strengthen the meaning by the requirement thabaswility degree greater than

the one assigned tbne] is necessary. In our set up, the strengthening can be derived as a
scalar implicature.

Suppose that we have the following scenario: going to the nesti@si(ns) is easier than go-
ing to the North End (ne), which in turn is easier than going tp (ith The presence of or-
dered alternatives in the context allows us to build alternatsertaens of the type ‘You only
have tox to get good cheese.’ The alternative assertions are ordexadliag to their infor-
mational strength, as in (26). This ordering is the result of the monotonictyjyof

(26) aw. Yq e D [D(W)(g) < D(W)( [ns] )= - [havetd ( [gcl )(w)(q)] €
Aw. Vg € Dt [D(w)(q) < D(w)( [nel ) > = [have td ( [gcl )w)(a)] €
Aw. Vg € Dg [D(W)(q) < D(W)( [it] )= - [havetd ( [gcl )(w)(Q)]

Following standard Gricean reasoning, we assume that alhatiter assertions that are in-
formationally stronger than the uttered one are believed tolde fEhus, we derive the fol-
lowing implicature:

(27) aw. Vg e Dg [D(W)(g) > D(W)( [nel )=
3r € Dot [D(W)(r) < D(w)(q) A [have td ( [gc] )(w)(r)]]

This implicature states that there exists a proposition, whosgpibg degree is less than or
equal to the degree dfne] and is necessary for getting good cheese. According to (19), this

means that all degrees greater than the orfmel are necessary.
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Finally, we combine this implicature with the meaning of (1) aredderive the expected re-
sults: that the degree of going to the North End is sufficient fiingegood cheese and that it
is the lowest degree which is necessary for getting good cheese.

However, we still haven’t derived the fact, that going to the Northited is sufficient for
getting good cheese. We assume that the sufficiencyemderis also a result of pragmatic
strengthening: if the speaker had known that going to the North Endt isufficient, he
would have chosen another alternative with the same degree of litgssibnake a relevant
statement. So the sufficiency can be considered a conversationaliomegl — according to
the maxim:

(28) Be relevant!
4 Polarity

In this section we are going to discuss two issues related polety sensitivity oonly and
except the ambiguity of the ‘only have to’ sentences and the rastriof scalaonly andex-
ceptto positive and negative contexts respectively.

4.1 Ambiguity

If we look at different examples of ‘only have to’ sentencescavefind some that can be in-
terpreted in different ways depending on what kind of alternatheg dre associated with.
Consider the following sentence:

(29) You only have to take four eggs in order to bake this cake.

On one of its readings (29) implies that you don’'t need morefthareggs to bake the cake.
However, it can also mean — in a less natural scenario — thatapomake the cake out of
four eggs. In other words, in the first case the alternatiwesfahe formyou takex eggsand
therefore any two of them can be compared to each other. In the sEmdyve seem to
build alternatives by taking various ingredients and combinationeahegou take a cup of
milk, you take four eggs and 500g of flpatc Here a total ordering of the alternatives is im-
possible. Schematically, we can represent these two cases in the follaaying w

(30) Possible orderings of alternatives:

? you takex eggs
16 4 eggs + milk + 500g flour
15
14
s+ milk 4 eggs + 500g flour
13
12
11
10
a) total order based on b) partial order based on
comparative possibility logical implication

In (30a) we have a situation, which can be dealt with using thensemdor only we
presented above, i.e. it is more possible that you take three eggs than four egjgsrirstate
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of affairs. On the contrary, in (30b) it is not immediately cleaw to derive the comparative
possibility order, required by the ‘scalanly analysis.

The implication-based case is usually difficult to come up with. For our ingiéace (1) for
example, we would need a scenario with the following alternatives:

(31) you go to the North End and find the Italian shop;
you go to the North End and call your Italian friend;
you go to the North End, find the Italian shop and call your Italian friend

Another observation is that under negation we seem to always choasepticature-based
readings. Compare (32a) and (32b):

(32) You don’t only have to take four eggs to bake this cake...
a) ...you need to take four eggs and a cup of milk.
b) #...you need to take five eggs.
This suggests that the ‘scalarily is polarity sensitive, akin to its counterpaxcept with the
difference that it requires a positive licensing environment.
4.2 Deriving Polarity

To account for the absence of the scalar readimlgfunder negation and the restriction that
exceptcan only occur in the scope of negation, we toedy andexceptas a PPl and an NPI
respectively, drawing on (Condoravdi 2002)'s analysiarall /erst We give a pragmatic ex-
planation for their polarity sensitivity, in the spirit(@frifka 1995)’s analysis of weak NPIs.

Let us consider the negated version of (1):
(33) You don’t only have to go to the North End to get good cheese.
Applying our analysis to this sentence gives us the following truth conditions:
(34) A: aw. 3ge Dg[D(W)(q) < D(w)( [you go to the North Enld) A
[have td ( [you get good chee$e)(w)(q)]
P:aw. 3r € Dg[ [have td ( [you get good cheede)(w)(r)]

This leads to a reversal of the informativeness order over alternsas@dians:

(35) Aw. 3q e Dst [D(W)(q) < D(w)( [it] ) A [have td ( [gcl )(w)(g)] <
aw. 3q € Dg: [D(W)(g) < D(W)( [nel ) A [havetd ( [gcl )(w)(g)] €
aw. 3q e Dg: [D(W)(q) < DW)( [ns] ) A [have td ( [gcl )w)(g)]

If we again follow the strategy of pragmatic strengthenivg will derive the following im-
plicature:

(36) Aw. Vg e Dg [D(W)(g) > D(W)( [nel )=
3r € Dot [D(W)(r) < D(w)(g) A [have td ( [gcl )(w)(r)]]

We can now prove that adding (36) to the assertion in (34) leads to a contradiction.

Assume that the truth conditions are satisfied in warldTherefore, there is at least one
proposition that is higher on the scale tHare] and is necessary, say

(37) 3r e Dt [D(W)(r) < D(W)( [you go to the North End) A [have td ( [gcl )(w)(r)]
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From the fact that we use a dense scale it follows that:
(38) Vpe Dgt[3Iq e Dst[D(W)(p) < D(W)(q) < D(W)( [you go to the North Erld)]
From (37) and (38) it follows that:
(39) Ip e Dst[D(W)(p) < D(W)( [you go to the North Enld) A
3g € Dst [D(W)(0) < D(W)(p) A [have td ( [gcl )(w) (@)l

This, however, contradicts the implicature in (36). Therefore, immossible to satisfy both
the truth conditions and the implicature.

To sum up, the scalar interpretationoaily is limited to positive contexts because of the con-
flict that arises during the process of pragmatic strengthesfitige negated sentences. The
same holds for the positive sentences wikbept rendering it an NPI.

5 Other Modalswith Only

Our analysis predicts thanly can take different modals as its arguments. However, only very
few modals can participate in the SMC. With respect to theetsal modals in particular, the
paradigm for English looks as follows:

(40) a) To get good cheese you onégd to go to the North End.
b) #To get good cheese you onhyst go to the North End.
C) #To get good cheese you oshould go to the North End.

(von Fintel and latridou 2005) offer a very neat generalisation for the pattern i (40):
universal modal can participate in SMC if it scopes under negation. Whatesaasible

for the behaviour of modals with respect to negation, if it is not based on purely structura
considerations, then (von Fintel and latridou 2005)’s generalisation is compatibleuwi
analysis obnly, as the modal ends up in the scope of semantic negation.

As far as existential modals are concerned, an SMC with an embeaitisdgrammatical:
(41) You can only take your wife to Italy to make her happy.

It seems that a scalar interpretation is not available (#te.merely states that taking your
wife to Italy is the only way to make her happy. This integireh can be derived if we use
the implication-based version ofly, but we will not pursue this here. We restrict ourselves
to explaining whycan cannot be selected by the ‘scalamly.

Let us see what would happen if we embedckaunder the ‘scalaronly. We would have
the following LF:

(42) (( [onlyl (D))( [nel ))( [canl ( [gcl ))

If we adopt standard semantics éan,the LF in (42) will be interpreted as: “Any proposition
g that is less possible than going to the North End in a wortdnot compatible with getting
good cheese iw.” Formally:

(43) Aw. Yqe Dgt [D(W)(g) < D(w)( [you go to the North End) =
= [canl ( [you get good chee$e)(w)(q)]

Here we can again construct alternative assertions and, due tortb&onicity of the univer-
sal quantifier, order them according to their informational strength:
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(44) w. Yq e Dt [D(W)(q) < DW)( [ns] )=~ [canl ( [gcl )w) ()] <
ww. ¥q € Dst [D(W)(q) < DW)( [ne] )=~ [can] ( [gcl )w)(@)] €
AW. Va e Dgt [D(W)(q) < DW)( [it] )=~ [canl ( [gcl )w)(g)]

If we proceed with standard pragmatic strengthening by megtte informationally stronger
alternative assertions, we derive the following implicature:

(45) Aw. Vg e Dg [D(W)(q) > D(W)( [nel )=
3r € Dot [D(W)(r) < D(w)(g) A [canl ( [gcl )w)(n)]]

This, together with the assertion in (43), implies that gointhéoNorth End is compatible
with getting good cheese, as the reader can verify, i.e.

46) aw. [canl ( [gcl )(w)( [nel )

We will assume that logically stronger propositions correspondwer! possibility degrees,
as stated in (47):

(47) vp, g, w[(p(w) = q(w)) = (DW)(p) < D(W)(9))]

This assumption lets us derive (48) from (43):

(48) Aw. Vge Dg[(gw) = [nel (w))= = [canl ( [gcl )(w)(Q)] <
aw. Aig e Dst[(qw) = [nel w)) A [canl ( [gcl )w)(g)]
On the other hand, (46) is equivalent to:

(49) w. 3g & Dat[(a(w) = [nel W) A (aw) = [gcl (W)l

(50) Aw. 3g & Dst[(a(w) = [nel (w)) A Tcanl ( [gcl )w)(a)]

From (49) we derive (50), which obviously contradicts (48). Thus, we havensthaem-
beddingcan under ‘scalar’'only leads to a contradiction after the computation of the scalar
implicature.

6 Conclusions

Under the scalar analysis ohly in SMC, the Prejacent Problem does not arise as a conse-
guence of the use of a weak presupposition. At the same time Jibyatihe scalar behav-
lour of necessity and sufficiency relations, we can derive theedesufficiency inference in

the form of sufficiency between a degree and a propositi@ngitrened by a conversational
implicature.

The oddity of “only have to” sentences in scenarios with easigs foa achieving the goal is
explained as a scalar implicature violation.

Scalarity is also responsible for the negative/positive polarigxcéptandonly, respectively.

It remains an open issue how to explain the restrictions on the srnbdalcan be embedded
underonly. So far we have shown that the useanfleads to inconsistency.
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Abstract

This paper discusses the semantics of the English particle man. It is shown that this par-
ticle does different things when used sentence-initially and sentence-finally. The sentence-
initial use is further shown to separate into two distinct intonational types with different
semantic content. A formal semantics is proposed for these types.

Particles are usually taken to mark the pragmatic status of the information conveyed by a sen-
tence; for instance, the German particle ja has been analyzed as marking hearer-old informa-
tion, an idea which has been discussed in various frameworks (cf. Kratzer 1999, Zeevat 2003,
Kaufmann 2004, Potts 2005). This paper shows that particles can have purely semantic effects
as well, and in some cases even show locality effects in modification. The particular particle
I consider here is English man. This particle can appear both sentence-initially and sentence-
finally. In what follows I will call the sentence in which man appears the host sentence of the
particle.

(1)  Sentence-initial: Man, I know that.

(2) Sentence-final: I know that, man.

In this paper I will concentrate on sentence-initial man, mostly for reasons of space: since the
particle shows quite different semantic and pragmatic effects in sentence-initial and sentence-
final position, it is difficult to give a full picture of both in a brief paper. I will, however, provide
data that shows the two are distinct, in section 1. I will then move, in section 2, to providing
data relating to the semantics of sentence-initial man that gives a picture of the semantics of
the particle. A formalization of this picture, or at least steps toward such a formalization, will
be provided in section 3. Section 4 summarizes and discusses how man compares with other
particles in English, and with similar particles in other languages.

1 Differences between the ‘men’

Here I will discuss some characteristcs of sentence-final man that serve to distinguish it from its
sentence-initial counterpart. The end of the section will briefly discuss one way in which it can
be formalized.

The first thing to note is that man, when used sentence-finally, produces a sense of insistence.
In the imperative sentences in (3j), for instance, the speaker seems relatively neutral about how
he guesses the hearer will react to his instruction, where in (3p), he seems to anticipate that the
hearer will resist carrying out the commanded action. Intuitively, man here makes the command
stronger.

*I would like to thank Nicholas Asher, Rajesh Bhatt, Hans Kamp, Bernhard Schwarz, and audiences at SuB 10
and CSSP 2005 for helpful comments and discussion.
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(3) a. Go buy some beer.

b.  Go buy some beer, man.

When testing this claim, it is important that the intonation of the two examples be kept as
constant as possibleE] There is a tendency to increase the range of pitch variations in ),
probably because man is associated with informal speech. This should be avoided because
pitch variation of this sort usually marks emotion. Thus, when stress is increased or pitch peaks
made higher, a sense of insistence appears anyway, so the point at issue is not resolved. Even
when intonation is kept constant, however, the sense of insistence remains.

This situation is not limited to imperatives. In declaratives also, sentence-final man seems to try
to force acceptance on the hearer, as shown by the following minimal pairs.

(4) a. Youdon’t need that.
b.  You don’t need that, man. (insistent/pushy)

(5) a. John came to the party.

b.  John came to the party, man. (assumes doubt on part of hearer)

The situation can be clarified further by considering dialogues like the following. Here speaker
A makes a statement which is contradicted by speaker B. Speaker A then repeats her first state-
ment in hopes of getting speaker B to accept it. In this last utterance, it seems to me, use of
man is much more natural than not. The same goal could also have been accomplished by use
of emphatic focus in the second sentence; the second utterance by A seems odd with neither
the particle nor any kind of special focus, as if A didn’t care whether B accepted her statement,
despite having taken the trouble to repeat it.

(6) a. A:John came to the party.
b. B:No he didn’t.

c.  A:John came to the party, man.

Another property of sentence-final man is perhaps its most puzzling in view of the previous
discussion, which makes it look very much like it has a purely pragmatic function: It licenses
modal subordination Modal subordination is a discourse phenomenon in which an anaphoric
expression is dependent for its meaning on an antecedent which is in an ordinarily inaccessible
position. As the name suggests, this position is canonically in the scope of a modal, as in the
examples in (7)), modelled after examples by Roberts (1989).

(7) a. A wolf might come in. # It is big and hairy.

b. A wolf might come in. It would be big and hairy.
In English licensing of modal subordination by sentence-final man requires futurate will, prob-
ably for tense reasons; but will by itself clearly does not license modal subordination without

the particle.

(8) a. A wolf might walk in. ? It will eat you first.

ISince the particle adds an extra syllable, intonation will of course change to some degree, however.
2See Siegel (2002) for formal semantic work on the English particle like that shows it also can have an impact
on purely semantic content.
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b. A wolf might walk in. It will eat you first, man.

McCready (2005) gives an account of the above facts using SDRT (Asher and Lascarides 2003)
and a dynamic modal semantics. The basic idea is that sentence-final man has an underspecified
meaning, the realization of which depends on the discourse connection between the man-hosting
sentence and its attachment point in previous discourse. In contexts like that in (8b), man
receives a modal-like meaning, which does not arise elsewhere; in other contexts man serves to
strengthen the assertion (or command), with the effect of forcing the hearer to accept its content.

Such an analysis, however, is not appropriate for sentence-initial man, which has a very different
semantics. To see this, note first that while sentence-final man can license modal subordination,
sentence-initial man cannot. As the following example shows, the tense of the sentence that
hosts the particle does not make a difference here.

(9) A wolf might walk in. # Man, it eats/ate/will eat you first.

Second, it is not clear that sentence-initial man is associated with any kind of insistence. While
(I0R), which contains a sentence-final occurrence of the particle, expresses a kind of insistence,
(10b) does not when intonation is kept constant. Again, one must take care here not to add new
stresses and pitch contrasts.

(10) a.  John didn’t come to the party, man.

b.  Man, John didn’t come to the party.

I conclude that a story like that needed for sentence-final man is not right for the sentence-initial
counterpart. But what is the right semantics for sentence-initial man? To answer this question,
we must look at some more data; this will be the task of the next section.

2 What does sentence-initial man mean?

This section will show that sentence-initial man actually does multiple things, and that what
exactly it does in a given sentence is dictated in large part by phonology, though in a different
way than one might think given the above discussion. I will claim that sentence-initial man ex-
presses both surprise and some emotion with respect to the proposition denoted by the sentence.
Further, with the right intonation, it also strengthens the interpretation of some gradable predi-
cate within the host sentence, in much the way that adverbials like very do. Thus, the meaning
of the particle is complex; and, at least with one intonational pattern, is also clearly part of the
extensional semantic content of the utterance.

First, the emotional content. Sentence-initial man expresses some emotion, positive or negative,
about the content of the sentence that hosts it.

(11) Positive
a. Man, I got an A on my calculus test!!
(12) Negative

a. Man, I wrecked my car this morning.
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Exactly what emotion SI man expresses depends on the propositional content of the host sen-
tence. Thus, where (I1h) is interpreted as positive because the content is (ordinarily) understood
pragmatically as being good—since it’s ordinarily good to get good grades in calculus—the
emotion expressed in (I12j) is negative, since ordinarily wrecking one’s car is bad for a variety
of reasons. Of course, intonation must be kept constant here as well.

However, the conditioning of the emotion man expresses is not always just based on world
knowledge. It can also depend on the speaker. In the following example, for instance, if the
sentence is uttered by a rabid Republican supporter, it feels positive, while if it’s uttered by
someone who leans leftward politically, the hearer interprets man as expressing a negative emo-
tion.

(13) Man, George Bush won again.

There are still other factors that can influence the interpretation of man. We have seen already
that SI man is speaker- and content-dependent. As it turns out, it is also world-dependent:

(14) Man, I just won a million dollars in the lottery!

(15) a.  Scenario A: lump sum payment, one-time tax of 40%.

b.  Scenario B: payment over 20 years, total tax payout of 120% after inflation.

On scenario A, the hearer will understand the expressed emotion as positive, and on scenario B,
as negative, illustrating that the content also varies depending on the world of evaluation.

Of course, propositions are presumably understood as bad or good in the absence of particles
too. One might think that the particle actually doesn’t have much to do with this aspect of
how the sentence is understood. But this is not quite right. What the particle does is make this
emotion into a true part of the sentence meaning, by making it overt in the logical form. The
emotional content is no longer implicit. Thus, sentence-initial use of man ensures that the hearer
understands that the speaker has made the relevant judgement.

Now I would like to introduce intonation into the picture. I will continue, however, to avoid use
of the kind of intonation that expresses emotion. Instead, I will focus on how the particle relates
phonologically to the rest of the sentence. Sentence-initial man has, as it turns out, two possible
intonations. It can be kept separate from the host sentence, forming a separate phonological or
intonational phraseE] a use which I will call comma intonation. It can also be phonologically
integrated into the rest of the sentence, which I will refer to hereafter as integrated intonation.

Interestingly, there are restrictions on which of these intonational patterns can be used with cer-
tain host sentences. Some host sentences, like (I6p), are good with both comma and integrated
intonation, though the meaning is different, as discussed in detail below. Some sentences, how-
ever, like (I6b), are good with comma intonation only. There do not seem to be sentences which
require integrated intonation, again for reasons that will become clear in the ensuing discussion.

(16) a. Man, this water is hot! (comma or integrated)

b.  Man, John came to the party last night. (comma only)

To clarify the picture it is useful to look at some more data.

3T don’t want to take a position here about the phrasal status of the particle in terms of phonology. The terms
‘phonological phrase’ and ‘intonational phrase’ here are purely descriptive.
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(17) OK with both intonational patterns:

a. Man, it’s hot.
b. Man, that’s a cool shirt.

(18) Bad with integrated intonation:

a.  Man, over 70,000 people were killed by the tsunami in Asia.

b.  Man, George Bush was reelected.

What do these examples have in common? The host sentences in (17]) all express the speaker’s
judgement in the sense that they involve gradable predicates. In contrast, the host sentences in
do not include gradable predicates: they simply describe past events. Based on these and
similar examples, the right generalization seems to be that man can be intonationally integrated
only if the host sentence contains a gradable predicate. In this case, what is expressed by
the particle is that the gradable predicate holds to a high degree: for instance, Man, it’s hot
with integrated intonation means something roughly similar to Man, it’s really hot with comma
intonation. From this we should conclude that man has two distinct semantic contents, one
which appears when it is used with integrated intonation and one which appears when it is
phonologically separate.

It is easy, however, to find examples that look problematic for the generalization just stated.
For instance, the following examples describe past events and are not obviously gradable (when
compared to predicates like long or red, at least); nonetheless, integrated intonation is fine with
them.

(19) a. Man, we drank beer last night.

b.  Man, George Bush won the election.

However, when one considers the interpretation of the sentences the generalization can be seen
to hold. (T9%) means that we drank a lot of beer last night; (I9b) means that George Bush really
won the election, for instance by a vast margin (meaning that it is literally false). However,
these interpretations only arise when man is phonologically integrated with the host sentence.
Thus we seem to get coercion of drink beer and win the election into something gradable when
integrated intonation is used. Not so when we use comma intonation, however; in this case,
the particle merely comments on the fact expressed by the host sentence. Examples like these
therefore ultimately support the generalization that integrated man requires a gradable predicate.

Note though that the mere presence of a gradable predicate is not enough. The gradable predi-
cate must retain its ‘covert comparative’ status, where it measures the degree of the property it
denotes against some other salient degree (to anticipate the analysis).

(20) Man, that’s the bluest shirt I’'ve ever seen. (comma only)

Here the use of a superlative precludes degree modification.

There is more to be said about intonation. Sentence-initial man can have at least two distinct
tones in isolation, based on analysis using the Macquirer programﬂ Each tone can appear with
both comma and integrated intonation. Descriptively they are the following.

e A low tone that rises (R).

4There may be additional possibilities, but I will restrict myself to these two in the present paper.
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e A low tone that rises, then falls again (RF).

These two tones are associated with particular semantic content as follows.

e R: surprise

e RF: exasperation (= negative emotion)

These then are the basic lexical semantic phenomena our analysis must account for. I will now
turn to giving a formal analysis. We will see later, however, that there are complications that
will entail some revision of the first version I will give.

3 Formal semantics

Nearly everything we will do in this first attempt at a semantics will survive unchanged into the
second. I will start out with defining the emotional expression part of man’s meaning. I first
define a function E from (Kaplanian) contexts to propositions to emotional predicates.

e A context is a tuple ¢ = (ca,cr,cw,cp), where
cy4 is the agent of c,
cr 18 the time of ¢,
cw 1s the world of ¢,
and cp is the place of c.

o E:cr— @(W)— A, where A € {bad, good}.

Here bad, good are of type ((s,#),z): functions from propositions into truth-values. Thus E
maps contexts to functions from propositions into emotion-describing predicates.

We can now take sentence-initial man to be defined as follows, as a first step. What this defi-
nition does is to apply an emotion-expressing predicate determined by context and the proposi-
tional content of the host sentence to that propositional content.

e [man]|=Ap.[p NE(c)(p)(p)]

This lexical entry is designed so that P(¢), P an emotive particle, entails @. The formula A(¢)
that the particle semantics outputs should be read ‘the agent of the utterance context holds the
attitude Ato @ in w.’

The next step will be to add surprise to this picture. We can make use of a standard scale of
likelihood, as do Guerzoni (2003) and McCready (2004).

o ¢ >; ViffI' = Likelihood (@) > Likelihood (), where I is a set of contextually relevant
facts in c.

In words, ¢ is more likely than y in a context c iff, given a contextually relevant set of facts, the
likelihood of @ is greater than that of y.

Recall that R(ising) intonation was associated with an expression of surprise. We can express
this surprise in the following way, given the scale of likelihood defined immediately above.
Here C is a contextually determined set with respect to which the likelihood of p is evaluated.

o [R]=MAp.[MOST,(q € CNq# p)(qg>L. P)]
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In words, the proposition p is less likely than most other propositions in some contextually
determined set: that is, of all possibilities that are comparable to p, p was the least likely one to
happenE]

This formula is of type ((s,t),7), similar to sentence-initial man. 1 therefore assume that it
combines with the particle via functional composition, yielding

o [mang]=Ap.[p NE(c)(p)(p) \MOSTy(q € CNg # p)(q>L. P)]
Given this, the semantics of (2Th) will be as in (21p), which is as desired.

(21) a.  Man, it’s raining outside.

b.  raining(w,t) NE(c)(raining(w,t))(raining(w,t))
ANMOST,(q € C \q # raining(w,t))(q >, raining(w,t))

That is, it is raining, the speaker holds some attitude, good or bad, toward that fact, and it was
unlikely that it would rain (according to the speaker at least).

There is one more type of intonation to deal with: rising-falling intonation. Recall that this tone
indicates a kind of exasperation. I will assume that this amounts to a simple indication that the
speaker takes the propositional content of the host sentence to be negative.

 [RF]=Ap.[bad(p)]

Combined with the semantic frame for the particles, this will yield the following:

o [[mangr]=Ap.[p NE(c)(p)(p)Abad(p)]

This semantics yields a prediction about what sorts of sentences are compatible with rising-
falling intonation. Specifically, it predicts that if E returns a positive emotion wrt a given
sentence, it should be incompatible with RF intonation (on the natural assumption that it is
incoherent for a speaker to simultaneously hold positive and negative attitudes toward a single
proposition). This seems to be right. Since being rich can be assumed to (ordinarily) be a posi-
tive trait, £ will return good when applied to the sentence I’m rich, yielding an incoherent result
when rising-falling intonation is used. And, indeed, sentences like are rather unnatural.

(22) # Man, I'm rich!
RF

23) a. [P
rich(i

b
rich(i

~—

I=
NE(c)(rich(i))(rich(i)) Abad(rich(i))

I
Agood(rich(i))Abad(rich(i))

~—"

o —

The above picture seems right for man in its phonologically separate form. However, integrated
intonation must be different, for it involves a notion of comparison. Further, this notion is not
derivable (as far as I can see) from any of the above semantics. We thus must take the particle
to be ambiguous. I turn my attention now to formulating the semantics of the integrated form.

>There are subtle issues here that relate to the evaluation time of likelihood. Certainly once something happens
it is no longer unlikely that it happened; still, it perhaps was unlikely that it would happen before it did. T will
ignore this complication in this paper.
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In order to talk formally about degrees to which properties hold, I want to introduce some no-
tions from the semantics of gradable adjectives and comparatives. Here I'll assume a scalar
theory of such adjectives (Kennedy 1999) on which they denote relations between individuals
and degrees, which are a kind of measure of the extent to which a property is held. Accord-
ing to this theory, the logical form of a sentence with an adjectival predicate in the absolutive
constructionﬁ like that in , is as shown below in simplified form.

(24) This salsa is hot.
(25)  [[(24) )= hot (this_salsa)(dy)

In this formula, d, refers to a degree which comprises the ‘standard’ for the property in question,
here hotness; d; thus denotes the degree of spiciness above which a taste can be truly stated to
be spicy. In this particular instance, ds is contextually determined. The first argument of Ao,
this_salsa, here denotes an individual. degree. In the model theory, degrees are treated as points
in a scale, modelled as a (dense) partial order. Each gradable predicate is associated with a
scale. Whether a predicate applies truly to a particular individual depends on the position of
the degree associated with that individual on the scale. Kennedy assumes a function o that
maps individuals to the degree associated with them; d is relativized to predicates, so there are
actually a family of 6 functions, one for each predicate: Ospicy, 01417, and so on O maps the
individual argument to a point on the scale: in the present case, it maps the salsa to the degree
of spiciness that the salsa has. If the degree associated with an individual x, 8p(x), is greater
than the standard d (i.e. if 8(x) > d;), then P(x) is true.

Given this background, we can think about the contribution of sentence-initial man with inte-
grated intonation. In (26), the particle indicates that the salsa is spicy to a high degree.

(26) Man, this salsa is spicy.

We can understand this as meaning that the degree of its spiciness is greater than the degree
of spiciness of most other spicy things; in this sense, it can be said to raise the standard of
comparison (cf. (Klein 1980) on very).

(27) spicy(this_salsa)(ds) N mosty(spicy(y)(ds))(Ospicy(y) <K Sspicy(this_salsa))

Abstracting, we get the following: x the individual denoted by the subject, S the gradable prop-
erty (‘spicy’), P a restrictor (‘salsa’).

(28) Ax.[APAS.[P(x) AS(x)(dy) Amosty(S(y)(ds) Ax 7 ¥)(8s(y) < 8s(x))]]]

Note that it is in no way straightforward to make this work out compositionally, since the par-
ticle is located at the left edge of the clause and has no access to the meaning constructors
corresponding to the gradable property or the subject. Thus, if we want to adopt this semantics,
we have to make assumptions about the combinatorics, such as raising the various elements or
abstracting away from the tree as is done in, for instance, glue semantics (Dalrymple, Lamping,
Pereira and Saraswat 1997).

We also must add the emotional content previously discussed to the reprsentation in (28). I will
ignore the contribution of intonation for now, but note that in order to add it we also must assume
that intonation is associated with a polymorphic type or that it is straightforwardly type-shifted,
which seems anyway to be a natural move.

% Absolutive constructions are those in which a statement is made about the applicability of some gradable
adjective to an individual. This construction should be set against e.g. comparatives, in which the applicability of
the adjective is stated with reference to other individuals.

"For some predicates, these scales may be identical, however.
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(29) Integrated particles (minus tone):

a.  [mani]] = Ax.[AP[AS.[P(x) A S(x)(ds) Amosty(S(y)(ds) Ax # y)(8s(y) < 8s(x)) A
E(c)(S(x)(ds) nmosty(S(y) (ds) Ax 7 y) (8s(y) < 85(x)))(S(x) (ds) Amosty(S(y)(ds) A
x#y)(8s(y) < 8s(x)))]]]

Very messy, but this seems to be what we need if we are going to go with this sort of account.

But, in fact, this account does not seem to be quite the right way to go (though the pieces are
all more or less correct). We can see this by looking at some more data. The way the semantics
is set up now, there are no restrictions put on what predicate the particle modifies. This is too
permissive, as we will now see.

So far we have worked with VP predicates. Object-internal predicates are also possible (in
predicative positions).

(30) Man, this is spicy salsa.

One then wonders whether gradable predicates in any position can serve as input to the particle.
The answer is a definite no.

Sentence-initial man cannot modify gradable predicates within embedded sentences (thanks
here to Bernhard Schwarz).

(31) a.  Man, John thinks Bill ate some spicy salsa.
b. Man, Jimmy knows Fred has a beautiful girlfriend.

c.  Man, it’s too bad this data is so complicated.

Here, the particle can only modify the ‘embedders’—think, know, be too bad. The gradable
predicates in the complements of these verbs are not available at all.

These restrictions suggest that a semantics for the particles like the one proposed above, on
which no (non-stipulative) restrictions are put on what the particle modifies, cannot be correct.
I want now to explore an alternative that preserves the insights of the above while avoiding (I
think) most of its problems

The idea is that, rather than pulling out all the elements of the sentence and modifying them
separately, the particle modifies rather a set of degrees. In order for this to work, it is necessary
to modify the semantics given above, changing it to an object of type ((d, (s,1)), (s,)), i.e. to a
function that maps functions from sets of degrees to propositions, to propositions. Effectively
we need the semantics of a modifier which however changes the type of its argument. This can
be given as follows.

. XDZ\d7<sJ>>EId[D(d) Amosty(D(d') Nd # d')(d" <gpy d) NE(D(d) Amosty(D(d') Nd #

d")(d' <g(p) d))(D(d) Amosty (D(d') Ad # d')(d" <s(p) d))]

Note that this semantics in effect presupposes that a gradable predicate is contained in its argu-
ment, for if it is not, the expression will be undefined.

This semantics preserves the intuitions of what we had before, but is stated in a form that
does not require the complicated combinatorics that the previous version did. Further, it allows
us to derive the restriction on what gradable predicate the particle can modify, with a single
stipulation. We must assume that an operation of existential closure of degree arguments takes

81 want to thank Hans Kamp (p.c.) for suggesting this line of attack.
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place at a node earlier than that at which modification by man happens. What exactly this node
may be is open to question, because there is what looks at first glance like conflicting evidence
about the exact syntactic position of man. Two likely candidates are Spec of CP and Spec of IP.
Support for the first is provided by examples like these.

(32) a. Man, what did you buy?
b.  Man, if you do that, what do you think is going to happen?

c.  If you do that, man, then there’s going to be some trouble.

Here man clearly precedes elements in C: the WH-element what and the conditionalizer if. Note
however that all of these examples involve a comma intonation on the particle. Integrated in-
tonation is not possible here. It is also possible to find what looks like evidence that man is in
Spec of IP, as in the following example, in which the particle follows then, which is in C. This
example, conversely, does not allow comma intonation; only integrated intonation is possible.

(33) If he comes tonight, then man there is going to be some trouble.

I conclude that there are two distinct positions for the particle. When it has comma intonation,
it appears in Spec of CP; when it has integrated intonation, it appears in Spec of IPEI

Now, given that integrated man performs its modification at IP and existential closure of degrees
takes place at CP (if needed), it makes sense that gradable predicates in embedded clauses are
not available for modification: the degree argument associated with them has been closed off,
and is no longer visible to particles in the higher clause. The same holds for superlatives like
(20); again, the degree argument is existentially closed, and cannot be modified. In fact we have
a type mismatch. The two cases are as follows (with somewhat schematic syntax).

(34) Good case: CP

(35) Bad case: CP

John A\ CP

thinks S
A further prediction of the analysis is that gradable predicates in relative clauses are not available
for modification due to the presence of an intervening CP node. This prediction seems to be

correct.

(36) a. Man, John ate a piece of cake that was big.

There is a possible issue here in that this analysis seems to allow sentences like What man did you eat such
a big piece of cake for?, on the reading where man modifies the predicate big, since man is in Spec of IP. I think
there must be additional syntactic reasons for this. For now, I will put it aside.
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b.  Man, John ate some salsa that was spicy.

Man in these sentences can only modify the main verb, not the embedded adjective.

Let me now mention some other restrictions, which I will not however deal with in this paper.
Let’s start with a consideration of DP-internal predicates. It appears that whether a particu-
lar predicate can be modified depends greatly on what the head of the DP is; in particular, it
appears that predicates in the scope of indefinites can be modified, and those in the scope of
definites cannot. (The examples that follow should all be understood as involving integrated
intonation.)

(37) a. Man, John ate some spicy salsa.

b.  * Man, John ate the spicy salsa.

In fact, the set of determiners that allow this kind of modification seems to be fairly small. I
have manipulated the NP content in these examples to allow for determiners that prefer mass
and count nouns.

(38) Possible:

a.  Man, John ate a big piece of cake.

b.  Man, John ate two big pieces of cake.

(39) Impossible:

a.  * Man, John ate many big pieces of cake.

b.  * Man, John ate few big pieces of cake.

c.  * Man, John ate most big pieces of cake.

d. * Man, John ate all the big pieces of cake.

e. *Man, John ate {more than/less than }two big pieces of cake.

f.  * Man, John ate every big piece of cake.

All the determiners in (38)), as well as some, are indefinite, whereas all the determiners in (39)
and also the are definite. Clearly there is a correlation to be found between indefiniteness and
the possibility of NP-internal modification. However, it is not clear to me at present exactly how
it should be characterized within the present theory, and so I will leave the problem for future

work

Another interesting issue is that there is some freedom as to what predicate the particles modify.
In examples in which there is more than one (potentially) gradable predicate, it seems that either
can be modified.

(40) Man, George Bush won a hard election.

Here either the extent of the victory or the hardness of the election can be modified. One has
the intuition that intonational prominence on a particular predicate influences which predicate
is chosen. Therefore, it might be that focus should play a role in selecting S. I cannot resolve
this question here, and leave this issue also for the future.

10A first idea is that the function of the predicate is different in the definite DPs than it is in the indefinite ones.
Perhaps in definite DPs adjectives work more to pick out a referent than to say something about it, and therefore
are not further modifiable. Formally we might say that there is existential quantification over the degree argument
at, say DP level in definite but not indefinite DPs. The consequences of this proposal are not completely clear to
me at present and so I will leave this as a speculation.
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4 Conclusion

In this paper I have given a semantic characterization of the behavior of sentence-initial man in
English. We have seen that it involves degree modification on one use, and that intonation plays
a large role in its meaning. I have left some issues unsettled, but I think the present framework
is well suited to handle them[!]

There are a number of particles in English and other languages that behave much like man. In
English we find dude, boy (%), girl (%), G, bro, and many others. Interestingly, there are dif-
ferences between these particles and man: dude can be used only with independent intonation,
and boy only with integrated intonation. The reasons for these differences remain unclear.

(41) a. Man, this water is hot. (independent or integrated)
b.  Dude, this water is hot. (independent only)
c.  Boy, this water is hot. (integrated only)

In other languages, it is quite common to find particles of this sort. In Japanese, for in-
stance, there are the particles yo and zo (McCready In press), which are semantically similar
to sentence-final man. There do not seem to be any particles corresponding to the sentence-
initial use: though there are several which are related to the comma use, none of these can be
used with integrated intonation. The same seems to hold true for Spanish guey ‘dummy/dude’
and tio ‘uncle’ and French merde ‘shit’ and putain ‘whore’. It may be that the reasons for this
lie in independent intonational facts about these languages, but this must be explored further.
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Abstract

This paper focuses on different subtypes of coostms involving temporally bounded
guantification, e.g. sequences likavid visited Rome three timéslowed by temporal phrases as
different as (i)last year which defines a time interval; (ii) less that two monthsvhich defines
an amount of time; and (iiper month which refers to a time unit. As for the first twypes of
temporal phrases, data will be presented which shbat they have specific linguistic properties
in these quantifying contexts, and do not behaeetixas the locating or duration adverbials they
are superficially identical with. The third type plfirases will receive special attention. Structures
with frequency adverbials like times per monthvill be analysed compositionally, separating the
qguantified componenh timesfrom the temporally binding phragger month(whose role is
comparable to that of adverbials (i) and (ii) i trelevant constructionsJhe data presented is
mainly from Portuguese, although the issues atestalhe linguistic properties of temporally
bounded quantification — are obviously relevampaeallel constructions in other languages.

1 Introduction

This paper concentrates on a subclass of temporal constructidngjwentification over
eventualities, namely those where the quantification is relatieetime parameter — either a
time interval, an amount of time, or a time unit —, as in the following examples:

(1) O David visitou Rom&rés veze$o ano passado / em menos de dois meses / por ano}.
“the David visited Rome three times {the year past / in less of two monthyéaér
David visited Roméhree timeqlast year / in less than two months / per year}.

The structure of the paper is as follows. In section 2, the analyBigocus only on
constructions where the temporal frame for quantification isienvial of the time axis (like
e.g. the one expressed kpst yea). Data from Portuguese will be used to distinguish
linguistically these constructions from those where unquantified events aribe@siike:

(2) O David visitou Roma o ano passado.
“the David visited Rome the year past”
David visited Rome last year.

Still in section 2, a formal semantic characterisation of teallyobounded quantification
structures is provided, which evinces the differences between s$tresgures and those
expressing simple (inclusive) temporal location, like (2). In sac8, a broader view of
temporally bounded quantification is offered, extending it to the wiaglege of adverbials
exemplified in (1). Temporal phrases associated with the expmesispure frequency - like
the Portuguese counterparts of Engligér year — will be analysed in some detail; a
compositional analysis of frequency phrases like [n-tipgzsunit-of-time] will be defended,
according to which the phraspelr unit-of-time] in those sequencesdistinguished, and its
role compared to the role of the other types of adverbials ededph (1) (as expressions
that set time frames for quantification).
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2 Temporal circumscription of quantification vs. temporal location
2.1 Thedistribution of Portuguese desde-adverbials

In previous work (cf. M6ia 2000, 2001), | showed that Portugdesdeadverbials — as, for
that matter, the Spanish, French and Italian counterparts of Emsgliseadverbials- are
dependent on the presence of event quantification in the clause tottdychpply, namely
when telic events are involvedDbserve the contrast in grammaticality between the following
two sentences, which differ only in the absence or presence ofpinitequantifier over
events:

3) *O David visitou a mae desde Janeiro.
“the David visited the mother since January”
David has visited his mother since January.

(4)  °¥O David visitou a maeinco vezeslesde Janeiro.
“the David visited the mother five times since January”
David has visited his mothéve timessince January.

Furthermore, | showed in that work that the relevant licensing gueatih (in the matrix
clause) need not be explicit quantification over events, via a plikase times as in (4). It
may as well be indirect quantification over events (cf. e.gk&r1990, Schein 1993, Eberle
1998), associated with different types of quantification, as illiestran (6) through (12),
below.

(i) distributive quantification over discrete objects

5) *Este urso morreu no zoo de Lisboa desde Janeiro.
“this bear died in-the zoo of Lisbon since January”
This bear has died in the zoo of Lisbon since January.

(6)  °XCinco ursosmorreram no zoo de Lisboa desde Janeiro.
“five bears died in-the zoo of Lisbon since January”
Five bearshave died in the zoo of Lisbon since January.

(7)  °¥O David restaurou o altar da igreja matrizciteco cidadesiesde Janeifo
“the David restored the altar of-the church matrix of five towns since Jénuary
David has restored the altar of the parish churdlveftownssince January.

(i) measure quantification over discrete objects or massive entities

(8)  °Oitenta por cento deste edifidioi restaurado desde Janeiro.
“eighty per cent of-this building was restored since January”
Eighty per cent of this buildinigas been restored since January.

! The combination of Romance counterpartsioteadverbials with descriptions of atelic eventuestis not
subject to the same restrictions. When this contiminaoccurs, sentences involve typicallyglar ative — rather
than aninclusive — location reading (i.e. the situation is saidtdd throughout the whole location interval — cf.
e.g. Vlach 1993, Moia 2000):
(i) O David mora em Lisboa desde 1974.

“the David lives in Lisbon since 1974”

David has been living in Lisbon since 1974.
The durative location reading is irrelevant for thgues addressed in this paper and will be ignbesdeforth.
However, provided the right context, a temporalrifi@ation structure of the type under analysighis paper
is also possible with atelic predicates — cf. (A€pw.

2 Notice that the quantifying element can occurémpdeeply embedded positions, as this example show
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(9)  °¥Esta maquina reciclotinco toneladas de detritatesde Janeiro.
“this machine recycled five tons of wastes since January”
This machine has recycléigle tons of wastsince January.

(iif) temporal measure quantification over atelic eventualities:

(10) °XO David trabalhou neste projeatarante cerca de duzentas hodesde Janeiro.
“the David worked on-this project for around of two-hundred hours since January”
David has worked on this projéior about two hundred housnce January.

(iv) quantification via exclusive operators, likg the Portuguese counterpartaofly (whose
omission in the following sentence would yield ungrammaticality)

(11) 90 Davidséescreveu este artigo desde Janeiro.
“the David only wrote this paper since January”
David hasonly written this paper since January.

(v) conjunction associated with an implicature of exhaustive enumer&i the relevant
entities), as in the following sentence which is grammatcdy under the interpretation
where the set of all relevant towns visited during the mentioned period is besdg list

(12) 90 David visitouLondres, Paris e Berlirdesde Janeiro.
“the David visited London, Paris and Berlin since January”
David has visited.ondon, Paris and Berlisince January.

Other types of licensing quantification structures, besideg thes, have been identified in
Méia (2000, 2001), but they will be ignored here, for the sake of simplicity.

The examples above involve a combinatioml@$dephrases with descriptions of telic events.
Similar structures, however, can be obtained with atelic evemtgalit (i) the same type of
guantification structure occurs and (ii) the tense of the main exgpresses anteriority to the
temporal perspective point (as is the case, for instance, witpritérito perfeito simples” or
the “pretérito mais-que-perfeito”):

(13) °¥O David morou em Lishomés vezeslesde 1974.
“the David liveGerrecTivE sivpLpasT IN Lisbon three times since 1974”
David has lived in Lisbothree timessince 1974.

The difference between the grammatical and the ungrammaticadtures above can be
described as follows. Structures that refer to single episaalic)(events — like (3) or (5) —
yield ungrammaticality when combined wittesdephrases. Conversely, all grammatical
examples withdesdephrases refer tgets of events made up of possibly discontinuous
subevents (happening within the time frame set by the adverbial). Furthernone may note
that ungrammaticality arises whenever — in similar examplg® interpretation of possibly
discontinuous events is blocked. This may result from the use of dnitegppression — like

the counterpart odll at once in (14) — or from an inference based on world knowledge — as
in (15), with the counterpart af bomk but not with the counterpart afbulldozer

(14) *Esta maquina reciclou cinco toneladas de detriégosma so vedesde Janeiro.
“this machine recycled five tons of wastes of one only time since January”
This machine has recycled five tons of wastat oncesince January.

(15)a. Uma bombalestruiu trinta por cento deste edificio desde Janeiro.
“a bomb destroyed thirty per cent of-this building since January”
A bombhas destroyed thirty per cent of this building since January.

b. °“Um buldézedestruiu trinta por cento deste edificio desde Janeiro.
“a bulldozer destroyed thirty per cent of-this building since January”
A bulldozerhas destroyed thirty per cent of this building since January.
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Likewise, it may be observed that group — contrary to distributivePs With cardinal
guantifiers do not license the usedafisdeadverbials, because they are associated with single
events rather than with sets of (possibly) distinct events. Thuilking sentence, with a
single-event group reading, is ungrammatical:

(16) *O David ofereceu este quadrtrés amigosiesde Janeiro. [group reading]
“the David offered this painting to three friends since January”
David has offered the painting ioree friendssince January.

2.2 Distinguishing temporal circumscription of quantification from temporal location

In order to explain the distributional facts observed in section 2.1vé hagued that
structures where temporal adverbials are associated wibliojex quantification over

eventualities — like (4), (6)-(12) or (13) above — are of a seméntdistinct type from those
where temporal adverbials merely provide a frame for locatiog-Quantified) eventualities.
In sum, two distinct constructions have to be taken into account:

e Temporal circumscription of quantification,
ortemporally bounded quantification
(full-scanningconstruction in Moia 2000)

» Temporal location

The peculiarity of Portuguesdesdeadverbials — or, more generally, of the Romance
counterparts ofinceadverbials — is that they are particularly sensitive todisgnction: the
may define temporal boundaries for quantification, but they may mulsiprovide a frame

for inclusive locatioR Many other adverbials, however, readily occur in both types of
constructions — cf. e.@m Janeird‘in January’):

(17)a. O David visitou a mée em Janeiro. [temporal location]
“the David visited the mother in January”
David visited his mother in January.

b.°¥O David visitou a maeinco vezegm Janeiro.  [circumscription of quantification]
“the David visited the mother five times in January”
David visited his mothdive timesn January.

Temporal circumscription of quantification can be easily charsetd within the framework

of Discourse Representation Theory (DRT) defined in Kamp &er@p93). With regard to

the data under analysis, the main point to note is that all #mangatical structures with
desdeadverbials above involvabstraction over eventualities contained in the time frame

set by the temporal adverbial. See the schematic representation, in the language of DRT, in
(18), and the two illustrative DRS-representatioerisr sentences (4) and (6)n (4') and (6)

right afterwards, where Portuguese lexical items are &musfor the sake of simplicity (cf.
Moia 2000, for details):

® However, as said in fn. 1, they may provide a &dor durative location. The common fact betweerative
location and temporal circumscription of quantifioa is that, in both cases, the whole interstafined by the
temporal adverbial is relevant (and this seemsetdhle requirement imposed by the Romance countsrpér
sinceadverbials): in sentences with a durative readikg (i) in fn. 1), the described atelic eventtyals said to
hold at _all subintervals of the mentioned interval; in sentsneéth temporally bounded quantification, a
reference is made to the sum of all the eventshefrentioned type that occur within the relevamerival
(whence, the whole interval has to be taken intocoant). In Mdia (2000), | termed this constructifuil-
scanning(inclusive location) in order to underline thigal(since, metaphorically speaking, it is as ifwmle
interval is scanned in order to gather the releeaents happening within it).
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(18) | [TEMPORAL ADVERBIAL [t]] | E — set of (sub)events described in the main clause

E=2e t —interval defined by the temporal adverbial
et € — (sub)events that correspond to the descriptive content of the
ey main clause and occur within

Y — relevant descriptive content (expressed in the main clause)

o David visitou a mée cinco vezes cinco ursos morreram no zoo de Lisboa
desde Janeir¢David has visited his desde Janeir¢five bears have died in
mother five times since January the zoo of Lisbon since January
4y [since January [t]] (6) [since January [t]]
E=2%e: et Y =23y: ellt
e: David visit his mother E =3e: bear (y)
e: y die in the zoo of Lisbon
|El =5 Y| =5
whence: [E0 t]* whence: [|E| = 5], [E] 1]

The representation in (18) evinces thwaximality requirement that distinguishes the
structures under consideration. In fact, the relevant senteneesaesets of event&], more
precisely the set oéll subevents ¢ that, on the one hand, correspond to the descriptive
content in the matrix claus&f and, on the other hand, happen within the time frame defined
by the adverbialt]. This representation also evinces the peculiar role of temadvairbials

in these constructions: as can be seen, although they may appelatively high syntactic
positions, temporal adverbials act here as ¢éusat modifiers, inasmuch as inclusion in the
time frame set by thent)(is a defining property of the elements assembled in the sum
represented by the main claug&g (witness the presence of the discourse refdérirside the
sub-DRS!).

Temporal circumscription of quantification has several linguistaperties that set it apart
from simple inclusive temporal location. Let us consider an outstamaiagby comparing
the English sentences in (19) — which involve simple inclusive temipa&tion — with those
in (20) — which involve temporally bounded quantification :

(19)a. David has visited his mother since January.
b. David visited his mother in January.
c. David offered this painting to (exactly) three friends in May 1995. [group rdading

(20)a. David has visited his mother five times since January.
b. David visited his mother five times in January.
c. David wrote (exactly) three essays in May 1995.

First, let us note that in (19), the events described in the nausec(David’s visit to his
mother or his offering of the mentioned painting) are defined indepdpd# the locating
interval. Differently, in the temporally bounded quantification strres of (20), as was
underlined, the interval provided by the adverbial plays a role — asdaokimodifier — in
defining the (complex) event represented in the main clause.e&tdionsequence of this

“ Although these temporal adverbials may locatectivaplex event (E) as a whole — [Et] — this function is, as
it were, subsidiary, since its primary functior(@guably) to provide the frame for temporal quigcdation over
eventualities — [.... [€] t]...] (cf. M&ia 2000).
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difference is that, if the temporal frame associated wht adverbial is widened, truth
preservation is not guaranteed in temporally bounded quantificatiotusésicthough it is —
caeteris paribus- in (inclusive) temporal location ones. See (22) and (21), vihezeis to
be interpreted in all cases as a hon-monotonic exact quantifier:

(21)a. David offered this painting to (exactly) three friends in May 1995. [groumggadi
b. David offered this painting to (exactly) three friends in 1995.

(22)a. David wrote (exactly) three essays in May 1995.
b. David wrote (exactly) three essays in 1995.

From (21a), which involves simple inclusive location (in the groudingg, it is possible to
infer (21b). Conversely, from (22a), which involves temporally bounded quaiifn, the
parallel inference, in (22b), is invalid. Sentences (23) and (24) bedowain yet another
interesting contrast, distinguishing the duration of telic and atelic eviiasial

(23)a. David prepared this project in (exactly) ten hours last Saturday.
b. David prepared this project in (exactly) ten hours last weekend.

(24)a. David worked on this project for (exactly) ten hours last Saturday.
b. David worked on this project for (exactly) ten hours last weekend.

From (23a) it is possible infer (23b). Conversely, (24a) does not #lewference (24b). In
the first case, the sentence refers to a single episodit @vavid preparing the project in a
given amount of time) that is located anywhere within the framgided bylast Saturday
i.e. the sentence involves simple inclusive location. In the secordtbassentence refers to
the duration of the sum of all the (possibly discontinuous) subeventsvaf Warking on the
project that happened within the temporal boundaries s&shySaturdayi.e. the sentence
involves a “full-scanning” of the interval, or temporal circumsapipof quantification. Thus,
if the boundaries are different, the sum may be different as well.

Marginally, one may note a particular characteristic of theetres with temporally bounded
guantification that possibly constitutes a pragmatic restriclibese structures are somewhat
odd, or very odd, if the time boundaries are excessively vague (cf. Alves 2003):

(25)  Este rio transbordou cinco vezes {desde 19&esde antes de 1980}.
“this river overflowed five times {since 1980 / since before of 1980}”
This river has overflowed its banks five times {since 1980 / since before 1980}.

Curiously, no parallel contrast in grammaticality is observed (@6¢re (durative) temporal
location is involved:

(26) Este rio esta gravemente poluido {desde 1980 / desde antes de 1980}.
“this river is gravely polluted {since 1980 / since before 1980}”
This river has been seriously polluted {since 1980 / since before 1980}.

In connection with the type of pragmatic effect observed in (2B)ait noted that (non-echo)
interrogatives where temporal adverbials -wésconstituents — are used to define temporal
boundaries for quantification are also very odd:

(27) {°Quando / *Desde quando} é que este rio transbordou cinco vezes?
“{lwhen / since when} is that this river overflowed five times?
{When did this river overflow / Since when has this river overfloweds} its banks five
times?

At this point, an issue must be stressed: temporally bounded quadiiicstructures may
arise with virtually any kind of (so-called) locating adverbiald anot only with desde
adverbials. In fact, | assume that the event abstraction whichgilighes this construction
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(cf. (18)) is triggered by quantifying elements in the mathixcgure and not by the temporal
adverbials. Therefore, whenever these quantifying elements esenpr— together with an
adverbial that identifies a time interval — the temporal cirauipon construction may
emerge. The specificity of the Portuguedesdeadverbials is thus merely that, when
combined with descriptions of telic events, they may set boundarieguémtification, but
they may not simply locate, whereas most other temporal advenmagiplay both roles. (28)
below contains several examples of the construction at stakediffghent time adjuncts
(29) contains parallel examples involving simple (inclusive) temporal location:

(28) Foram descobertéinta e cinconovas crateras de impacto
{entre 1980 e 1985 / 0 ano passado / na década de 80 / desde Janeiro passado}.
“were found thirty and five new craters of impact
{between 1980 and 1985 / the year past / in-the decade of 80 / since January past}’
Thirty five new impact craters were (have been) found
{between 1980 and 1985 / last year / in the 80’s / since last January}.

(29) Esta cratera de impacto foi descoberta
{entre 1980 e 1985 / 0 ano passado / na década de 80 / *desde Janeiro passado}.
“this crater of impact was found
{between 1980 and 1985 / the year past / in-the decade of 80 / since January past}’
This impact crater was (has been) found
{between 1980 and 1985 / last year / in the 80’s / since last January}.

3 Abroader view of temporal circumscription of quantification
3.1 Temporal circumscription of quantification with different types of adverbials

All the examples given in section 2 contain adverbials thattraditionally classified as
temporal locating (or frame) adverbials, since they definentervals of the time axis. Let
us consider again two of these cases:

(30) a. O ministro falou com o presidente cinco velessle Janeiro
“the minister spoke with the president five times since January”
The minister has spoken with the president five tisnese January

b. O ministro falou com o presidente cinco veesgmana passada
“the minister spoke with the president times the week past”
The minister spoke with the president five tineest week

However, adverbials traditionally classified in other classesatso occur in constructions
that involve temporally bounded quantification. First, we can mention atsafoadverbials,
that might be classified aduration adverbials in some grammars, since they refer to
amounts of time rather than to intervals of the time axie.g. Portuguesem més e meior
em menos de trés semanasd its English counterpaiits a month and a halfr in less than
three weeksrespectively:

> Cf. also the following English examples (involvidiferent adverbials) from the British National 1pas:

G2F 9 And, on average, we each do it five timesunlife. | CH3 4927 Colin resents the notion that
he doesn't carry a big punch and this could beaaadh for him to try to prove otherwise as Palacio
admits to having been knocked out four times in88dfight career| CB2 1513 Roebuck revealed
that his ankle dislocated no less than four timas$nd the World Cup final| ECH 396 | have done
the route a dozen or more times since that distathimn and (...) | have never set off across that
huge ceiling without a feeling of apprehensionRbFL234 | only saw Stephen a few times before |
went back to prisarf K1U 305 They plan to build another 40 housesr dlve next 10 years




232 Telmo Mobia

(31) a. O ministro falou com o presidente cinco v&resnés e meio
“the minister spoke with the president five times in month and half’
The minister spoke with the president five tirmea month and a half

b. Em menos de trés semanasninistro falou com o presidente cinco v8zes
“in less of three weeks, the minister spoke with the president five times”
In less than three weekihie minister spoke with the president five times.

These constructions are to be distinguished from those expressing simple dukation, |

(32) O ministro escreveu este livem més e meio
“the minister wrote this book in month and half”
The minister wrote this book a month and a half

Secondly, we can mention temporal adverbials that are often iddssi$ frequency
adverbials, or asadverbs of temporal quantification (cf. Kamp & Reyle 1993), like
Portugueséodos os fins-de-semawa its English counterpaevery weekend

(33) O ministro falou com o presidente cinco vepel®s os fins-de-semana
“the minister spoke with the president five times all the weekends”
The minister spoke with the president five tiree@ery weekend

This construction involves temporally bounded quantification over everegssed in the
matrix structure), unlike the following parallel structure (tlexpresses simple temporal
guantification, in the sense of Kamp & Reyle 1993):

(34) O ministro falou com o presidernt&los os fins-de-semana
“the minister spoke with the president all the weekends”
The minister spoke with the presidenery weekend

Finally, we can observe temporally bounded quantification structurek a-comparable
nature, | will argue — with adverbials that expresse frequency, like Portuguese&inco
vezes por mé&y its English counterpafive times a montfor per mont):

(35) O ministro falou com o presidente cinco vgz@smeés
“the minister spoke with the president five times per month”
The minister spoke with the president five tippes month

A specificity of constructions like (35) is that they do not haweeinterparts without
guantification over eventualities. In other words, sequenceptkenés/ per monthdo not
seem to combine with structures that do not involve explicit quantification:

(36) *O ministro falou com o presidenfgor més
“the minister spoke with the president per month”
*The minister spoke with the presidgydr month

The consideration of all the different examples presented indti®s offers a broader view
of temporally bounded quantification than the one sketched in sectidy2contention is

® Note that these adverbials, contrary to normahtiom adverbials, readily occur in sentence injtiasition.

" Cf. also the following English examples (involvidiferent adverbials) from the British National 1pas:
CMO 109 It is unusual for a major organisation bamge its chief executive four times in less than a
decadq...). | K3K 1697 Later, experts were divided owdrether two horrific attacks in just five days
meant more could be expected. | BO3 3011 Althobhghhbuse, originally a simple hall house, has
been extended and altered at least five times ma@ny 600 yearst still has an overall integrity (...).

GWO0 259 There's a man with a Doberman comes arbwmar three times every nighit C96 2109
The powerheads should draw the whole volume otdhk& through the filter bed at least three times
each hour| AS7 1742 Assynt is a good salmon loch with uplsaof sixty fish being caught most
seasons
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that these structures, and in particular the temporal advetbal®ccur in them, should be
considered on a par, rather than scattered in independent semantiosdbkealocation,
duration, temporal quantification or frequency. Though intimately linkigd those domains,
these adverbials seem to share linguistic properties, whiep them together as phrases that
expresgemporal circumscription of quantification.

3.2 Common properties of structureswith different types of adverbials

First, let us start by noting that, formally, all the relevstnictures might be considered to
involve an abstraction over eventualities similiar to the onedyreescribed in section 2.
What happens is that the temporal frame involved in the abstrac@gncorrespond to
different temporal entities: (i) intervals of the time afirs structures traditionally associated
with the domain of temporal location or of temporal quantificatian)afnounts of time (in
structures traditionally associated with the domain of duratian)tifne units (in structures
traditionally associated with the domain of pure frequencyy: éfnthis entities can be used
as a temporal frame)(for event-summation. Compare the schematic DRT-representations
(37)-(40).

(37) t (38) t
TIME INTERVAL (t) AMOUNT OF TIME (mt)
dur (t) = mt
E=se:| ..[edf];[e:V]..] E=se:| ..[e0f];[e:W]..|

t — - . -

(39) TIME INTERVAL (t) E=Xe: ..[ed(;[e:¥]... |
t o . . .

(40) TIME UNIT (t) E=zel ..[ed1];[e:Y)].. |

Naturally, structures with temporally bounded quantification can b&letl in different
subgroups according to the type of temporal frame used. On the one wmsilegroup may
have specific properties that need to be tackled separatelys(thisstandingly the case with
pure frequency constructions, likge time per monthas we will see later on). However, on
the other hand, all these constructions have linguistic properties inaormmf. schemata
(37)-(40) —, which call for a parallel analysis. As for these ptase | will only underline
here the similarities in distribution, leaving other possible comrroperties for further
research.

As a matter of fact, it should be noted that phrases that idemidunts of time, liken a
week and a halfor time units, likgper week- just like those that identify intervals of the time

K9J 181 If all goes according to plan, the £60 milliomestment will produce around 300,000 tonnes
per yearof ammonia at the lowest costs in Western Eurppi.1 499 He also received a three-year
period of probation --; during which he would beyuged to perform 1,800 hours of community
service_per yeat; on a more general conspiracy charge. | G19 T2 CCLGF meets six or seven
times_a yeaand is chaired by the Secretary of State for tm&rBnment.
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axis, aslast weekendr since January- may act as temporally binding expressions for
indirect quantification over eventualities. They may, for instance ocdthr, w

(i) distributive quantification over discrete objects (cf. (6) above)

(41)a. O David letrés livrosno fim-de-semana passado.
“the David read three books in-the weekend past”
David readhree booksast weekend.

b. O David leurés livrosnuma semana e meia.
“the David read three books in-a week and half”
David readhree booksn a week and a half.

c. O David leurés livrospor semana.
“the David read three books per week”
David readhree bookgper week.

(if) temporal measure quantification over atelic eventualities (cf.gboye)

(42)a. O David trabalhou neste projedtoante mais de 60 horassemana passada.
“the David worked on-this project for more of 60 hours the week past”
David worked on this projeébr over 60 hourdast week.

b. O David trabalhou neste projechorante mais de 60 horamima semana e meia.
“the David worked on-this project for more of 60 hours in-a week and half”
David worked on this projefbr over 60 hoursn a week and a half.

c. O David trabalhou neste projecharante mais de 60 horger semana.
“the David worked on-this project for more of 60 hours per week”
David worked on this projeébr over 60 hourper week.

However, structures that express pure frequency (pathphrases) have a more limited
distribution. In particular, they are not licensed with event quaatific associated with
exclusive operators or with conjunction (cf. (11) and (12) above). ®hislates with the fact
that (possibly) the event abstraction associated with these opeisitoot directly asserted
(rather being implied at some level).

(43)a. O Davigsdescreveu este artigo {desde Janeiro / num més e meio}.
“the David only wrote this paper {since January / in-a month and half}”
Davidonly wrote (hasonly written) this paper {since January / in a month and a half}.

b. *O DavidsGescreveu este artigo por més.
“the David only wrote this paper per month”
*David only wrote this paper per month.

(44)a. O David visitolLondres, Paris e Berlifdesde Janeiro / num més e meio}.
“the David visited London, Paris and Berlin {since January / in-a month and half}”
David visited (has visited)ondon, Paris and Berlifisince January / in a month and a
half}.

b. *O David visitouLondres, Paris e Berlimpor més.
“the David visited London, Paris and Berlin per month”
*David visitedLondon, Paris and Berliper month.

It can also be noted thpor-phrases exhibit distributional restrictions comparable to those of
desdephrases. More precisely, singmr-phrases are only compatible with temporally
bounded quantification, requiring event-iteration, the blocking effectstiregsflom coercion

of a single-event reading (observed in (14) and (16), in sectiondhagulesdephrases) also
affect them:
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(45) *O David ofereceu este quadrtr@s amigogor semana. [group reading]
“the David offered this painting to three friends per week”
*David offered this painting tthree friendper week.

(46) *O David comprou cinco descapotavaeismesmo tempgmor més.
“the David bought five convertibles at-the same time per month”
*David bought five convertibleat the same timper month.

3.3 Por-adverbials: frequency and temporal circumscription of quantification

It is implicit in what was said up to now thabr-phrases in sequences likmco vezes por
més (‘five times per month’) are being analysed autonomously, i.e. indepéydd the
guantifying phrase (e.ginco vezes'five times’) with which they combine. In fact, these
phrases are taken to have a semantic role of its own, as rihngglgpa temporal frame for
guantification, along the same lines as adverbials that defimeintervals or amounts of
time. Given that, traditionally, sequences Idieco vezes por mé$ive times per month’) are
presented as an unanalysed whole — classified as an adverbedu#rfcy —, this ‘splitting’
analysis requires further justification. This is what | will attempt toolw.

The first thing to underline about thpor-adverbials under consideration is that they may
occur in two rather distinct types of syntactic contexts (juet for that matter, their English
counterparts witlperor a).

(47) O ministro fala/falou com o presidewiaco vezes por més
“the minister speaks/spoke with the president five times per month”
The minister speaks with the presidéwe times per month

(48) O ministro faz/fezinco discursos por més
“the minister makes/made five speeches per month”
The minister makes/madige speeches per month

In the first sentence, the sequenm® més(‘per month’) is applied to the quantifier over
eventscinco vezeg'five times’), which occurs adverbially. In the second cabe same
sequence is applied to the MIco discursog'five speeches’), which is the direct object of
the verb. In grammar books, only the first case is normally coesidérhere, as said,
sequences likeinco vezes por mégfive times per month’) are normally considered as
(unanalysed) units, and classified as adverbials of frequencygcBennett & Partee 1978,
Quirk et al. 1985, or Huddleston & Pullum 2002, for the English counterparts). No metege
are normally made to a possible internal analysis. Huddleston alhdmP(2002: 715),
however, classify the counterparts of these-phrasesas “postmodifiers” (a category they
oppose to “separate adjuncts”) within the overall frequency phrelsar “postmodifiers are
NPs introduced bg or else PPs witperas head”.

I will advocate here that, both in adverbial contexts like (47)iangominal contexts like
(48), the sequence [n-times/n-objepts unit-of-time] is a constituent of the whole sentence
and that it can have @mpositional analysis, distinguishing the sequengeof unit-of-time]

as an expression that sets temporal boundaries for event quantifiedding the lines defined
in the previous sections of this paper (cf. schema (40)).

Among the syntactic properties of the Portuguese sequences Birtiotgectspor unit-of-
time] that justify its analysis as a syntactic constituemxpressing frequency — we might
emphasize: the possibility of topicalisation, of focussing, and of anapteference via a
relative pronoun (lik® que ‘what’), as shown in the following three sentences, respectively:

(49)a. Cinco discursos por mge ministro fez muitas vezes.
“five speeches per month, the minister made many times”
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b. Cinco discursos por mé&sque o ministro devia fazer!
“five speeches per month [is thai}us strucTurgthe minister should make!”

c. Cinco discursos por mé&so que um ministro faz normalmente.
“five speeches per month is [the that]ar a minister makes normally”

On the other hand, theor-adverbial alone has considerable syntactic autonomy: it can be
topicalised, and it may occur in different positions in the sentéseparate from the
guantified NPn-times/ n-object3. Witness its position in the following examples:

(50)a. Por més o ministro faz cinco discursos.
b. O ministro fapor méscinco discursos.
c. O ministropor mésfaz cinco discursos.

Thus, at least in Portuguese, a compositional analysis of phrases of the tgpes[n-bbjects

por unit-of-time] seems defensiffleAccording to this analysis, the sequenper [unit-of-
time] provides a temporal frame for event quantification aldveglines of other temporal
adverbials described in this paper. It should be noted however that, despiéatively
embedded syntactic position, tipsr-phrase often takes scope over the whole predicative
content of the sentence (with some exceptions that | will not demsieré) — cf. DRS-
representations of (53) and (54) below.

Furthermore, it must be underlined that, as has been often noted litetaire for the
English counterparts opor-phrases, this subtype of structures has specific Aktionsart
properties (cf. e.g. Moens 1987, or Huddleston and Pullum 2002). Sequentedaft [n-
timespor unit-of-time] combine with event descriptions to form complex exgoas which
behave — as a whole — as atelic expressions (activities). tingBese, this explains why these
expressions are compatible with (i) verb tenses expressing ovedappi temporal
perspective points (e.g. present or imperfective simple past) (51of —, and (ii) temporal
measure phrases headeddoyante(the counterpart of Englidior) — cf. (52):

(51) O ministrofala / falavacom o presidente cinco vezes por més.
“the minister speaks / spok@errecTive simpLe pasTWith the president five times per
month”
The ministeispeakd used to speakith the president five times per month.

(52) O ministro falou com o presidente cinco vezes porduémte quase um ano
“the minister spoke with the president five times per month for almost a year”
The minister spoke with the president five times per mtorthlmost a year

The following DRS-representations illustrate the compositional anakestisted abové:

8 Englishper-phrases seem to behave similarly — cf. the folmaéxamples from the British National Corpus:

CRA 2668 Adding in refinancing of maturing debt daallowing for individuals' national savings), that
means that £1 billion of gilt-edged debt must bkl ger week | A7N 981 How much money do you
spend on clothes (excluding shoes and lingeriejmentt?

° The por-adverbial doesn't take scope over the predicatiwgent of the matrix clause in some structures, e.
when it is embedded in an NP with the counterpafrtsouns likerhythm, pace, ratespeed etc.(Note that, in
these cases, it cannot be topicalised.)
(i) O estadio estava a ser evacuadgai ritmo de [duzentas pessoas por minuto]].

“the stadium was to be evacuated at a pace ohtwahed persons per minute”

The stadium was being evacuatedyat[pace of [two hundred people per minute]].

¥ Two notes about these representations:

(i) 1 will not attempt to provide here the semastiaf the quantifiepor. On the one hand, this quantifier is
roughly similar to a universal quantifier. On thiner hand, however, it often implies average value (even
when the explicit sequenesn médig'in average’), is absent).
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(53) O ministro fala com o presiderti@co vezes por més
“the minister speaks with the president five times per month”
The minister speaks with the presidéwe times a month

n x ev
the minister (x)
evon
ev: E
t E=2e: e
month (t) et
e: | x speak with the president
|El=5
(54) O ministro fazinco discursos por més
“the minister makes five speeches per month”
The minister makelve speeches a month
n x ev
the minister (x)
evon
ev: EY
t E =%e: ey
e:
IY|=5

Note that the discourse referent associated wittptieadverbial ) occurs within the sub-
DRS associated with the event-abstraction (in the conditiaht]e Therefore, considered on
its own (irrespective of the fact that it is part of a laignstituent expressing frequency), the
por-adverbial defines a temporal frame for event quantification, atidisscomparable to the
other temporal adverbials analysed in this paper (e.g. incldesaeadverbials).

4  Conclusion

In this paper | attempted to identify of a set of constructions eviggiantification over
eventualities expressed in a matrix clause directly dependseompartal parameter expressed
by a temporal adverbial. In constructions with adverbials thatifgea time interval or an
amount of time (e.gdesde 199% since 1995em 1995 in 19950r em menos de dois meges
in less than two monthsthe main role of the adverbial is, arguably, to provide a friame
event quantification, rather than to locate, or to express duration. Irruagims with
adverbials that identify time units (egpr més/ per montf), the main role of the adverbial is
to contribute to the expression of a frequency value in combinatibnawguantified phrase
(e.g.cinco vezeg five timesor cinco discursog five speechgs However, a compositional
analysis of frequency adjuncts seems defensible, accordingith ¥he isolateger-phrase

(i) The fact that sequences witlor-phrases behave as atelic predicates is symbalista conditiorev: @
wherea is a duplex condition. The discourse referantrepresents the complex eventuality — an activigf —
doing something with a certain frequency (for Aksart shift in DRT, cf. Swart 1998).
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has a contribution of its own, viz. to set temporal boundaries for qeatti along similar
lines as the adverbials that define time intervals or amounts of time.

This paper considered mainly data from Portuguese, although thetistakea— the evidence
for a close interaction between temporal adverbials and eventusgrirttsome specific type
of structures — has certainly a more general relevance.
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Abstract

Modern theorists rarely agree on how to repredentategories of tense and aspect, making a
consistent analysis for phenomena, such as themrpsrfect, more difficult to attain. It has been
argued in previous analyses that the variable hehaf the present perfect between languages
licenses independently motivated treatments, pdatity of a morphosyntactic or semantic-
syntactic nature (Giorgi & Pianesi 1997; SchmitO20llari 2001). More specifically, the well-
known readings of the American English (AE) pregeerfect (resultative, experiential, persistent
situation, recent past (Comrie 1976)), are at adtls the readings of the corresponding structure
in Brazilian Portuguese (BP), the ‘pretérito pedatiomposto” (default iterativity and occasional
duration (llari 1999)). Despite these variationke tpresent work, assuming a tense-aspect
framework at the semantic-pragmatic interface, wilbvide a unified analysis for the present
perfect in AE and BP, which have traditionally béezated as semantically divergent. The present
perfect meaning, in conjunction with the aspectless of the predicate, can account for the major
differences between languages, particularly regariterativity and the “present perfect puzzle”,
regarding adverb compatibility.

1 Introduction

The present perfects in American English (AE) and BraziRartuguese (BP) are often
treated as semantically divergent due to the apparent obligatory iteratienBi® tvariety.

(1) a. Mary has sung “Happy Birthday”. (once)
b. A Maria tem cantado “Parabéns”. (varias vezes)
The Maria has sung  “Congratulations” (many times)

Sentences like (1a) are most often used to express a singieiaitg, although they are
compatible with repetition when modified with such adverbs as 'alveaymany times'. This
Is contrary to (1b), which cannot refer to a single eventualitymust express an iteration of
singing events. Obligatory iterativity is a phenomenon speciftbégpresent perfect in BP,
since the past and future perfects do not force iteration, althbeghate compatible with
repetition as well. Some have characterized the structure'gjatsly iterativity,
distinguishing it from the AE present perfect, as being due to artcbabitual operator
(Giorgi and Pianesi 1997) or to the selectional restrictionBeopresent tense morphology in
BP (Schmitt 2001). The problem with these analyses is that whlepresent perfect is
characteristically iterative, it can also express single, durativeisitaaas in (2) (llari 2001).

(2) a. A Maria tem estado doente.
The Mary has been sick
b. Mary has been sick.

This work was funded in part with a grant by CAPE®ordenacdo de Aperfeicoamento de Pessoal de Nivel
Superior). | would like to thank the audiencesain und Bedeutung X6r their helpful comments, especially
Bridget Copley, Patricia Amaral, Telmo Méia and #nnvon Stechow. All remaining errors are mine.
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So, besides having the same periphrastic structure (AE, 'havd papidsple and BP, 'ter' +
participio passado), the two varieties also present a senoastiap as shown in (2a) and
(2b), whose meanings are equivalent. However, we still have theediffieadings to account
for. The main readings to be considered for AE are the universaharekistential, reduced
from Comrie's (1976) traditional four-way distinction, as shown in 343d). Universal
readings arise when the eventuality described holds true throudjeoemtire interval within
which it is located. Existential readings arise when the eviggtdascribed occurred at least
once within the location interval. The existential subsumes &eiurdistinction between
resultative, recent past and experiential readings, which mefidgt contextual variants of
the same eventuality. The main readings that arise in @fhat of iterativity and durativity
or continuity. Iterativity is understood when the situation rep#atsughout the location
interval and durativity is similar to the universal reading.oBebre some examples of the
different readings.

3) AE
a. Experiential: John has visited Paris. (once/befare)
b. Resultative: John has arrived. (and is here) (Existential)
c. Recent past: | have just graduated from college|
d. Persistent situation: John has lived in New York for 4 years. (Universal)

BP
a. lterative: O Brunotemido a Disneylandia. (véarias vezes)
The Bruno has gone to-the Disneyland
'‘Bruno has been going to Disneyland'
b. Durative: A Mariatem sido feliz na  Europa.
The Maria has been happy in-the Europe
'‘Mary has been happy in Europe’

In this paper, | will present a unified analysis for the pregerfect structures in American
English (AE) and Brazilian Portuguese (BP). In section 2 |llreview the standard theories
on the English present perfect and see how they might wotkddBP present perfect, since
the very few studies aimed at the BP present perfect have pmbenincomplete. Section 3
will test how the various readings that have been cited in #ratlire for the English present
perfect and those available in the BP present perfect, walkumified framework. The main

property to be reconciled is that of iterativity which will tHestied into adverb restrictions
in the next section. Section 4 will discuss the puzzles tha eriboth languages regarding
adverb compatibility. Section 5 will conclude.

2 Sandard approaches
2.1 Extended Now

Standard approaches to the present perfect make use of variatilegloénbach’s (1947)

three-point system of tenses: event time, speech time, andncefetiene. In the present
perfect, the event time is located before speech time and #rerre¢ time is simultaneous
with speech time. Many theorists favor the Extended Now the@\y, (in which the perfect

introduces an interval whose left boundary is unspecified and whos®oighdary is fixed at

the reference time, in the case of the present perfectctspeee (McCoard 1978; Dowty
1979; latridou et al. 2003). The eventuality is located somewhere within this interval
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(4) XN

— >
E R,S

The immediate benefit of the XN theory is that it explains the presentpeifeeompatibility
with past-time adverbials, known as the “present perfect puzzleinK992, 1994). Since
the XN interval includes speech time, it is inappropriate foo ibe modified by an adverb
locating the eventuality in the past. This puzzle shows up in BP as well.

(5) a. *Lena has worked yesterday.
b. *A Lena tem trabalhado ontem.

Also, XN theories more aptly account for the universal readintgs adverbs such as 'since’
and 'for'. The different readings are derived from the semarftibe perfect meaning and the
meaning of the particular adverbs. An XN analysis defends that realveeadings (u-
perfects) can only arise with adverbials (latridou et al. 2003). eMudverbials play an
important part in interpreting the present perfect, adverb matldit is not a necessary
condition for using and understanding it. A resulting drawback feihdéng the inseparability
of u-perfects and adverbs is that one would have to then stipulateusnbigdverbs to
account for ambiguous readings of the u-perfect. Consider the following examples.

(6) a. John has been sick for two weeks.
b. John has been sick since 1990.

(6a) can be understood as ambiguous between the reading that Johsidk stilspeech time
and the other reading that at some time in the past, John wdsrsickeriod of two weeks.
Likewise in (6b), not only can we understand that John's being sitkeasfor the entire

period from 1990 up to and including speech time, it can also be truetthama point

between 1990 and speech time, John fell sick and is better now. osguahere no adverb
is used, XN theories often resort to covert adverbs to accommbéatetion that u-perfects
can only arise with adverbs. This complicates the derivation of an existeatilahg, which is

equally possible, given contextual information or discourse cues. See (7a).

(7) a. John has been sick.
b. O Jodo tem estado doente.

Theorists consider the BP present perfect to have the partibalacteristic of not requiring
adverbial modification, as in (7b), setting it apart from other Rm®mdanguages (Boléo
1936; llari 2001). On the occasions in which the structure is usedptessxa continuous
situation, it is only through adverbial modification that we caragetxistential reading, as in
(8).
(8) O Joéo tem estado doente muitas vezes.

The John has been sick many times

‘John has been sick many times'

However, this varies across dialects, such that both a universahasdstential reading are
possible without adverbial modification. This possibility argues agasosert adverbs.

Finally, XN analyses generally are not compatible with repatitnot accounting for

sentences like (9a), which do not seem to be of the same typb)asvliich are treated as
single eventualities of five readings, for example (latridou et al. 2003).

(9) a. Bill has read “The Da Vinci Code” many times.
b. Bill has read “The Da Vinci Code” five times.
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Due to these inconsistencies, an XN analysis should be discambgsbef its unconvincing
cross-linguistic applicability.

2.2 Anteriority

Anteriority-type theories defend an interaction between the tereporal points or intervals
involved in the present perfect meaning (Klein 1992, 1994). This type afytistaims that
there is an interval located before speech time, within whichwbet@ality is located. The
reference time (Klein’s 'topic time') is often claimed to include or leitpeaspeech time.

(10) tt = topic time tsit = time of situation tu = time of utterance
— tt

— H e —
tsit tu

In Klein's version, however, the reference time is given aeneaplicit role as topic time.
While the event time and speech time remain virtually the q&ieén's situation time and
utterance time, respectively), the topic time refers to the fior which the claim is made.
The notion of topic time can be most easily demonstrated by éianieasswer scenario, in
which the question sets the topic time. In (11), it is possible lieatnian is still lying on the
ground at speech time, but the question limits the answer to the tiomcset by the

underlined portion.

(11) Q: What did you see when you walked in the reom

A: A man was laying on the ground.

The tense relation is given by topic time and speech time wigdlaspect relation is given by
event time and topic time. In the present perfect, the topicisirabvays fixed at the present,
thus including speech time. An interesting byproduct of the preseiecpdefinition given
above is that it says nothing about the distance between the eigratndlspeech time, nor
does it say anything about the frequency of intervals. Itemls topic time that distinguishes
the present perfect from the simple past and the rest of tleetpgystem. This means that the
ambiguity between the universal and existential readinge Isetresolved at the level of
pragmatics. However, the role of topic time in the lexicatgfication of verb phrases is
indefeasible as Klein does not apply the traditional aspectuahdalistis, making the
potential for a formal implementation unclear.

2.3 Stativizer

Finally, there are some analyses that treat the perfemh agerator that introduces a state
(Kamp and Reyle 1993; de Swart 1998; Nishiyama and Koenig 2004). Tieehffarent
ways of conceptualizing how the perfect is to introduce the consediaést Isut they are
conceptually similar to the idea of the eventuality's intervatqatig speech time, as in the
anteriority theory. The relation between the prior eventuality taedensuing state can be
understood in one of three ways: as one of abutment (Kamp and Reylelé38art 1998),
causation (Moens and Steedman 1988; Smith 1997), or as introducing a persteatecfter
Meulen 1995).

(12) n = now; speech time s = perfect state ev = eventuality time

— 1 | | —
ev | n
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As Nishiyama and Koenig (from here on, NK) attest, all threehese types of stative
approaches run into problems when the different types of possfblences are taken into
account. NK's examples below show how a stative approach must atooatitof these
possible inferences (s = perfect state).

(13) Ken has broken his leg.
a. His leg is broken (s)
b. Ken is behind in his work (s)
c. #Susan is married (s)
(14) I have seen the key in this room.
a. The key is in this room (s)
(15) [I've been in London since last week.
a. lamin London (s)

(13a) and (13b) show that we must account for two types of resulkinbme: those entailed
lexically and those entailed conversationally. We must alsdbleeta exclude those states
which have no causal relation, as in (13c), which would not be excludedtative theory
with abutment. Also, we must allow for inferences which are notssacéy causal as in
(14a) and (15a). NK account for these facts by including a free pyoparable in the
semantics of the perfect meaning, whose value is to be deteratittesl level of pragmatics,
guided primarily by Levinson's I-principle of informativeness.

In a sense, Klein's approach could be seen as a type oftstatectheory, such that the topic
time serves as a “posttime” or “poststate” of the eventuiaituestion. This topic time takes
over the role of reference time. In NK's analysis, the cporeding structure to Klein's topic
time would be the perfect state. However, in NK's definitionthar perfect, the original
reference time remains, being that the perfect state @linted specifically by the perfect.
The perfect can take any type of eventuality and map it dr@aconsequent state, which
overlaps speech time and thus, reference time. The categdhe afonsequent state is
determined pragmatically. This gives the prior eventualityeturrelevance via inference
processes. How we get the relation between the prior eventaatitthe consequent state is
what makes the difference between NK's analysis and othéméets of the perfects as
stativizers. It is not a relation of abutment, causality nor Wiaich entails permanent
consequences. It is a relation of inference that motivates thanserpragmatic interface.
(16) through (18) are paraphrased from NK (2004: 107-8) and show thagrtket state has
a semantic and a pragmatic function.

(16) a. Semantic part: the free variable X is a semantic constraint impotesl b
perfect form.

b. Pragmatic part: the value of the free variable X is determined by @tiagm
inferences.

c. Constraint on X: it is an epistemic variable such that it is inferabletfrem
prior eventuality.

This can be translated as (17), which means that there is semeiaitye and some free
property variables such that is located before speech time aalverlaps with speech time.

(17) [es[pe) OX(s)dt(e) <nd1(s) on]
How X is determined is guided by Levinson's I-principle of informativeness.
(18) I-principle:
1. Maxim of minimization: the speaker always chooses the least infornuditgrance.
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2. The hearer enriches the less informative utterance into the spesific
interpretation, using world knowledge.

In the following proposal, | will adapt NK's analysis for BPadako be clear, the following
problems that we need to account for are: how to systematiziifférent readings that arise
and how to understand the variable adverb compatibility in AE and BP.

3 Different readingsin AE and BP

First, let us get a handle on what types of readings we ang txyiaccount for. As mentioned
in the previous section, many theorists defend that the univeeshihgecan only arise in the
company of adverbs. We have concluded here that both AE and BP predents can be
used without adverbial modification. Another point to be made cleard®djae fact that the
BP present perfect has been cited as having only a universalptiad existential, reading
(Brugger 1978; Squartini and Bertinetto 2000). This conflicts directlly what Amaral and
Howe (2005) claim about the BP present perfect, which is thaiisemtial is a subcase of
iterativity?. This is further proof of the inconsistency of the universal/exisiergadings in
the literature. For these reasons, | propose to abandon the problesmascuniversal' and
‘existential' in favor of 'continuous' and 'noncontinuous'. Continuous readiisgs when
certain predicates are used to express duration or continuity throughout tie eme whose
subevents repeat. Noncontinuous readings arise when certain gedioatused to express
iterative situations, repeating whole events.

This way of characterizing noncontinuous readings is compatible théthnotion of the

presupposition of repeatability that is often associated witlpithgent perfect (Inoue 1979;
Smith 1997). That is, the AE present perfect is often used to exprestime occurring

eventualities, but there is still some element of repetitionghales its felicitous use. This
explains the famous examples in (19) and (20)

(19) a. ??Einstein has visited Princeton.
b. Princeton has been visited by Einstein.
(20) Have you visited the Monet exhibit?

Example (19a) is unacceptable because Einstein is dead anceferin@o longer capable of
visiting Princeton again. However, (19b) is more acceptable iameetalking about Nobel
Prize winners who have visited Princeton. Moreover, it is only apitepio ask a question
like (20) if: (i) the museum exhibit is still open, so that one stdhpossibly visit it; and (ii)
the person being asked the question is physically capable of vigignghuseum exhibit.
Hence, the event in question must be repeatable and the referémésrnafun phrase must
exist at the time of utterance (Smith 1997). This condition of rap@i#y corroborates the
idea that existential-type readings are a subtype @ttiter readings. However, this does not
mean that the eventuality must repeat at present or anyrtithe future, as shown by (21a).
Even when the eventuality is understood as iterative as in thedBRterpart (21b),
continuation can be canceled. So, while the eventualities need nat,repeontinue to
repeat, the possibility must be there at speech time.

(21) a. | have visited my parents, but | won't anymore.
b. Eu tenho visitado os meus pais, mas nao vou mais.
| have visited the my parents, but no I-go more

How we get the readings from the present perfect meaningsvi&e this. The eventuality
described in thevinterval introduces a consequent stt@hich overlaps speech timeand

“Amaral and Howe (2005) also deal with subjunctieadings which can have existential readings. T#is i
corroborated by historical data as well.
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whose category is determined at the level of pragmatics. Sty gack to example (13), an
inferable consequent state to Ken's leg being broken are tetest il (13a) and (13b), but
not (13c), since it is not inferable from the prior eventuality. Likew(14a) and (15a) are
appropriate inferences for (14) and (15). Now take a stative predasatin (22). An
appropriate inference is that Bill still be in London at speeuk.tiThis means that when the
prior eventuality is stative, it may introduce a consequent state of thens&ume. This is how
we get continuous readings. But this inference is not always necestastative predicates
since other inferences are possible. For example,

(22) Bill has been in London since last week.
a. X(s): Bill is in London.
b. X(s): Bill is not too familiar with the tube system.
c. X(s): Bill got coverage of the McDonald's bombing.

The first inference is of a lexical nature and the second oheecsational nature. The third
inference cancels the continuative nature of the prior eventualitijis situation, it could be
understood that Bill is a field news reporter based in New York. Gdmbing of a
McDonald's in London occurred a week prior to the utterance and someétween the
bombing and the utterance, Bill went to London to get coverage of iamndlready left. (22)
can be uttered felicitously by someone in Loriddurning to examples in BP, let us see how
the typical readings relate to aspectual class.

Achievements and accomplishments are noncontinuous

(23) A Lacia tem chegado tarde ao escritorio. (iterative events)
The Lucia has arrived late to-the office
‘Lucia has been arriving late to the office'
(24) O Paulotem pintado a casa. (iterative subevents)
The Paulo has painted the house
'Paulo has been painting the house'

(24) means that the target state is not reached at speechtheneouse is not completely
painted yet.

Activities are noncontinuous

(25) A Anatem corrido muito. (iterative events or subevents)
The Ana has run a lot
'‘Ana has been running a lot'

(25) can be understood as repeating subevents if some accompliskmeetdrence exists
in the context, like if Ana is running a marathon and it is not oeer Hhen it would be
understood similarly to (24). Otherwise, as a true activityworld be understood as iterative
events of running. For stative predicates, Amaral and Howe (200%)gissth stage-level and
individual level predicates since they behave slightly diffeyanith respect to iterativity and
continuity.

Individual-Level Predicates (ILP) are noncontinuous

(26) O Jodao tem sido inteligente.
The Jodo has been intelligent.
'Jodo has been intelligent’

*To be uttered felicitously by someone not in Londiwe sentence would have to read 'Bill has hiedrondon
since last week'.
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This sentence means that Jodo has demonstrated his intelligence on various ccasions
Stage-Level Predicates (SLP) are continuous

(27) A Maria tem estado doente.
The Mary has been sick
'Mary has been sick’

Only these last types of predicates do not force iterativity @ontinuity holds. An iterative
reading is also possible with SLP's, but only with overt adverbaalifmation (Amaral and
Howe 2005), as in (28).

(28) A Maria tem estado doente muitas vezes ultimamente.
The Mary has been sick many times lately
'‘Mary has been sick a lot lately’

4  Present perfect puzzles

While the AE present perfect is compatible with single reggliand iterative readings, BP
forces iterative readings in most cases. In AE, we oftenitgsitivity through adverb
modification or plural NPs. Since these modifications are not regess BP, why is
iterativity forced? This is what | will call the “frequenpyzzle” and, as outlined above, it
refers to the fact that the BP present perfect is incompatiittedefinite frequency adverbs
like 'once' ('uma vez') or ‘five times' (‘cinco vezes'), butaspatible with indefinite
frequency adverbs like 'many times' (‘muitas vezes') andly'lafultimamente’). The
traditional “present perfect puzzle”, the incompatibility with pase adverbials will also be
dealt with, in section 4.2.

4.1 Thefrequency puzzle

If a semantic analysis of the present perfect in BP idpalate that eventalities described by
eventive and ILP predicates must refer to two or more occurr@insésad of ‘at least one’), it
must also explain why BP speakers cannot specify this numbendt#ty, what one really
must explain is why frequency cannot be modified at all, regardieshether it is one, three
or fifty occurrences. It is not false to use the BP presenéqteid describe an eventuality that
in fact occurred only three times. However, it is infelicitbtwspecify the three times in the
present perfect clause. This leads us to question the generadéipted idea that it is
necessarily false to use the present perfect to describeeatuakty that occurs only once.
Perhaps it is also just infelicitous. To even begin to answepfthese questions, we must
first try to figure out the source of the iterativity.

Many theorists agree that the perfect in English outputs a stghrdless of the type of
eventuality described by the perfect (Dowty 1979; Kamp and R&@8; Michaelis 1998; de
Swart 1998). Let us assume for now that the perfect in BP outptaseaas well. Since the
rest of the perfect system behaves similarly in both langudgess ihot such an implausible
assumption.

There are many ways languages can encode aspect and, takimmdranhiKlein (1994), one

can expect that some languages focus on certain parts of edeletother languages focus
on other parts of events. For example, in complex telic events, Etgtidh to focus on the
initial state such that the lexical properties of the finalesare projected into the “posttime”
(Klein 1994). In the case of the present perfect, the posttinteeipdrfect state. So, for a

“This seems to reflect some kind of coercion froniralividual-level predicate to a stage-level pregkc but the
output appears eventive, not stative. | am not alvat the nature of this coercion would be and leave it
up to future research.
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sentence like 'Mary has entered the room’, the immediate ll@Xiegence is that she is in the
room. Now, given the fact that the BP present perfect has often diegacterized as an
imperfective, or a perfective with imperfective propertiegu@tini and Bertinetto 2000), we
can say that BP focuses on ongoing action leading to the final Stais way, the lexical
properties to be projected into the “posttime”, or the perfect state, are thassiotiation.

Therefore, we can maintain that both perfects output a state, ldifférence is in what kind

of state is introduced. In AE, the perfect most likely introdwsmmse resulting state of the
prior eventuality. In BP, the perfect most likely introduces thgirmng of a state of

continuation, and in the case of eventives, iterativity. More spduffithae lexical inferences

that can be derived from the prior eventuality will corroborateidiea that AE outputs a

resultant state and BP outputs an iterative state. While catioma inferences, discourse
cues and context can give us an array of other inferences, ve®razerned only with the

lexical for now. Let us look at some examples. The BP exarapi@perfect state inferences
are direct translations of the AE examples and inferences.

(29) American English

Aspectual Class Eventuality Lexical X(s)

Achievement John has arrived late to work. Johrerg and is late.

#John arrives late

Accomplishment | John has painted his house. Theehisyminted/complete.

#John paints his house.

Activity John has run. John is disposed to run.
#John runs
Individual-level John has been smart. ??John istsma

John is not always smart.

Stage-level John has been sick. John is sick.

John is not sick.

(30) Brazilian Portuguese

Aspectual Class Eventuality Lexical X(s)

Achievement O Joao tem chegado tarde. #0 Joaagsi& esta atrasado.

O Joéo chega tarde.

Accomplishment | O Joéo tem pintado a sua casa. #a esta pintada/completa.

O Jodo pinta a sua casa.

Activity O Jodo tem corrido. O Jo&o esté dispostoraer.

O Joao corre.

Individual-level O Jodo tem sido inteligente. ?¥aalé inteligente.

O Jodo néo é sempre inteligente.

Stage-level O Joéo tem estado doente. O Joao@=éed

O Joao nao esta doente.
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The right hand columns show the lexical inferences that can and d¢adetived from the
prior eventuality. In achievements and accomplishments, the opposite kipddaaft states
are inferable from the prior eventuality. In AE, the perfaete inferences reflect resultant
states and do not allow for a generic or repetitive readingev@il does. In activities, one
can infer in AE about the general disposition of the agent while jroB® can infer, again a
generic or repetitive reading as well as disposition. The imdese in individual-level and
stage level predicates are the same. In BP, the generiabitudd inference is always
cancelable with 'mas ndo mais' (‘but not anymore'), to showhibdterative state output by
the perfect does not have to be true at speech time. What nfiuse stiet, though, is the
condition of repeatability as mentioned in section 3. In order taroonhat the consequent
state continues or not, it must be possible for it to continue. ABRBrgehave similarly with
statives because the result of a state and the continuation of a state areethe sa

Summing up, both AE and BP perfects are compatible with resultatide continuous
inferences, but in AE the resultative property is encoded lexiadiile the continuous is not,
and in BP, the continuous property is encoded lexically, while thitagge is not. The AE
perfect introduces the end of a perfect state and the BP petfeduces the beginning of an
iterative staté

A common test for whether an eventuality can occur in the presefgct in BP is if it is
compatible with ‘ultimamente’ (lately’). This ties in welithwthe analysis here since the
iterative perfect state that yields a habitual or generiagante is located at speech time.
Since the iterative state only begins after the prior evettuttle genericity is delimited by
the introduction of this state, giving us a sense of 'lately’ adswf 'always'. 'Always'
('sempre’) is also compatible with the BP present perfect, but must be xpadi. e

If the above line of reasoning is true, then we also have an etipfaf@ why the BP present
perfect is incompatible with definite frequency adverbs, regardiesvhether the frequency
refers to one or more. The iterative state is compatible twidse adverbs that can iterate with
the eventuality and is not compatible with definite frequency a&dverhich would have
scope over the eventuality. So, while (31) may refer to thrdeylar instances, it was not
the speaker's intention to assert this when using the presenttpértewise, if the
eventuality only refers to one occurrence, it would be inappropdaied the present perfect
since an iterative state is always introduced by eventive pitedién the perfect. Definite
frequency adverbs are acceptable when in contexts of indefinite repetitior{3a%

(31) a.A Brendatem beijado.
The Brenda has kissed
'‘Brenda has been kissing (lately)’

b. *A Brenda tem beijado trés vezes.
The Brenda has kissed three times
'‘Brenda has kissed three times
(32) Eles tém nos visitado trés vezes por semana.
They have us visited three times per week
‘They have visited us three times a week
(33) a. Brenda has kissed.
b. Brenda has kissed three times.

*The notion of the BP perfect introducing the beiigrof an iterative state was first suggested tanf@mally
in a personal communication with Telmo Méia (2005).
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In the AE counterparts, (33a) has an 'at least once' reading,tijatethe lexical property to
be projected into the perfect state is that of Brenda being ipdsistate of kissing. The
nature of the perfect state as a resultative is what aflowsodification of frequency as in
(33b). Summing up, the frequency puzzle is due to the fact that tleetp@rieach language
introduces states of different categories.

4.2 Thepast adverb puzzle

The original “present perfect puzzle” as dubbed by Klein (1992, 1994)sré¢o the
incompatibility of the present perfect with past time adverbs. phizle is shared by both
AE and BP.

(34) a. *O Chris tem chegado ontem.
b. *Chris has arrived yesterday.

Positional adverbs can modify either the reference time orwuéet ¢éime for any kind of
eventuality. This is more easily demonstrated with the past perfect.

(35) a. Chris had leftesterday. (reference time)
b. Chris wasn't in his hotel room this morning.hée left yesterday. (event time)

Modification of one or the other time interval depends on lexical Speodn and context.
Many XN theories resolve this by the fact that an intervdluding the speech time, cannot
be modified by a past-time adverb. This, however, excludes allgeditadverbs (McCoard
1978, Dowty 1979, Pancheva and Stechow 2004). If the positional adverb is indéfisite
compatible with the present perfect.

(36) a. Chris has worked at 9 o'clock.

b. O Chris tem trabalhado as 9 horas.
(37) a. Chris has worked on Sundays.

b. O Chris tem trabalhado nos domingos.

The incompatibility of the present perfect with definite positicadverbs in the past results
from the reference time already being modified in terms oitipns by speech time in the
present tense. So, positional adverbs cannot modify both the referereeaniin the
eventuality time simultaneously, unless there is some reason to d@bis constraint, known
as the present perfect puzzle, disappears once we distinguish eddfont indefinite
positional adverbs.

5 Concluding Remarks

The analysis outlined here, while of an informal nature, argues tmified analysis of the
present perfect in American English and Brazilian Portuguese. ixdopt perfect state
framework based on Nishiyama and Koenig (2004), the present perézcting in both
languages is semantically uniform and their differences exained by a pragmatic
divergence. The sources of both the frequency puzzle and the padt pdeete can be
derived from the semantics and pragmatics of this present perfect meaning.
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