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In this paper, focusing on the relevance-theoretic view of cognition, I discuss the idea that what is communicated through an utterance is not merely an explicature upon which implicature(s) are recovered, but rather a propositional complex that contains both explicit and implicit information. More specifically, I propose that this information is constructed on the fly as the interpreter processes every lexical item in its turn while parsing the utterance in real time, in this way creating a string of ad hoc concepts. While hearing an utterance and incrementally constructing a context, the propositional complex communicated by an utterance is pragmatically narrowed and simultaneously pragmatically broadened in order to incorporate only the set of optimally relevant propositions with respect to a specific point in the interpretation. The narrowing of propositions from the initial context at each stage allows relevant propositions to be carried on to the new level, while their broadening adds to the communicated propositional complex new propositions that are linked to the lexical item that is processed at every step of the interpretation process.

1 Introduction

In the tradition of linguistics, most investigations tend to equate an utterance’s basic proposition with its semantic representation. This perspective although theoretically attractive, can prove to be problematic with respect to its psychological plausibility (Recanati 2004). At the same time, current research in pragmatics can help offer a more realistic alternative that would allow contextual intrusions to influence the basic proposition communicated by an utterance. A suitable pragmatic framework that could provide a rich background in which to investigate propositional content without compromising the account’s psychological plausibility is Relevance Theory, which has already developed a realistic approach to cognition.

This paper sets out to examine propositional content as this is constructed during utterance interpretation and in accordance with the relevance-driven comprehension procedure. To begin with, I will present the basic assumptions of the relevance-theoretic framework and, then, move on to a relevance-theoretic description of the aspects of cognition that underline the context-dependent nature of knowledge representations in our cognitive environment when it comes to verbal communication. In this way, I will introduce the basic ideas that motivate the account proposed by this paper. After discussing the relevance-theoretic notion of context, I will present a scenario of how propositional content is derived directly from the cognitive and communicative approach proposed in Relevance itself. In conclusion, I will

---

1 I am grateful to Ronnie Cann, Robyn Carston, Caroline Heycock, Ruth Kempson and Deirdre Wilson whose invaluable suggestions and extensive comments fine-tuned the contents of this paper and helped me clarify important details of the current account; yet, they are not to be taken responsible for any errors or misinterpretations present here. Many thanks also to the audience, and particularly Jim Hurford and Dan Wedgwood, who commented on a first version of this paper presented at the University of Edinburgh. Finally, I would like to thank the Sinn und Bedeutung 10 organizers and audience as well as the editors of the present volume.
discuss the implications the proposed account carries and suggest directions for future investigations

1.1 Relevance Theory

As a framework, Relevance Theory was received with great enthusiasm by researchers across a wide range of fields, since it provided a revolutionizing approach to cognitive pragmatics, by redefining it in terms of characterizations of relevance. In the mid 80s, Sperber and Wilson developed a framework that addresses communication as a process that involves inference in the recovery of meaning to as great a degree as encoding and decoding.

The motivation behind Relevance Theory (Sperber and Wilson 1986, 1987, 1995, Wilson and Sperber 2004) lies in the ground-breaking work of Grice in the field of pragmatics (1957, 1975, 1989). Sperber and Wilson took up Grice’s central idea that communication involves not only a single level of coding and decoding – in the Saussurean meaning of semiology (1974), but also an inferential level that is essential in providing the hearer with the speaker’s meaning. Grice had laid down a model of utterance comprehension that described the social norms that apply to communication in the shape of a Cooperative Principle and a set of maxims that people attend to when engaging in it: two maxims of truthfulness, two of informativeness, one of relevance and four of clarity.

Relevance Theory, even though highly influenced by Grice’s pioneering work, redefines communication as a cognitive exercise. Sperber and Wilson hold that when we engage in communication we do not merely follow social norms that tell us how to communicate, but rather follow a specific cognitive path that makes us communicate efficiently. This path is prescribed solely on the grounds of our expectations of relevance which are “precise and predictable enough to guide the hearer toward the speaker’s meaning” (Wilson and Sperber 2004:607).

Now, what makes an utterance or a general input to our cognitive environment relevant depends on a balance of cognitive effects and processing effort. Other things being equal, the more this stimulus changes our cognitive environment in a positive way the more relevant it is, and the less processing effort it demands in doing so the more relevant it is. Sperber and Wilson support the idea that relevance considerations play a central role in the way our whole cognitive system works. This is spelled out in the Cognitive Principle of Relevance they put forward:

Human cognition tends to be geared to the maximization of relevance.

In the same spirit, they also address communication and, especially, a particular form of it, ostensive-inferential communication. As opposed to other forms of communication, ostensive-inferential communication involves two layers of intentionality from the communicator’s point of view. In engaging in this sort of communication, she does not only intend to make manifest to her audience some information (informative intention), but she also intends to make it mutually manifest to both her and her audience that she has this informative intention (communicative intention). In other words, the cognitive task of pursuing ostensive communication means that the communicator does not only communicate a set of assumptions, but also her intention to share this information with her audience.

Against this background, Sperber and Wilson propose a second principle of relevance, the Communicative one, which links ostensive communication to expectations of relevance:

Every act of ostensive communication communicates a presumption of its own optimal relevance.

According to this principle, the audience of ostensive-inferential communication always has a right to presume the optimal relevance of the input given to it. This means that it always has a
right to presume that the stimulus provided is relevant enough to be worth its processing effort, in the sense that it should provide large positive cognitive effects with minimal effort expenditure, and it is the most relevant one compatible with its communicator’s abilities and preferences. On the grounds of the definition of relevance and optimal relevance, relevance theorists also suggest that the comprehension procedure follows a prescribed path:

Check interpretive hypotheses in order of their accessibility, that is, follow a path of least effort, until an interpretation which satisfies the expectation of relevance (i.e. yields enough cognitive effects etc.) is found; then stop.

Coming back to Grice with a view to addressing utterance interpretation, another pioneering assumption of his that is important to relevance-theorists is his notion of *implicatures*. In Grice’s work, the explicit meaning of an utterance is basically decoded via a code (i.e. the language system) while what an utterance implies is derived inferentially from the exact decoded content (i.e. literally what is said), after this has been retrieved, in the form of implicatures. In Relevance Theory, decoded and inferred information are not distinguished in this absolute way, since inferential pragmatic enrichment takes place also in the recovery of an utterance’s explicit content, that is its explication(s), like in the case of reference resolution. In instances of verbal communication, the interpreter of an utterance relies on inference to complete all three subtasks that will guide him to recognizing the intended meaning of the speaker’s utterance. As Wilson and Sperber suggest, these subtasks involve three levels of construction (2004:615):

a. Constructing an appropriate hypothesis about explicit content (*explicatures*) via decoding, disambiguation, reference resolution, and other pragmatic enrichment processes.

b. Constructing an appropriate hypothesis about the intended contextual assumptions (*implicated premises*).

c. Constructing an appropriate hypothesis about the intended contextual implications (*implicated conclusions*).

All these subtasks involve inferential processing to a great extent, while an important feature of them is that they are not “sequentially ordered: the hearer does not FIRST decode the logical form, THEN construct an explication and select an appropriate context, and THEN derive a range of implicated conclusions” (ibid.).

This brief introduction to Relevance Theory is by no means exhaustive. Its applications are numerous and further ideas it puts forward will be discussed in the parts to come. What needs to be addressed at this point is what the relevance-theoretic framework has to say about the way mental content is organized and accessed during utterance interpretation.

### 2 On the human cognitive system

This part of the paper addresses the way in which Relevance Theory assumes knowledge is represented in the human cognitive system. In their framework, Sperber and Wilson have sustained a modified Fodorian view of a modular mind (Fodor 1983) along with his view that our cognitive environment consists of propositions (Fodor 1975); yet, they have, on several occasions, Sperber (1994, 2002) has suggested a model of massive modularity that views the mind as modular through and through with modules coming in all sizes and formats, even in the size of a concept.

2 Even though this is of little interest for the purposes of this paper, Sperber and Wilson have since 2000 departed quite substantially from Fodor’s view of central processes opting for a more modular approach to what Fodor would traditionally treat as central processes (Sperber and Wilson 2002, Wilson 2005). On other occasions, Sperber (1994, 2002) has suggested a model of massive modularity that views the mind as modular through and through with modules coming in all sizes and formats, even in the size of a concept.
occasions, criticised Fodor’s views on specific cognitive issues, namely his interpretation of
the frame problem\textsuperscript{3}, something I will come back to later on.

According to Sperber and Wilson, the total of the knowledge represented in our minds partially constitutes our \textit{cognitive environment}. More specifically, they define an individual’s cognitive environment as “the set of all the facts that he can perceive or infer: all the facts that are manifest to him” (Sperber and Wilson 1995:39), in the shape of assumptions that might be either true or false. More specifically, they suggest that “an individual’s total cognitive environment is a function of his physical environment and his cognitive abilities. It consists not only of the facts that he is aware of, but also all the facts that he is capable of becoming aware of, in his physical environment”. (ibid.)

In this way, Sperber and Wilson manage to capture the idea that our system of thoughts, i.e. mental representations, contains not only the new information we acquire through the processing of a stimulus – might that be anything from a perceivable object in our visual or acoustic environment to an utterance that we are called to interpret, but also the information that we can acquire through the additional processing of a processed stimulus. These extra representations that are derived from originally perceived ones are as important as the latter in mental processing and can potentially be stored in our knowledge database in very much the same way as perceptually-acquired information is\textsuperscript{4}. This view of a cognitive environment respects individuality and gives a psychologically indispensable level of subjectivity to the set of \textit{assumptions} and \textit{thoughts} that are represented in our mind\textsuperscript{5}.

As already mentioned before, Relevance Theory sustains the Fodorian view that our cognitive environment consists of a propositional repertoire. Thoughts, i.e. “conceptual representations”, and assumptions, i.e. subjective “thoughts treated by the individual as representations of the actual world” (Sperber and Wilson 1995:2) are logical forms that have an internal structure, in the form of systematically combined conceptual meanings.

\textbf{2.1 Concepts}

Right from its emergence, Relevance Theory has taken up a point that is generally undisputable within cognitive science. According to Sperber and Wilson (1995:85), “it seems reasonable to regard logical forms, and in particular the propositional forms of assumptions, as composed of smaller constituents to whose presence and structural arrangements the deductive rules are sensitive. These constituents we will call \textit{concepts}”.

Sperber and Wilson treat concepts as “triples of entries, logical, lexical and encyclopaedic, filed at an address” (1995:92). A concept has a logical entry in the sense of a set of formal deductive rules that apply to logical forms containing the concept at hand and that produce conclusions from a set of premises. The lexical entry of a concept contains “information about the natural-language lexical item used to represent it” (Sperber and Wilson 1995:90). This information is both phonological and grammatical. Finally, the encyclopaedic entry of a

\textsuperscript{3} Sperber and Wilson (1996) address the Fodorian Frame Problem as wrongly formulated to begin with by claiming that rational central processes would not consider all information provided as modular input, but rather a selected relevant set of them.

\textsuperscript{4} A very good example of information that is provided on such grounds is metarepresentational information, information that maps representations over representations in the way discussed by Sperber (2000) and Wilson (2000).

\textsuperscript{5} Subjectivity in mental representations is deemed indispensable in a psychologically realistic account of cognition because different individuals might store in their minds different assumptions for the same stimuli. As Penco argues (1999) cognitive science seems to favour “the subjective, cognitive representation of the world” (after McCarthy 1993) over “an objective, metaphysical state of affair” (after Kaplan 1989).
concept is the set of extra information that is linked to its denotation. So, for example, if you have the concept APPLE under scrutiny you can schematically represent its entries as follows:

- **Logical entry:** inference rules (e.g. $X \rightarrow \text{APPLE} \rightarrow Y \Rightarrow X \rightarrow \text{FRUIT OF A CERTAIN KIND} \rightarrow Y$)
- **Lexical entry:** phonological and syntactic information for the lexical item ‘apple’
- **Encyclopaedic entry:** encyclopaedic information about apples (e.g. red colour, green colour, found on trees, in grocery stores, black seed, low in fat, healthy food, etc.)

Against this background, most concepts can be represented through their triple entries. Of course, “occasionally, an entry for a particular concept may be empty or lacking” (Sperber and Wilson 1995:92). For example, a concept like BUT would not have an encyclopaedic entry, since it has no extension. Similarly, proper names may lack logical entries. Many concepts even lack lexical entries, like the concept that has UNCLE and AUNT as its subcategories and contains information that is common to both concepts (after Sperber and Wilson 1998).

Relevance Theory distinguishes between the concepts that are stored in our cognitive system and the ones that are communicated through an act of ostensive communication. The former are stable, containing all information linked to the concept in a single conceptual space. However, the concepts that are communicated as parts of, say, the propositional form of an utterance, are rather *ad hoc* concepts that are constructed on-line during the interpretation process.

The notion of *ad hoc* conceptual entities was first introduced by Barsalou (1987, 1992) in the domain of cognitive science. In his paper ‘On the instability of graded structure’ (1987), he suggests that individuals tend to produce different sorts of typicality rankings among the same conceptual category members when these are processed in context. Individuals will give different rankings of the same concepts when asked to do so in different situations, like in the case of their own point of view or when judging from the point of view of others. In the same way, people can construct typicality rankings for *ad hoc* categories (e.g. THINGS THAT CAN FALL ON YOUR HEAD). Through his examples, Barsalou shows that people can easily produce varying representations of the world reflecting context-dependent information they might even have never been processed beforehand in a fast and creative way (Barsalou 1983, 1987, 1993).

Following the experimental research of Barsalou, relevance-theorists suggested that the content of a concept as communicated within a context is constructed *ad hoc* out of the combination of different parts of encyclopaedic information we have stored in our cognitive system. In other words, relevance-theorists have employed Barsalou’s terminology and experiments to describe the end-product of a process of on-line concept construction during the interpretation process (Carston 2002, 2004, Wilson 2004, Wilson and Sperber 2004). The relevance-theoretic account of lexical meaning suggests that a lexical form maps to a conceptual address in memory, the address that links to the lexical, logical and encyclopaedic entries of a concept, and the context provides the relevant encyclopaedic information that is used with the communicated *ad hoc* concept in a selective manner. For example, let us consider the following utterance:

---

6 After Wilson 2002

7 Barsalou’s work has provided evidence mainly for the relevance-theoretic claims of conceptual narrowing that have been present since the beginning of the framework. Later, these claims were generalised to apply to broadening as well (Carston 1996).
(1) Mary wants to meet some bachelors.

The standard relevance-theoretic account would suggest that what is communicated in this utterance is a set of concepts, including an *ad hoc* concept BACHELOR*. This move is justifiable by certain assumptions communicated along with the utterance in the context of situation. From the point of view of Mary and our knowledge about her the *ad hoc* concept BACHELOR* refers to unmarried men who are eligible for marriage. In this way, the Pope would not qualify as a bachelor that Mary wants to meet. Similarly, in the situation where Mary is thinking about becoming a nun and is, thus, considering ‘unweddedness’, she might want to meet bachelors that have also selected to remain unwedded, by becoming God’s servants of some sort, and are, therefore, not eligible to marriage.

Relevance Theory makes a clear distinction between already stored concepts that are holistic and contain specific information within interconnected conceptual spaces and concepts that are constructed on-line. What relevance theorists are now dealing with in their work in lexical pragmatics is the way in which these two ‘types’ of concepts are linked (Wilson 2004). In a nutshell, Relevance Theory suggests that ‘the stored lexical concept provides the starting point for the on-line construction of the *ad hoc* concept which proceeds as part of the utterance comprehension process and so is constrained, as ever, by the search for an optimally relevant interpretation’.

The view that I will be employing in this paper is that all communicated concepts are in effect *ad hoc* concepts. This move should be justified within the general picture of the relevance-theoretic framework. The linguistically encoded stored concept that is triggered by the utterance of a lexical item points to some space in memory within which the interpreter needs to look for relevant information against the context in which he is processing the utterance. The relevance heuristic should lead him to select the most easily accessible part of this information that will provide adequate cognitive effects. In this way, the information communicated by each lexical item in an utterance does not correspond to the whole of the stored concept’s information but is constructed *ad hoc* by the interpreter in the manner prescribed by the relevance-theoretic comprehension procedure.

2.2 Propositions

Having addressed conceptual content, a discussion of propositional content seems indispensable at this point. As already noted above, against the background of Relevance Theory, propositions are logical forms that constitute structured sets of concepts. In light of the previous treatment of concepts, it is clear that when it comes to utterance interpretation, propositional content comprises structured *ad hoc* concepts.

An important aspect of utterance interpretation that was underlined by Sperber and Wilson in *Relevance* is that the recovery of explicatures and implicatures occur on the fly. As put forth in the identification of the subtasks involved in the utterance comprehension process, interpretation takes place in a time-linear manner. This should have direct implications for the examination of an utterance’s communicated propositional content.

Firstly, the proposition communicated by an utterance is constructed on-line by the hearer. This challenges the traditional view that equates the basic proposition communicated by an utterance with its semantic representation. Taking up the relevance-theoretic account of

---

8 A point that needs to be put forth here is that there is a distinction between what a proposition is with respect to cognition and what a proposition is with respect to communication. The latter, which is in the centre of attention in this paper, is an outcome of the interpretation process that is constructed on-line, while the former is stored in our cognitive system and has a relatively stable content.
meaning construction makes this basic semantic representation of a given utterance a mere template upon which pragmatic enrichment takes place. In a psychologically plausible account of utterance interpretation, the hearer parses and interprets an utterance in a left-to-right time linear way. While the hearer processes the utterance one step at a time, lexical item by lexical item, he is enriching the semantic content of each communicated concept against a context. This occurs dynamically and the hearer would not necessarily wait up to the end of the utterance to engage in any processing. Sperber and Wilson assume that “logical forms, like syntactic forms are trees of labeled nodes” (Sperber and Wilson 1995:205). By parallel arguments to the ones that want syntactic labels to generalize over grammatical categories, logical labels categorise conceptual representations of different types. As Sperber and Wilson argue (1995:206), by association to syntactic anticipatory hypotheses the hearer may make, he can easily make anticipatory hypotheses for the logical categories that are to appear before they do. Consequently, at any point during interpretation the hearer both entertains specific expectations about what is to follow and can amend his previous choices in constructing the propositional content of an utterance.

Accordingly, in utterance interpretation, explicatures and implicatures are constructed on the fly as well. Inferential processing occurring to this effect takes place at the same time as the decoding of the utterance’s content. What is suggested again by this view is that what an utterance communicates is constructed dynamically. Essentially, what a hearer constructs successively in interpreting an utterance is not a basic proposition upon which further conclusions (in the shape of higher-order explicatures or implicatures) are inferred, but rather a propositional complex that contains both explicit and implicit propositions.

In this sense, an utterance’s basic proposition is redefined to its pragmatically enriched semantic content. This would ultimately mean that what the hearer has at the end of an utterance’s interpretation is a structured set of ad hoc concepts, i.e. an ad hoc basic proposition, which communicates a certain set of additional propositions (thoughts) about the explicit and implicit information conveyed by the utterance.

3 Communicated propositional content

Having established the aspects that a psychologically plausible account of communicated propositional content needs to respect, a rather straightforward picture of the way in which propositional content is constructed in utterance interpretation presents itself. A final point that needs to be noted is that the construction of an utterance’s propositional content always occurs against a context. So, before moving on to the account of how an utterance’s enriched basic proposition is constructed, it is important to introduce the notion of context in Relevance Theory.

3.1 Context in Relevance Theory

In Relevance, Sperber and Wilson provide an insightful definition of context that respects its subjective nature and is general enough to accommodate the variety of information context contains in every situation (1995:15-16):

---

9 Relevance Theory has little to say about this, but a formal account that incorporates relevance-theoretic assumptions in its theoretical premises, Dynamic Syntax (Kempson et.al. 2001), makes extensive use of this idea. Dynamic Syntax holds that when a hearer interprets an utterance, parsing it one lexical item at a time, he entertains specific expectations about what is to follow in the utterance. This is clearly illustrated in cases of routinisation (Purver et.al. to appear):

(e.g.) Ruth: What did Alex give to
A context is a psychological construct, a subset of the hearer’s assumptions about the world. It is these assumptions, of course, rather than the actual state of the world, that affect the interpretation of an utterance. A context in this sense is not limited to information about the immediate physical environment or the immediately preceding utterances: expectations about the future, scientific hypotheses or religious beliefs, anecdotal memories, general cultural assumptions, beliefs about the mental state of the speaker, may all play a role in interpretation.

It is clear from this description that, in the relevance-theoretic framework, context is not a metaphysical concept, since it does not contain information about ‘the actual state of the world’, but rather information about an individual’s representation of the world in the sense of a ‘private logbook’ or ‘an ego-centred map’. In *Relevance*, Sperber and Wilson discuss context to a considerable extent (1995:132-142). In their discussion, they discard the classical view that in the interpretation of the utterance the context is given and predetermined. In a luminous discussion of what this case would entail, they reach the conclusion that such a view of context would ultimately require the whole volume of our cognitive environment to be the context of the interpretation of a single utterance. Resolving this impossibility they suggest that “the context used to process new assumptions is, essentially, a subset of the individual’s old assumptions, with which the new assumptions combine to yield a variety of contextual effects” (1995:132). And this subset is selected on-line while the interpretation takes place. However, even though they have been criticised for not doing so (Chiappe an Kukla 1996), Sperber and Wilson never explicitly discussed the way in which we selectively construct a context when interpreting an utterance.

Against this background, in previous work on context selection (Assimakopoulos 2003), I have entertained the idea that an utterance’s context is selected automatically by the same heuristic that mediates the construction of its explicature(s) and implicatures, the relevance-driven comprehension procedure. Within the spirit of the Cognitive Principle of Relevance, I have proposed that relevance considerations mediate the process of selecting a set of assumptions against which an utterance is to be processed and comprehended, a line that will be maintained for the purposes of this paper too.

### 3.2 Constructing an utterance’s propositional complex

At this point and in the dynamics discussed in the previous parts, it would be interesting to see how an utterance’s basic proposition in the sense endorsed by this paper is constructed on-line as each lexical item of the utterance is interpreted in turn.

At the outset of the interpretation process there is always an initial context present to the hearer before the utterance is produced. This is a set of propositions that are not tested for cognitive effects with respect to this utterance up to the point when the first lexical item is uttered. In a dialogue this context would minimally be the propositional complex expressed by the previous utterance.

With the utterance of the first lexical item a subset of propositions is selected in a relevance-driven manner from the initial context. Along with this set, more propositions are triggered by the new concept that is introduced and added to the context in which the hearer interprets the utterance. All these propositions will be again tested for relevance as more lexical items are

---

10 I will assume that a lexical item is a lexical chunk (either a word, an idiom etc) that carries a homogeneous meaning in its premises. “It is clear that we can use and understand far more words (in the morphological sense) than we have learned. As soon as one learns the word *stay*, the words *stayed*, *staying* and *stays* all come for free” (Bloom 2000:16). For the purposes of this paper I will take up a rather simplistic notion that connects conceptual information with the meaning of a word as a whole. I believe that morphology would have more to say about this, but will not attend to it as of now.
processed in turn. Again, some of these propositions will be abandoned and new ones will be tested for relevance against the context of the utterance up to the point where the utterance ends.

I will try to illuminate what is still a quite blurry picture by use of an example utterance and the propositional complex its production makes the hearer to construct:

(2) John loved the smell of Mary.

To begin with, there is an initial context $S_i$ present before the uttering of the first word. This context consists of propositions $T^{11}$ that are linked to whatever provided cognitive effects prior to the hearing of this utterance – that is something in the physical environment or even a previous utterance the hearer just processed.

Upon hearing the first word, John, the hearer begins his interpretation. The conceptual address for JOHN is, thus, triggered in his mind. The whole set of this concept’s information is activated but not yet tested for cognitive effects. The hearer selects the relevant propositions from $S_i$ that are likely to be included in the final propositional complex ($C_n$) denoting the meaning of this utterance. These propositions are relevant since they should provide large cognitive effects with respect to $S_i$.

Accordingly, at the same time, new propositions about JOHN that are not included in $S_i$, namely contextual information about John that is readily available in the hearer’s cognitive environment and can provide rich cognitive effects, get added to the list of propositions that might be intended to get communicated by this utterance ($C_1$). At the same time, the context in which the utterance is processed is augmented to include these propositions as well. Discarded propositions from $S_i$ would be kept in a buffer that would allow their easy re-activation.

On the hearing of the second word another conceptual address is activated and propositions linked to its content are constructed. In a manner similar to the way $C_1$ has been selected, a new complex of relevant propositions $C_2$ is constructed. Relevant propositions from the previous context are carried over to $C_2$, while new ones triggered by LOVE in the now accordingly augmented context that are deemed relevant are added up to it. In this way an *ad hoc* concept JOHN* is constructed. This concept is *ad hoc* because it contains only the information about John that is relevant to this utterance’s interpretation and potentially

---

11 T is used conveniently to represent thoughts, since these are logical trees in light of Sperber and Wilson’s suggestion that Dynamic Syntax developed formally.
information that will be included in the final propositional complex that will denote the utterance’s meaning.

\[ C_1 ('John') \quad \text{‘loved’} \quad \text{JOHN*} \]

The same scenario applies for all words with conceptual content in the utterance up to the point where the interpretation of the final lexical item occurs and the utterance’s explicature(s) and implicatures are fully constructed.

\[ C_2 ('JOHN* loved') \quad \text{‘the smell’} \quad \text{‘of Mary’} \quad \text{JOHN** LOVE*} \]

\[ \text{JOHN*** LOVE** SMELL*} \]

At the end of processing the whole utterance, the concept MARY will again be adjusted to the ad-hoc concept MARY* that communicates the specific property of having a smell that is loved by John. The propositional complex \( C_3 \) ultimately contains the total of the explicature(s) and implicatures the hearer has constructed with respect to utterance (2). In effect, the basic proposition of the utterance is this complex that is communicated by it, which is pragmatically derived.

### 3.3 Propositional content adjustment: narrowing and broadening

It is obvious in this treatment of propositional content that at every stage of its adjustment there are two processes that go on; one of narrowing and one of broadening. After discussing each one, I will entertain the possibility of symmetrifying both of them, by proposing that both processes are processes of narrowing.

As already discussed above, at the beginning of the interpretation and upon hearing the first lexical item of the utterance, the hearer begins his interpretation by selecting from an initial context the propositions that are relevant to the concept communicated by the item just uttered. This selection is the result of narrowing the initial contextual space in the search for relevance. At the same time this selection takes place, another set of propositions appears to the foreground of the processing. This is the set of propositions the utterance of the lexical item introduces. Again these propositions are tested for cognitive effects in search of relevance against the initial context augmenting it. A relevant set of them is again added up to the initial propositional complex that comprises candidates for the utterance’s meaning. In
this way, the potential propositional complex is broadened to accommodate more propositions introduced by the new lexical concept that is communicated.

In the tradition of Carston on concept narrowing (Carston 1996, 2002), I will too suggest that this broadening and narrowing of propositional content illustrates essentially a case of pragmatic narrowing. It is obvious that the heuristic that causes contextual adjustment is relevance. In a way, even if the propositional space in which cognitive effects are searched is large there is always a need to make it as small as possible in order to save effort. So, even when the propositional complex is augmented, the relevance heuristic imposes that not an excessively large number of new propositions will be added up to it, which in a sense narrows down the number of potential candidates for inclusion in the complex.

4 Conclusion

Any realistic account of communicated meaning is required to take into account the fact that interpretation is a dynamic process that enables pragmatic enrichment to occur automatically along with linguistic decoding. This paper has put forward a cognitive account of the way knowledge is accessed when context-dependent processing of an utterance takes place. The dynamic characteristic of this approach is that it rejects the semantic view of propositional content. Pragmatic enrichment occurs at most levels of cognitive processing and evidence from cases of on-line meaning construction places context-dependency and especially, as expected through the first principle of relevance, relevance considerations to the centre of cognition. While engaging in utterance comprehension, the hearer interprets each lexical item in turn constructing an enriched basic proposition on-line. At the end of an utterance’s processing, this basic proposition is a structured set of ad hoc concepts that also contains all the information (thoughts, in the shape of explicatures and implicatures) that is deemed relevant at that stage against the context of the utterance.

No matter how speculative the nature of this system might seem at this point, it manages, along with all the other tenets of Relevance Theory, to provide the starting point for a potential outline of a generative system for pragmatic competence. Contrary to Chomsky’s reservations that an attempt to build a theory of pragmatic competence “yields computational systems of hopeless scope, compelling us to try to formulate what amount to ‘theories of everything’ that cannot possibly be the topic of rational inquiry” (Stemmer 1999:399-400), the relevance-theoretic approach to the way contextual constraints mediate cognitive computation seems to succeed in capturing the way mental processing occurs providing the foundations for a generative system of communicative competence.
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Abstract

In my paper, I show that the so-called German right dislocation actually comprises two distinct constructions, which I label 'right dislocation proper' and 'afterthought'. These differ in their prosodic and syntactic properties, as well as in their discourse functions. The paper is primarily concerned with the right dislocation proper (RD). I present a semantic analysis of RD based on the ‘separate performative’ account of Potts (2004, 2005) and Portner (forth.c.). This analysis allows a description of the semantic contribution of RD to its host sentence, as well as explaining certain semantic constraints on the kind of NP in the RD construction.

1 Introduction

In this paper I discuss the construction that is traditionally called ‘German right dislocation’ (cf. Altmann (1981)). This is a structure consisting of an NP at the end of the clause and a coreferent proform inside the clause, as in (1):

(1) a. Ich mag sie, (ich meine) die Serena.  
I like her, (I mean) the Serena. 

b. Und dann passierte das Unglück, (ich meine) dieser schreckliche Autounfall. 
And then happened the misfortune, (I mean) this terrible traffic-accident.

Traditional analyses of German right dislocation (Altmann (1981), Auer (1991), Selting (1994), Uhmann (1993, 1997), Zifonun et al. (1997)) assume that right dislocation is a strategy of spoken German, which enables the speaker to resolve a (pro)nominal reference that might be unclear to the hearer. This analysis accounts for (1), but is problematic for (2), where pronominal reference is undoubtedly clear:

(2) a. "Ein Taifun!" rief Lukas dem Kapitän zu. "Da ist er!" Ja, da war er, der Taifun. 
"A typhoon!" called Lukas the captain to. "Here is he!" Yes there was he, the typhoon.

b. [...] wenn ihnen das Glück nicht den Karpfen Cyprinus zur Hilfe geschickt 
[...] if them the fortune not the carp Cyprinus for help sent
hätte! Ahnungslos kam er dahergeschwommen, der Karpfen Cyprinus. 
had! suspecting-not came he swimming-along the carp Cyprinus.

The research for this paper has been conducted as part of my Ph.D. project, which is financed by the DFG within the graduate school “Ecomony and Complexity in Language” (HU Berlin / Potsdam Univ.). I wish to thank my supervisor Claudia Maienborn for her constant support, Manfred Consten, Mareile Knees and Barbara Schlücker for helpful comments on this paper, as well as the audience of Sinn und Bedeutung 10 for stimulating feedback.
In (2), the function of the right dislocation is not to disambiguate a pronominal reference, as it is not ambiguous at all, but to mark the referent of the rightPeripheral NP as being especially important for the succeeding discourse. In other words, the typhoon (2a) and, respectively, the carp (2b) are set as what the following discourse segment is about. In fact, in (2a) the following segment offers a detailed description of the typhoon, and (2b) continues describing the carp, its appearance and habits.\footnote{Moreover, (2) shows that right dislocation is used also in written, and not only in spoken, discourse.}

It has already been noticed in the literature that right dislocation might have an additional function of “attracting the attention of the addressee” to the rightPeripheral NP (Zifonun et al. (1997:548), transl. mine: MA). I argue that disambiguation of a pronominal reference and marking the importance of the discourse referent are not two functions of one construction, but that there are in fact two constructions subsumed under the label of German right dislocation: right dislocation proper (further right dislocation, RD) and afterthought (AT). In the following I will show that RD and AT differ not only with respect to their discourse functions, but also in their prosodic and syntactic features.

The paper is organized as follows: in section 2 the prosodic, syntactic and discourse-functional properties of RD and AT are briefly introduced. I show that RD is prosodically and syntactically part of its host sentence, whereas AT is an 'orphan' that gets integrated into its host sentence only at the level of the discourse. Then I turn to the main subject of the paper, i.e. to the semantics of RD, or, more precisely, the semantic contribution of RD to its host sentence. In section 3 I introduce the ‘separate performative account’ (Potts (2004, 2005), Portner (forthc.)). I will show how Portner’s account of English topics can be applied to the analysis of RD. Section 4 then discusses how the semantics of RD determines its discourse function of marking the discourse topic referent for the discourse segment following RD. Certain peculiarities of RD concerning the semantic status of the RD-NP are dwelt upon in this context. Finally, in section 5 the results are summed up and some conclusions are drawn.

2 RD vs. AT: prosodic, syntactic and discourse-functional differences

In order to concentrate on the semantics of RD I first have to clearly distinguish between RD and AT. Therefore, in this section I will introduce the prosodic and syntactic differences between RD and AT. They all suggest that RD is prosodically and syntactically part of its host sentence, while AT is not. Many of these differences have been already pointed out in Altmann (1981). However, as Altmann does not make any differentiations within right dislocation constructions, his approach is to state a certain prosodic and syntactic pattern for German right dislocation, whereupon he has to allow for numerous exceptions from this pattern. Distinguishing between RD and AT allows us to dispense with most exceptions, and to describe distinct patterns for RD and AT instead. In section 2.2. I will then specify the discourse functions of RD and AT which have been mentioned above.

2.1 RD vs. AT: prosodic and syntactic differences

RD is prosodically integrated into its host sentence (3a), i.e. it continues the tone movement of the host sentence and thus does not build a prosodic unit of its own, whereas AT builds a prosodic unit (optionally divided by a pause from the clause) with a tone movement and a clause-like accent of its own, (3b).\footnote{Altmann (1981) observes two distinct prosodic patterns by what he calls “German right dislocation”, but does not explain this observation. Selting (1994) differentiates two kinds of “right dislocation” on the basis of their
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(3) a. [Ich MAG sie, nicht, die Brigitte.]
   \[I\, like\, her\, not\, the\, Brigitte.\]
   (\[\]: pause; \[\]: prosodic unit; CAPITALS: main accent)

Prosodic differences go along with syntactic differences: RD is also syntactically part of its host sentence, whereas AT is an independent unit. The syntactic differences are listed below\(^3\).

- Strict morphological agreement (in case, gender and number) between the clause-internal pro-form and the NP is obligatory for RD and optional for AT, cf. (4) vs. (5):

   (4) (“Der Taifun!” rief Lukas dem Kapitän zu. “Da ist er!”) Ja, da war
   he\textit{NOM}\textit{MASK} the \textit{typhoon}_\text{MASK} / *the \textit{storm}_\text{NOM}\textit{MASK} / *the \textit{typhoon}_\text{ACC}\textit{MASK}
   the \textit{typhoon}_\textit{NOM}\textit{MASK} / *the \textit{typhoon}_\text{ACC}\textit{MASK}
   “The typhoon!” called Lukas the captain to. “Here is he!” Yes, there was
   er, der Taifun, / *das Unwetter, / *den Taifun,
   he\textit{NOM}\textit{MASK} the \textit{typhoon}_\textit{NOM}\textit{MASK} / *the \textit{storm}_\textit{NOM}\textit{MASK} / *the \textit{typhoon}_\text{ACC}\textit{MASK}
   “The typhoon!” called Lukas the captain to. “Here is he!” Yes, there was
   he, *den sie alle gefürchtet haben, der Taifun.

- A subordinate clause between the clause-internal pro-form and the NP is impossible for RD and possible for AT, cf. (6):

   (6) a. „Der Taifun“, rief Lukas dem Kapitän zu. „Da ist er!“ Ja, da war
   he\textit{NOM} the \textit{typhoon}\textit{ACC}\textit{MASK} / *the \textit{storm}\textit{NOM}\textit{MASK} / *the \textit{typhoon}\textit{ACC}\textit{MASK}
   “The typhoon!” called Lukas the captain to. “Here is he!” Yes, here was
   er, *den sie alle gefürchtet haben, der Taifun.

   So ereilte den TV-Western das, wovor sich der Filmwestern durch
   a \textit{classy} suicide \textit{escaped} [the \textit{sneaky} \textit{death}].
   [Konkret-Korpus: 289311]

   Optional additions (ich meine (‘I mean’), also (‘that is’), tatsächlich (‘really’) etc.)
   between the clause-internal pro-form and the NP are possible for AT but not for RD.\(^4\) cf. (7):

---

\(^3\) Here I only give a brief listing of syntactic differences, since they are not the main subject of this paper. See Averintseva-Klisch (forthc. a & b) for more details.

\(^4\) As the examples show, the (im)possibility of additions with RD and AT is not due to the meaning and function of the addition, as one might be tempted to believe in the case of ich meine / also (‘I mean’ / ‘that is’), which are additions explicitly assisting the reference clarifying function of AT. Also additions like natürlich (‘of course’), tatsächlich (‘really’) etc., which are insensitive to the functional difference between RD and AT, are bad with RD and perfectly acceptable with AT. Thus, this difference seems to be a syntactic one.
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(7) a. „Der Taifun“, rief Lukas dem Kapitän zu. „Da ist er!“ Ja, da war er, (*ich meine / *also / *tatsächlich) der Taifun.  
   The typhoon! called Lukas the captain to. “Here is he!” Yes, here was he (*I mean / *that-is / *really) the typhoon.  
   RD

b. (Lisa und Melanie haben sich gestritten.) (Lisa and Melanie quarrelled.)  
   Dann ist sie weggelaufen, | (ich meine / also) Lisa.  
   Then is she run-away (I mean / that-is) Lisa.  
   AT

• The NP is not bound at the right-peripheral position in the case of AT, but can have a fairly free position in its host sentence, while RD is only possible at the right periphery, cf. (8) vs. (9):

   I have him yesterday only with effort recognized I mean the Peter.  
   AT

b. Ich habe ihn, | ich meine den Peter | gestern nur mit Mühe wiedererkannt.  
   I have him I mean the Peter yesterday only with effort recognized.  
   RD

c. Ich habe ihn gestern, | ich meine den Peter, | nur mit Mühe wiedererkannt.  
   I have him yesterday I mean the Peter only with effort recognized.  
   I hardly recognized him yesterday, I mean Peter.  
   RD

(9) a. (Dieser Peter!) Ich kann ihn nicht leiden, den Peter, (This Peter!) I can him not suffer the Peter  
   RD

b. (Dieser Peter!) *Ich kann ihn, den Peter, nicht leiden5. (This Peter!) I can him the Peter not suffer  
   This Peter! I don’t like him, at all, Peter.  
   RD

To summarize: there is ample evidence that RD belongs prosodically and syntactically to its host sentence in a much more straightforward way than AT. Prosodically, RD is a part of its host sentence's tone contour. Morphological agreement of the RD-NP with the clause-internal pro-form suggests that NP is part of the clause, as morphological agreement is a sentence-bound phenomenon. Moreover, RD occupies a fixed position in the host sentence at its right periphery, and does not allow subordinate clause insertion nor optional additions of any kind between the host sentence and the RD-NP. This leads to the assumption that RD is part of its host sentence, presumably the right adjunct to the IP. An ultimate syntactic analysis of RD would exceed the limits of this paper.

AT, on the contrary, can vary its position in its host sentence. Furthermore, AT does not strictly require morphological agreement between the NP and the clause-internal pronoun, and it allows various insertions between the host sentence and AT-NP. All in all, AT appears to be syntactically fairly free. In this paper I consider AT only as far as it is necessary for delimiting RD as a separate construction. More details about AT are given in Averintseva-Klisch (forthc. a & b). I propose to analyze AT as an ‘orphan’ in terms of Haegeman (1991). An orphan is a unit that is syntactically independent of its host sentence, but gets integrated into it only at the level of the discourse via some discourse relation.

The topic of this paper is the semantics of RD and how it determines the function RD has in the discourse. I first point to the discourse-functional differences between RD and AT. Then I concentrate on RD and its semantics.

---

5 Here I use the prosodic structure as a diagnostics to distinguish between RD and AT. This means that for cases marked as RD I assume prosodic integration. In other words, (9b) is bad with the RD prosody. It would, however, be perfectly well-formed as an AT construction if the NP builds a prosodic unit of its own.
2.2 RD vs. AT: discourse-functional differences

As shown above, RD marks a discourse referent as being the ‘theme’ for the following discourse segment.\(^6\) In the following, I name the discourse referent about which a certain discourse segment is ‘discourse topic referent’.\(^7\) RD thus marks a discourse referent\(^8\) as the discourse topic referent for the segment following the RD, cf. (10):

(10) (Und als der König seine Frau verloren hatte, bedauerte ihn die Dutitre: "Ach ja, für Ihnen is et ooch nich so leicht [...].")

Sie war ein Original, die Madame Dutitre.

She was an original the Madame Dutitre.

(She was somewhat special, that Madame Dutitre.)

(Sie verstand nie, warum man über ihre Aussprüche lachte. Sie war eben echt und lebte, wie alle wirklich originalen Menschen, aus dem Unbewussten. Kein falscher Ton kam deshalb bei ihr auf.)

(She never understood why everybody always laughed at her remarks. She was genuine and lived unconsciously, as all unique people do. She never came across as being artificial.)


In (10), RD marks that the following is about Madame Dutitre. Madame Dutitre is thus explicitly set as the discourse topic referent for the segment following the right dislocation. A reference clarification would not be plausible here, as Madame Dutitre is clearly available (and most salient) as the referent for the pronoun sie (‘she’).

As for AT, its discourse function is to clarify a potentially unclear reference, as in (11):

(11) (Sie [Die Mutter] hat den Wohnzimmerschrank aber auch nicht leiden können,[...], aber mein Vater hat sich auf keine billigen Sachen mehr eingelassen,)

(Mother hated the wardrobe [...], but my father didn’t want to have any more cheap things around).

---

\(^6\) I understand discourse segment intuitively as a relatively small span of a discourse (minimally one utterance) that is characterized through a fairly tight thematic contiguity. In written language a discourse segment mostly corresponds to a paragraph (cf. also Goutsos (1997)).

\(^7\) I do not attempt a theoretical solution to the problem of the status of discourse topic, which has been extensively discussed in literature. See e.g. Brown & Yule (1983/2004), Goutsos (1997) and, more recently, Büring (2003), Asher (2004a & b), Kehler (2004), Oberlander (2004), Stede (2004) and Zeevat (2004), to name just a few, for the questions of what a discourse topic is (possible answers are: a proposition, a question the discourse answers, an entity etc.) and whether modeling of the discourse needs this concept in the first place. However, the existence of some kind of entity that is most salient at a given stage of the discourse and that is relevant for establishing coherence seems to be uncontroversial; it is for example the common point of the papers in the recent issue of *Theoretical Linguistics* dedicated to discourse topics. The authors use different terms for the same intuition of “the thing” that “cohesive chunks of text are about” (Asher (2004b: 255)): ‘recurring sentence topic’ in Oberlander (2004), ‘local topics within discourse segments’ in Kehler (2004), ‘protagonist’ in Zeevat (2004) and ‘Discourse topic 1’ in Stede (2004).

\(^8\) There are certain conditions on the discourse referent here, e.g. it has to be discourse-old in the sense of Prince (1992); see Averintseva-Klisch (forthc. a).
er ist ihr auch zu dunkel gewesen, der Wohnzimmerschrank, meiner Mutter
\textit{He is for-her also too dark been the wardrobe, for-my mother,}

[Birgit Vanderbeke, \textit{Das Muschelessen}]

Here the context suggests that the most plausible referent for the pronoun \textit{er} ('he') is the father, and the reference to the wardrobe is explicitly resolved with the help of AT.

To sum up: there is ample prosodic, syntactic and discourse-functional evidence that RD and AT are two different constructions. RD is prosodically and syntactically part of its host sentence, presumably a right IP-adjunct. Its role in the discourse is to mark the discourse topic referent for the following segment. AT is an ‘orphan’, i.e. it is prosodically and syntactically free. It is used as an explicit clarification of an unclear or ambiguous reference.

In the following I am exclusively concerned with RD. Being a part of its host sentence it is expected to contribute to its semantics. I will investigate the semantic fundamentals of discourse topic referent marking and show how the contribution of the right dislocation to the semantics of the whole sentence arises.

3 RD as separate performative

In this section, I first introduce the theoretical framework I use, the ‘separate performative account’ developed by Potts (2004, 2005) and Portner (forthc.), thereafter adapting it to account for the meaning contribution of RD to its host sentence.

3.1 ‘Separate performative account’: Potts (2004, 2005), Portner (forthc.)

Potts (2004, 2005) and Portner (forthc.) observe that different constructions such as for example vocatives, NP appositions or topic constructions introduce a special kind of meaning, which they call ‘separate performative’ or ‘expressive content’.\footnote{I owe this example to Hélène Vinckel, p.c.} So, besides stating that Amir is from Israel, which is the regular, ‘at-issue’, meaning of the sentence in (12), a separate performative is introduced: “I assert that Amir is my new neighbour”:

\begin{equation}
\text{Amir, my new neighbour, is from Israel.}
\end{equation}

\begin{itemize}
\item at-issue meaning: \text{Amir is from Israel (in a given world w)}
\item separate performative: \text{I thereby assert that Amir is my new neighbour (in w)}
\end{itemize}

This additional content, introduced through the NP apposition, is a separate performative speech act, with which the speaker instructs the addressee as to how the at-issue-meaning has to be integrated in the discourse model. Being a performative, this ‘expressive’ meaning does not influence the truth conditions of the sentence as it is automatically true when understood. Expressive meaning is non-compositional in its character; this means, it does not contribute in a regular compositional way to the semantics of the sentence, nor is there a complex compositionality of expressive meaning. That is, a sentence might have several expressive meanings, which are then non-compositionally, in a purely additive way “gathered together” to the overall expressive meaning of the sentence. Therefore according to Potts (2004, 2005) and Portner (forthc.) expressive meaning constitutes a separate “dimension of meaning” (cf. Portner (2005: 2)). A final meaning of a given sentence S is then a set of two meaning dimensions, cf. (13):

\footnote{A working definition of expressive content is: “Expressive content is non-displaceable, speaker-oriented meaning that is independent of the main semantic content of the sentence in question.” [Potts (2003:8)]. Following Potts and Portner, I use the terms “expressive content” and “separate performative” synonymously in my paper.}
The ‘Separate Performative’ Account of the German Right Dislocation

(13) for a sentence S: final meanings S: \( \langle A_S, C_S \rangle \)
    \( A_S \): at-issue meaning of S
    \( C_S \): set of expressive meanings of S (\( C_S: \langle C_{1S}, C_{2S}, \ldots \rangle \))

Whereas \( A_S \) is constituted compositionally, \( C_S \) is a simple sum of expressive meanings.

Thus, expressive meaning percolates up the tree as a separate set of meanings, cf. (14) (see also Portner (2005: 9)):

(14) Amir, my new neighbour, is from Israel.

\[
\begin{align*}
[[\text{my new neighbour}_{\text{apos}}]]^c &= \emptyset \\
[[\text{my new neighbour}_{\text{apos}}]]^c &= [\lambda x \lambda w. x \text{ is my new neighbour in } w] \\
[[\text{Amir my new neighbour}_{\text{apos}}]]^c &= \text{Amir} \\
[[\text{Amir my new neighbour}_{\text{apos}}]]^c &= \{[\lambda w. \text{ Amir is my new neighbour in } w]\} \\
[[\text{Amir my new neighbour}_{\text{apos}} \text{ is from Israel}]]^c &= [\lambda w. \text{ Amir is from Israel in } w] \\
[[\text{Amir my new neighbour}_{\text{apos}} \text{ is from Israel}]]^c &= \{[\lambda w. \text{ Amir is my new neighbour in } w]\}
\end{align*}
\]

interpretation functions: \([ [ \ ] ]^c \): regular content; \([ [ \ ] ]^c \): expressive content

Semantic embedding constitutes strong evidence for separate performatives being a meaning dimension of their own. Potts (2004) argues that expressive meanings are semantically non-embeddable. So, in (15), the expressive meaning introduced by the apposition my new neighbour cannot be contributed to Felix, but only to the speaker of the matrix sentence (see also Potts (2004, 24)):

(14) As Felix said, Amir, my new neighbour, is from Israel.

a. = Felix said that Amir is from Israel.

b. ≠ Felix said that Amir is my new neighbour.

c. ≠ Felix said that Amir is my new neighbour and that he is from Israel.

Portner (forthc.) proposes an analysis of English left dislocation (E-LD; ‘topic’ in Portner’s terminology), according to which its expressive meaning is “speaker’s mental representation of X is active (in a given world w)”, as in (16):

(16) Mary, I like her a lot.

at-issue meaning: \([\lambda w. \text{ speaker likes Mary in } w]\)

expressive meaning (informal): 1. The speaker says something about Mary in w

Portner (forthc.) argues against his own earlier proposal (Portner (2004)), that the expressive meaning of E-LD cannot be an addressee-oriented request “I thereby request that you activate your mental representation of X” (Portner (2004: 9)). He shows that there are theoretical problems with this expressive meaning variant if one takes embedded topics (E-LDs) like (17) into account. These have two possible variants of expressive meaning, the regular one (1) and the embedded one (2):

(17) John said that, as for Maria, she is nice.

at-issue meaning: \([\lambda w. \text{ John said that Maria is nice in } w]\)

expressive meaning (informal): 1. The speaker says something about Maria in w

2. John says something about Maria in \( w' \) (world of the reported speech act)

[Portner (2005, (29))]
In the embedded variant the addressee cannot be defined. That is why Portner (forthc.) dispenses with the addressee-oriented version of the expressive meaning for E-LD, and proposes the version introduced in (16) without explicitly mentioning the addressee.

As Frey (2004a) shows, E-LD formally and functionally corresponds in German to a construction called Hanging Topic (HT\(^\text{11}\)), as in (18):

\[(18) \quad \begin{align*}
  \text{a. Mary, I like her a lot.} & \quad \text{E-LD} \\
  \text{b. Mary, ich mag sie wirklich sehr.} & \quad \text{HT}
\end{align*}
\]

This suggests that HT has the same expressive meaning as E-LD, cf. (19):

\[(19) \quad \begin{align*}
  \text{Mary, I like her a lot.} & / \text{Mary, ich mag sie wirklich sehr.}
\end{align*}
\]

at-issue meaning: \(\lambda w. \text{speaker likes Mary in } w\)

expressive meaning: \(\{\lambda w. \text{speaker's mental representation of Mary is active in } w\}\)

\([\text{NP}_{\text{HT}}]_c^c = \{\lambda w. \text{speaker's mental representation of the referent of the NP is active in } w\}\)

Frey (2004b) argues that the discourse function of HT in German is to mark the introduction of a new discourse topic referent,\(^\text{12}\) as in (20):

\[(20) \quad \begin{align*}
  \text{(Hans ist ein richtiger Fan der Berliner U-Bahn. Deshalb reist er oft nach Berlin.)} \quad \text{(Hans is a real fan of the Berlin underground. That's why he rather often goes to Berlin.)}
\end{align*}
\]

\[\text{Die Berliner U-Bahn, sie nahm 1902 ihren Betrieb auf. Sie, [...]} \quad \text{The Berlin underground, it started operating in 1902. It [...]}
\]

\[\text{[Frey (2004b, (57))]} \]

In (20), the discourse topic referent of the first two utterances is Hans, and then it changes to the Berlin underground; this change is explicitly signalled through HT. However, expressive meaning in (19) does not capture this signalling of a change of the discourse topic referent\(^{13}\).

---

\(^{11}\) Altmann (1981) and the following tradition distinguishes between two left dislocation constructions in German, Left dislocation (LD) and Hanging Topic (or ‘free theme’, HT), cf. (a) and (b):

\[(a) \quad \begin{align*}
  \text{Den Hans, den mag jeder.} & \quad \text{LD} \\
  \text{the\textsubscript{AKK}} \text{Hans D-PRON\textsubscript{AKK} likes everyone}
\end{align*}
\]

\[(b) \quad \begin{align*}
  \text{Der Hans, jeder mag ihn.} & \quad \text{HT}
\end{align*}
\]

\[\text{the\textsubscript{NOM} / the\textsubscript{AKK} Hans everyone likes him\textsubscript{AKK} [Frey (2004 a: 205)]}\]

As shown in Frey (2004 a), LD is prosodically and syntactically integrated into its host sentence; it allows only weak d-pronouns (\(\text{der, die, das}\)) as clause-internal resumptive forms. The LD-NP resp. the resumptive form is the sentence topic of its host sentence. HT is prosodically and syntactically independent; it allows various resumptive forms, and, being independent, it does not play any syntactic role in its host sentence, but serves to mark the change of the discourse topic.

\(^{12}\) Frey (2004) uses the term ‘discourse topic’; however, his understanding of discourse topic as the “main theme of a Section of a text” (Frey (2004: 217)) corresponds to what I call the ‘discourse topic referent’ in this paper.

\(^{13}\) Frey (2004b) argues that HT is not suitable with maintained discourse topic referents, cf. (a):

\[(a) \quad \begin{align*}
  \text{(A propos Maria: Weiβt Du, wen sie in Berlin getroffen hat?)} & \quad \text{modified after Frey (2004b: 108)}
\end{align*}
\]

Thus, the expressive meaning “speaker’s mental representation of X is active” is too weak for HT (and presumably also E-LD). Besides, one might argue that every mentioning of X irrespective of a particular construction used signals that the speaker’s mental representation of X is active (see also criticism in Potts et al. (2004)).
Thus it seems to be too weak for HT. Taking the discourse topic change function of HT into account, the expressive meaning of HT is revised in (21):

(21) Maria, ich mag sie wirklich sehr.

\[\text{[\{\lambda w. speaker signals that he is starting to talk about Maria in w\}]_c} \]

\[\text{[\{\lambda w. speaker signals that he is starting to talk about the referent of the NP in w\}]_c} \]

3.2 Expressive meaning of German RD

As I argue in Averintseva-Klisch (forthc. b), German RD and HT share one feature in that they both mark the referent of the NP as the discourse topic referent for the following discourse segment. This suggests that RD (as well as HT) introduces the expressive meaning “the speaker signals that he is starting to talk about X”, where X is the referent of the RD-NP, cf. (22) (that is a part of the discourse in (10) above):

(22) Sie war ein Original, die Madame Dutitre.

She was an original the Madame Dutitre

(Shewas somewhat special, that Madame D.)

at-issue meaning: \[\text{[\{\lambda w. Madame Dutitre was somewhat special in w\}]} \]

expressive meaning: \[\text{[\{\lambda w. speaker signals that he is starting to talk about Madame Dutitre in w\}]_c} \]

The at-issue-meaning of (22) does not differ from that of (23):

(23) Madame Dutitre war ein Original.

Madame Dutitre was an original (Madame D. was somewhat special.)

at-issue meaning: \[\text{[\{\lambda w. Madame Dutitre was somewhat special in w\}]} \]

(22), as well as (23), is true iff Madame Dutitre is somewhat special\textsuperscript{14} in w. The difference between (22) and the unmarked form in (23) is that in (22) Madame Dutitre is explicitly marked as the discourse topic referent for the following segment, whereas in (23) this stays implicit.

However, RD differs from HT in a crucial way: HT always signals a change of the discourse topic referent. For RD, there are two possibilities: one is that the speaker signals the introduction of a new discourse topic referent, as is the case with the discourse-initial RD. As shown in Averintseva-Klisch (forthc. a), RD may be used discourse-initially if the referent in question is presented as being discourse-old, cf. (23).\textsuperscript{15}

(23) Es gibt sie noch, die guten Nachrichten aus der deutschen Universität.

it gives them yet the good news from the german university

Youcan still find some – good news coming from German universities. (beginning of a lead)

Otherwise the speaker signals the maintenance of the old discourse topic referent. This is most often the case when the discourse topic referent is maintained in spite of the beginning

\textsuperscript{14} In this case, a property which has to be defined in the context. I ignore the semantic contribution of the tense for the moment.

\textsuperscript{15} I argue that in such cases RD implicitly embeds the beginning discourse into some larger, thematically contiguous setting that is familiar to the author and the recipient of the discourse. In (23) such ‘meta-discourse’ is a series of articles about the German university system and its future in the weekly German periodical Die \textit{ZEIT}. The use of a RD is a most economic means of simultaneously introducing a referent, presenting it as being discourse-old and marking it as the discourse topic referent for the following discourse segment (see Averintseva-Klisch (forthc. a) for details).
of a new segment, as in (22) resp. (10). Here the new discourse segment (corresponding to the new paragraph\textsuperscript{16}) begins, but Madame Dutitre remains the discourse topic referent.

To get to the point: HT always signals the change of the discourse topic referent (cf. Frey (2004a&b)), whereas RD allows both change and maintenance. Thus, the expressive meaning of (22) should be changed in the following way: “the speaker signals that he is (further on) going to talk about Madame Dutitre”:

(24) Sie war ein Original, die Madame Dutitre.

expressive meaning: \[
[[\text{Madame Dutitre}_{\text{RD}}]]^C_{\epsilon} = \{[\lambda w. \text{speaker signals that he is (further on) going to talk about Madame Dutitre in } w]\}
\]

The expressive meaning of RD is thus restated in (25):

(25) \[[\text{NP}_{\text{RD}}]]^C_{\epsilon} = \{[\lambda w. \text{speaker signals that he is (further on) going to talk about the referent of the NP in } w]\}

Now, let us have a look at embedded RD, cf. (26):

(26) Hans sagte, dass sie richtig nett ist, die Grete.

\textit{Hans said that she really nice is the Grete.}

at-issue meaning: \[
[\lambda w. \text{Hans said that Grete is nice in } w]\]

expressive meaning: 1. \[
[\lambda w. \text{speaker of the main clause signals that he is (further on) going to talk about Grete in } w]\]

2. *\[
[\lambda w. \text{Hans signals that he is (further on) going to talk about Grete in } w']\]

In contrast to embedded topics in English (E-LD), there is no embedded reading for RD.\textsuperscript{17} This means, that a slight modification of the expressive meaning of RD is needed. (25) is thus restated as (27):

(27) \[[\text{NP}_{\text{RD}}]]^C_{\epsilon} = \{[\lambda w. \text{speaker (of the host sentence) signals that he is (further on) going to talk about the referent of the NP in } w]\}\textsuperscript{18}

In other words, RD adds to the semantics of its host sentence a separate performative explicitly signalling that the speaker is going to talk about the referent of the RD-NP, while it is left open whether he was already talking about this referent or just changed to a new topic.

In the next section I will show how certain semantic peculiarities of RD may be accounted for with the separate performative analysis proposed in (27).

\textsuperscript{16} The preceding segment gives an example of Madame Dutitre’s original sayings; the beginning segment is giving some general information about Madame Dutitre, for which the preceding segment may serve as an illustration.

\textsuperscript{17} This means that for RD, contrary to E-LD, it would be possible to have an explicit reference to the addressee. However, this does not seem necessary: intuitively, RD is a strategy that serves to mark the information status of a certain NP that is used by the speaker, and the reference to the speaker making a signal with the RD seems to me to capture this intuition in the best way.

\textsuperscript{18} In my paper I consider only NP-RD. Altmann (1981) describes also briefly PP- and CP-‘right dislocation’ (which he distinguishes from extraposition). It requires further analysis to find out whether these constructions are really RDs or ATs. That is why I state (24) explicitly for NP-RD. However, when needed, (27) can be generalized to \[[\text{XP}_{\text{RD}}]]^C_{\epsilon} = \{[\lambda w. \text{speaker signals that he is (further on) going to speak about the referent of X in } w]\}. 
4 Consequences of the separate performative account of RD

The semantic analysis of RD proposed in the previous section accounts for certain restrictions concerning the semantic status of the NP in the RD. Thus, quantificational NPs in general seem not to be possible with RD. Besides, the separate performative account of RD explains the discourse function of the RD in a most straightforward way.

4.1 Explaining certain semantic constraints on the RD-NP

It has been noticed that quantified NPs are in general bad with RD, as in (28)\(^{19}\) (see also Ave-rintseva-Klisch (forthc. b)):

\[(28)\]  Peter liebt sie, *jede Frau / *keine Brünetten / *zwei Frauen.

Peter loves her / them *every woman / *no brunettes / *two women\(^{20}\).

This can be accounted for if one assumes that the contribution RD makes to the semantics of its host sentence is an expressive meaning. To show this I first refer to Portner’s (forthc.) analysis of vocatives.

Portner (forthc.) notices that quantifiers are in general unable to function as vocatives, cf. (29):

\[(29)\]  Anna / *Some woman, please, hurry up!

The semantics of vocatives is assumed to be (30) (cf. Portner (forthc.: 9)):

\[(30)\]  at-issue meaning: \([\lambda x \lambda w. \text{speaker urges } x \text{ to hurry up in } w]\)

expressive meaning: \({\{[\lambda x \lambda w. \text{speaker requests the attention of } x \text{ in } w}\}}\)

In the expressive meaning formula in (30), x can be only of type e. Thus, to be able to function as an argument at the level of the expressive meaning, the quantifier some has to raise from the type \(<e,<e,t>>\)\(^{21}\) to the type e. In raising to type e, the quantifier changes to the at-issue meaning level, leaving a trace behind at the expressive meaning level. This trace has to be semantically bound by the quantifier (see Heim (1982)). This is, however, not possible. Portner (forthc.) argues that it is impossible to bind “across dimensions of meaning”: a quantifier which contributes to at-issue meaning cannot bind a variable which contributes to expressive meaning (see Portner (forthc.) for details).

In a similar way, the impossibility of semantic binding across dimensions accounts for the ill-formedness of quantificational NPs in RD constructions in (28). The quantifier jede / keine / zwei has to raise to type e to be able to function as an argument of the expressive meaning \({\{[\lambda x \lambda w. \text{speaker (of the host sentence) signals that he is (further on) going to talk about } x \text{ in } w}\}}\); thus it moves to at-issue meaning and cannot bind its trace at the expressive level any more.

4.2 The semantics of RD and discourse topic referent

Besides explaining the impossibility of certain kinds of NPs in RD, the separate performative account provides a straightforward explanation for the contrast in (31):

---

\(^{19}\) Grewendorf (2002) notices the same for LD. I do not attempt any explanation of this fact here.

\(^{20}\) Note that these sentences are well-formed without RD:

(b) Peter liebt jede Frau / keine Brünetten / zwei Frauen.

Peter loves every woman / no brunettes / two women

\(^{21}\) This being the semantic type of this kind of quantifier, cf. Heim and Kratzer (1997).

b. "Ein Taifun!" rief Lukas dem Kapitän zu. "Da ist er!") Er lief zum Steuer, der Lukas. Ein hellblauer Blitz fuhr zischend vom Himmel nieder [...]

Here, RD is only possible with the NP der Taifun; no other NP, as der Lukas as in (31b) might be right-dislocated, even if the corresponding referent is discourse-old and also otherwise complies with the requirements on the RD-NP. This changes, however, as soon as the following discourse segment is adapted so that its discourse topic referent corresponds to the referent of the RD-NP: RD is perfectly well-formed, cf. (32):

(32) "Ein Taifun!" rief Lukas dem Kapitän zu. "Da ist er!") Er lief zum Steuer, der Lukas. Dort angekommen, riss er sein Hemd runter und band damit das Steuerrad fest.

That means that RD is suitable with a NP referring to the discourse topic referent; otherwise only AT is possible. This follows directly from the expressive meaning that RD contributes to the semantics of its host sentence: with a RD the speaker signals that he is going to talk about the referent of the RD-NP. And it is pragmatically unsound first to mark a referent as being what one is going to talk about, and then to change the subject.

5 Summary and conclusions

In my paper, I have shown that what is traditionally subsumed under the label of German right dislocation are in fact two different constructions: right dislocation proper and afterthought. RD and AT differ in their formal and functional properties. AT is an ‘orphan’ that gets integrated into its host sentence only at the discourse level. Its discourse function is to resolve a potentially unclear (pro)nominal reference. RD is prosodically and syntactically a part of its host sentence. Its function is to mark the discourse topic referent for the following discourse segment.

The main goal of this paper was to show that RD adds a separate performative (an ‘expressive meaning’) to the semantics of the sentence. This performative is “the speaker (of the host sentence) signals that he is (further on) going to talk about X”, with X being the referent of the RD-NP. This account of the RD explains certain constraints on the semantic status of the RD-NP: only NPs of the type e are possible here. This corresponds to ontological constraints on the discourse topic referent: only definite individual nominal referents are possible.

Furthermore, I argue that the discourse function of RD is to mark the discourse topic referent, as follows directly from the semantics of RD. I believe that for an approach to the otherwise highly elusive pragmatic category of the discourse topic it is a prerequisite to have a look at

---

22 (33b) is thoroughly acceptable as AT, with the corresponding prosody, but not as RD.
explicit linguistic means of referring to it. In this sense RD in its function of marking the discourse topic referent is an explicit means revealing something of how the discourse model is built up.
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**Abstract**

The main aim of this paper is to point out several problems with the semantic analysis of Hungarian focus interpretation and ‘only’. For current semantic analyses the interpretation of Hungarian identificational/exhaustive focus and ‘only’ is problematic, since in classical semantic analyses ‘only’ is identified with an exhaustivity operator. In this paper I will discuss multiple focus constructions and question-answer pairs in Hungarian to show that such a view cannot be applied to Hungarian exhaustive focus. Next to this I will discuss possible interpretations of Hungarian sentences containing multiple prosodic foci: *complex focus versus double focus*. My claim is that in order to interpret multiple focus (in Hungarian) we have to take into consideration the different intonation patterns, the occurrence of ‘only’, and the syntactic structure as well.

In my paper I discuss multiple focus constructions and their interpretations based on Hungarian data. Sentences containing two prosodical foci have two possible interpretations. First, the *complex focus* meaning (Krifka 1991), where we have semantically one focus: an ordered pair; and second, the *double focus* meaning, where the first focus takes scope over the second one. The paper investigates three main topics: (1) the multiple focus interpretations, (2) complex focus vs. double focus disambiguation and (3) the interpretation of ‘only’ in Hungarian. My main claims are the following:

(a) ‘only’ is not responsible for exhaustive meaning and ‘only’ and exhaustification are distinct in Hungarian contrary to the analysis of the classical theories (Groenendijk and Stokhof 1984, Groenendijk and Stokhof 1991, Krifka 1991);

(b) in order to interpret multiple focus constructions we have to take into consideration the occurrence of ‘only’, the intonation pattern and the syntactic structure as well.

The paper is organized as follows. As an introduction, in section 1.1 we will see the main attributes of Hungarian focus and in 1.2 we briefly discuss the classical semantic analyses of focus and exhaustivity. In section 2 we investigate the problem of ‘only’ and exhaustivity in multiple focus constructions and I propose a pragmatic analysis of ‘only’. Section 3 provides further evidence of a pragmatic analysis of ‘only’ via Hungarian question-answer pairs. Section 4 deals with the disambiguation between complex focus and double focus interpretations and the role of intonation, syntax and the appearance of ‘only’. Section 5 gives the conclusions and introduces some further work on scalar readings and scope relations.

1 Introduction

1.1 Focus in Hungarian

Hungarian – like Basque, Catalan, Greek, Finnish and many other languages – belongs to the family of discourse-configurational languages (É. Kiss 1995). A main property of these languages is that some discourse-semantic information is mapped into the syntactic structure of the
sentences as well. Hungarian has special structural positions for topics, quantifiers and focus. The special structural position for focused elements in Hungarian is the immediate pre-verbal position. The constituent in this position is assigned a pitch accent and receives an exhaustive interpretation.

In “neutral sentences” like (1a) the immediate pre-verbal position is occupied by the verbal modifier (VM) whereas in focused sentences like (1b) this position is occupied by the focused element, and the verbal modifier is behind the finite verb.

(1) a. Anna felhívtा Emil.  
   (Anna VM-called Emil.acc)  
   ‘Anna called Emil.’

b. Anna EMIL hívtा fel.  
   (Anna Emil.acc called VM)  
   ‘It was Emil whom Anna called.’

É. Kiss (1998) distinguishes two types of focus: identificational focus and information focus. Her main claims are that these two types are different both in syntax and semantics, and that identificational focus is not uniform across languages. The main differences in Hungarian according to É. Kiss are the following: a) identificational focus: expresses exhaustive identification, certain constituents are out, it takes scope, involves movement and can be iterated; b) information focus: merely marks the unpresupposed nature, is nonrestricted, does not take scope, does not involve movement and can project. For example, we can answer the question ‘Where were you last summer?’ with (2a), which has identificational focus, or with (2b), which has information focus. From these two answers only (2a) gets exhaustive interpretation.

(2) a. ANGLIÁBAN voltam.  
   (England.loc was.1sg)  
   ‘It is England where I went.’ [and nowhere else]

b. Voltam ANGLIÁBAN.  
   (was.1sg England.loc)  
   ‘I went to England.’ [among other places]

The pre-verbal focus in Hungarian falls under the category of identificational focus, whereas the status of the information focus in Hungarian is rather questionable (see e.g. Szendrői 2003). In the following we will concentrate on the pre-verbal (identificational) focus to point out several problems with the exhaustive meaning and ‘only’. In Hungarian ‘only’ (csak) is always associated with identificational focus, see (3).

(3) a. Csak ANGLIÁBAN voltam.  
   (only England.loc was.1sg)  
   ‘I went only to England.’

b. *Voltam csak ANGLIÁBAN.  
   (was.1sg only England.loc)

Since in Hungarian both ‘only’ (csak) and identificational focus indicate exhaustivity, the question arises whether both contribute to semantics or one has only pragmatic function. English data suggest that the interpretation of ‘only’ is on the semantic part and the interpretation of focus is pragmatics. The Hungarian data I will discuss in the following sections will lead us to a different view.

1Here and further on small capitals indicate pitch accent.
1.2 Classical analyses of focus and exhaustivity

In this section I will briefly introduce two classical semantic analyses of focus and exhaustivity: the *Partition Semantics* (Groenendijk and Stokhof 1984, 1991) and the *Structured Meaning Account* (Krifka 1991, among others). In both theories, ‘only’ is identified with an exhaustivity operator. Later on in the paper we will see that this view cannot be applied to some multiple focus constructions and the exhaustive focus in answers in Hungarian.

Krifka proposes a structured meanings account of questions and the focusation of answers. This theory is also called a functional approach, because the basic idea is that the meaning of a question is a function, which when applied to the meaning of a congruent answer, yields a proposition. Next to the function, its domain is given and together they form an ordered pair.

In order to get the right interpretation for Hungarian exhaustive focus in this framework we have to introduce an exhaustivity operator. Later on in the paper we will see that this view cannot be applied to some multiple focus constructions and the exhaustive focus in answers in Hungarian.

In this theory the focus sensitive particle ‘only’ is analysed as an operator which takes a focus-background structure. The meaning rule for ‘only’ (simple version) is the following:

\[ \text{EXH}(\langle F, B \rangle) = B(F) \land \forall X \in \text{Alt}(F)[B(X) \rightarrow X = F] \]

With this exhaustivity operator we get the right interpretation for sentences like (1b) or (2a). In this way sentences with identificational focus and sentences with ‘only’ will get the same interpretation, since the interpretation of ‘only’ and the exhaustivity operator are the same. We will see in section 3 that this view can be problematic for Hungarian.

Similar facts hold for the question analysis of (Groenendijk and Stokhof 1984, 1991). For the semantics of linguistic answers they define an answer formation rule introducing an exhaustivity operator, which gives the minimal elements from a set of sets.

\[ \text{EXH}(\langle F, B \rangle) = B(F) \land \forall X \in \text{Alt}(F)[B(X) \rightarrow X = F] \]

In this model, if we give the answer ‘Anna.’ to the question ‘Who called Emil?’, then it is interpreted as ‘Only Anna called Emil.’:

\[ \text{EXH}(\langle \lambda x. \text{called}(x, \text{Emil}) \rangle) = \lambda x. \text{called}(x, \text{Emil}) \]

\[ \forall x \text{called}(x, \text{Emil}) \leftrightarrow [x = \text{Anna}] \]

\[ \lambda P. \exists x[P(x) \leftrightarrow [x = \text{Anna}]](\lambda x. \text{called}(x, \text{Emil})) = \]

\[ \forall x \exists y[x \text{called}(x, \text{Emil}) \leftrightarrow [x = \text{Anna}]] \]

2. Alt(F) is the set of the natural alternatives of the focused element.
So the interpretation is that Anna called Emil and nobody else (from the relevant) domain called Emil.

2 Multiple focus interpretations

2.1 Two readings

This section focuses on two readings of multiple focus constructions. In case of sentences containing two (or more) prosodic foci there are two possible interpretations. The two foci can form an ordered pair like in (10). Here semantically a pair of constituents is in focus. Krifka (1991) calls this type complex focus to distinguish it from other multiple focus constructions.

(10) (Csak) Anna hívta fel Emil.
   ((only) Anna called VM Emil.acc)
   ‘It is the Anna, Emil pair of whom the first called the second.’

(11) John only introduced Bill to Sue. (from Krifka 1991)
     reading: the only pair of persons such that John introduced the first to the second is ⟨Bill, Sue⟩

The other type is one involving real multiple foci (Krifka 1991). In this case there are two focus operators and the first focus takes scope over the second one. See the following examples:

(12) Csak Anna hívta fel csak Emil.
     (only Anna called VM only Emil.acc)
     ‘Only Mary called only Peter.’ [the others nobody or more persons]

(13) Even₁ John₁ drank only₂ water₂. (from Krifka 1991)

A similar distinction can be found in Hungarian multiple constituent questions. In multiple wh-questions there are two possible word orders that lead to two different meanings.

(14) a. Ki kit hívott fel?
     (who whom called VM)
     ‘Who called whom?’ (pair-list)

b. Ki hívott fel kit?
     (who called VM whom)
     ‘Who called whom?’ (complex)

(14a) requires a pair-list answer, while (14b) is a restricted question where both the questioner and the answerer already know that there is only one pair of whom the “call-relation” holds. The question can have a strict and a loose meanings (Lipták 2000). In the case of the strict meaning there are two specific individuals – e.g. Anna and Bea – under discussion, and the question is just about the theta-roles of the individuals: ⟨a, b⟩ or ⟨b, a⟩. In the case of the loose meaning there is a specific set of pairs of individuals, and the questions wants one element from this set. In our examples the interpretation of question (14b) corresponds to the complex focus reading in (10), in both cases there is one pair of individuals of whom the “call-relation” holds.

In the following I will use a bit more informative terminology for these two types: pair-reading for the complex focus and scope-reading for the double focus/real multiple foci.

The above examples show that these two different readings are present in Hungarian. However, interestingly, example (15) can have both readings: the scope-reading (15a) and the pair-reading (15b).
One of the main questions of this paper is to find out how to analyze example (15b), where a pair of constituents is in focus but there are two ‘only’s. This case is rather problematic for the classical theories, since they analyze ‘only’ as an exhaustivity operator but here we have only one operator applied to the pair of constituents.

2.2 Analyses

In example (10) exhaustivity applies to pairs, which is exactly what Groenendijk and Stokhof’s (1984, 1991) generalized definition of exhaustivity (8b) gives us. In our examples there are two terms, so the interpretation runs as follows:

\[
(16) \quad (\text{EXH}^2(\lambda \text{R}[\text{R}(a,e)])(\lambda x\lambda y.\text{called}(x,y)) = \\
\lambda \text{R}^x(\lambda \text{R}'y)(\text{R}(x,y) \leftrightarrow [x = a \land y = e])(\lambda x\lambda y.\text{called}(x,y)) = \\
\forall x\forall y[\text{called}(x,y) \leftrightarrow [x = a \land y = e]]
\]

Krifka (1991) also gives an elegant analysis of multiple focus constructions in a compositional way. He gives a recursive definition of extended application for Focus-Background structures and defines the syntactic-semantic rules as follows (we give here only the relevant ones for our examples).

\[
(17) \quad (\alpha(\beta) \text{ functional application} \\
\langle \alpha, (\beta) \rangle(y) = \langle \lambda x.\alpha(x)(y) \rangle \beta) \\
\gamma((\alpha(\beta))) = \langle \lambda x.\gamma(\alpha(x)) \rangle \beta) \\
\langle \alpha(\beta) \rangle((\gamma, \delta)) = \langle \lambda x \cdot Y.[\alpha(x)(\gamma(Y))], \beta \delta \rangle
\]

\[
(18) \quad S \rightarrow \text{NP} \cdot \text{VP}; [\text{NP} \cdot \text{VP}] = [\text{NP}][\text{VP}] \\
\text{VP}_r \rightarrow \text{V} \cdot \text{NP}; [\text{V} \cdot \text{NP}] = \lambda S\lambda T\lambda x.T(\lambda y.S(x,y))([\text{V}])([\text{NP}]) \\
C \rightarrow C_F; [C_F] = \langle \lambda x \cdot X, [C] \rangle \\
C \rightarrow \text{FO C}; [\text{FO C}] = \lambda \langle X, Y \rangle \lambda O[\lambda Z. O((X, Z))(Y)]([C])([FO])
\]

X • Y is defined by Krifka as a list, but practically it is an ordered tuple (in our case here: a pair). FO stands for the focus sensitive operator (‘only’). According to this system the interpretation of (10) is as follows:

\[
(19) \quad \text{Emil}_F: \langle \lambda T.T, e \rangle \\
\text{called Emil}_F: \langle \lambda T\lambda x.T(\lambda y.\text{called}(x,y)), e \rangle \\
\text{Anna}_a: \langle \lambda T.\lambda T. a \rangle \\
\text{Anna}_a \text{ called Emil}_F: \langle \lambda X \cdot Y [X(\lambda x.\lambda y.\text{called}(x,y))], a \cdot e \rangle \\
\text{only Anna}_a \text{ called Emil}_F: \\
\text{called}(a, e) \land \forall x \cdot y [x \cdot y \in \text{Alt}(a \cdot e) \land \text{called}(x, y)] \rightarrow (x \cdot y = a \cdot e)]
\]

These examples (16) (19) show us that both theories can easily deal with prosodically multiple foci that express semantically one focus, a pair. Both theories take an operator (exh ‘only’) that applies to an ordered pair. This way we get the intended meaning that it was the Anna, Emil

\[\text{To make it simpler we give the rules without types. For more details see (Krifka 1991).}\]
pair of whom the first called the second and there are no other pairs in the domain of which the call-relation holds. The problem of identifying ‘only’ with the exhaustivity operator is not yet visible here, because the interpretation results are correctly the same for (20a) and (20b), both have a pair-reading.

(20) a. **Anna hívta fel EMILT.**
   (Anna called VM Emil.acc)

   b. Csak **Anna hívta fel EMILT.**
      (only Anna called VM Emil.acc)

   for both: ‘It is the Anna, Emil pair of whom the first called the second.’

The problem arises if we try to get the interpretation (15b) according to the classical theories. In Groenendijk and Stokhof’s (1984, 1991) framework the two ‘only’s are the operators that exhaustify the phrases. Following this the interpretation of (15) goes as follows:

(21) \((EXH(\lambda P. P(a)))(EXH(\lambda P. P(e)))\)\(\lambda x\lambda y. called(x, y)) = \lambda P\forall y[P(y) \rightarrow y = a]\)((\lambda P\forall x[P(x) \leftarrow x = e])\(\lambda x\lambda y. called(x, y)) = \forall y[\forall x[\lambda y. called(x, y) \leftarrow x = a] \leftarrow y = e]\)

It says that only Anna is such that she called only Emil, so we get the ‘scope-reading’ (15a). Exhaustifying the terms separately we cannot get the complex focus interpretation (15b).

The same problem arises for the interpretation in Krifka’s (1991) analysis, where the two ‘only’s are applied to the two focused constituents respectively. In this framework as well, for (15) we get the ‘scope-reading’ (15a) but not the ‘pair-reading’ (15b).

(22) only Emil:\(\lambda P[P(e) \land \forall y[(y \in Alt(e) \land P(y)) \rightarrow y = e]]\)

called only Emil:\(\lambda x[\text{called}(x, e) \land \forall y[y \in Alt(e) \land \text{called}(x, y) \rightarrow y = e]]\)

only Anna:\(\lambda P[P(a) \land \forall x[(x \in Alt(a) \land P(x)) \rightarrow x = a]]\)

only Anna called only Emil:\(\lambda P[P(a) \land \forall x[x \in Alt(a) \land P(x) \rightarrow x = a]](\lambda x[\text{call}'(x, e) \land \forall y[y \in Alt(e) \land \text{call}'(x, y) \rightarrow y = e] = \forall x[x \in Alt(a) \land (\text{call}'(x, e) \land \forall y[y \in Alt(e) \land \text{call}'(x, y) \rightarrow y = e)] \rightarrow x = a]\)

2.3 Proposal

A possible solution to solve the above problem is to suppose that in the case of the complex focus meaning of (12b) semantically there is only one operator. This can give rise to a suggestion that ‘only’ here is a resumptive operator and we have a kind of concord. However, I want to avoid this idea because of the fact that dropping the second ‘only’ from the sentence does not lead to ungrammaticality but gives the same meaning, see example (20a) and (20b).

Rather we suppose that ‘only’ and the exhaustivity operator are different, and in this case there is one exhaustivity operator that applies to the pair of the arguments, and the two ‘only’s work pragmatically saying that only Anna calling somebody and that only Emil being called by somebody were both unlikely or against the expectations.

---

4An alternative might be that next to the exhaustification of the ‘only’s the exhaustification of the identificational focus comes on the top of it. It might be the case that exhaustification of the pair of exhausted terms does not lead to scopal meaning. The question if this alternative might be correct is left for further research.
As for the double focus meaning where the first focus takes scope over the second one we suppose two separate exhaustivity operators, but on different points of the discourse. At the point of the discourse when the sentence is uttered the second focused expression comes as old information and happens to be in the scope of the first focus, which constitutes new information. This way the two focused expressions are apart and there is no way for them to form a pair.

(23) Q: Ki hívta fel csak EMILT? 
   (who called VM only Emil.acc) 
   ‘Who called only Emil?’
A: Csak ANNA hívta fel csak EMILT. 
   (only Anna called VM only Emil.acc) 
   ‘Only Anna called only Emil.’ (scope-reading) 
   ‘It is the Anna, Emil pair of whom the first called the second.’ (pair-reading)

3 A pragmatic analysis of ‘only’

As we saw in section 1.2 the Structured Meaning Account and the Partition Semantics both treat ‘only’ and exhaustivity as identical. In this way we cannot account for examples of constituent questions and answers in Hungarian where the occurrence of ‘only’ makes a significant difference, as in example (25).

In section 2 I suggested a pragmatic account of ‘only’ in multiple focus constructions where a pair-reading comes together with two ‘only’s. With the following examples we obtain another argument for a pragmatic analysis of ‘only’ in Hungarian. Consider the following examples:

(24) a. Ki hívta fel Emilt? 
   (who called VM Emil.acc) 
   ‘Who called Emil?’
b. ANNA hívta fel Emilt. 
   (Anna called VM Emil.acc) 
   ‘It is Anna who called Emil.’
c. Csak ANNA hívta fel Emilt. 
   (only Anna called VM Emil.acc) 
   ‘Only Anna called Emil.’

(25) a. Kik hívták fel Emilt? 
   (who.pl called.pl VM Emil.acc) 
   ‘Who called Emil?’
b. #ANNA hívta fel Emilt. 
   (Anna called VM Emil.acc) 
   ‘It is Anna who called Emil.’
c. Csak ANNA hívta fel Emilt. 
   (only Anna called VM Emil.acc) 
   ‘Only Anna called Emil.’

For the question in (24a) the answers with or without ‘only’ (24b and 24c) are semantically equivalent, saying that Anna and nobody else called Emil. The focus in (24b) expresses exhaustive identification, thus the interpretation is as follows:
(26) \( \text{called}(a,e) \land \forall x \in \text{Alt}(a)[\text{called}(x,e) \rightarrow x = a] \)

Therefore it seems that the appearance of \( \text{csak} \) ‘only’ in (24c) does not make any difference, since it is interpreted as (26), too. But consider example (25) where we pose the same question in plural, so we make an expectation explicit of more persons calling Emil. Question (25a) cannot be answered with a simple identificational focus, but (25c) – with ‘only’ – is felicitous. Considering the above example I propose that it is not the ‘only’ that is responsible for the exhaustive meaning. What ‘only’ does here is simply cancelling the expectation, and therefore I claim, that ‘only’ in answers has a pragmatic rather than a semantic function. This idea is similar to Zeevat’s (to appear) proposal about ‘only’. In his examples ‘only’ seems to be superfluous and he concludes that the function of ‘only’ is less semantic and more pragmatic than was assumed before. He suggests two possible ways to solve this problem. The first one is that ‘only’ has a pragmatic function to cancel the expectation of the questioner, and the second one is that ‘only’ makes exhaustivity stronger in the sense that it expands the extension of the restriction on the hidden wh-phrase in the topic. Considering the Hungarian data I prefer the first solution. In the following I will discuss some examples of Hungarian focus and ‘only’-sentences and present my proposal to try and solve the above problems.

To explain what is going on in (24) and (25) I use Groenendijk and Stokhof’s (1984, 1991) theory of questions and answers. In this theory the meaning of an interrogative determines what its possible complete semantic answers are. The semantic interpretation of an interrogative is an equivalence relation over the set of possible worlds, thus an interrogative sentence denotes a partition of logical space. Every block of the partition induced by ?\( \phi \) contains the possible worlds where the extension of \( \phi \) is the same, thus the meaning of a question is a set of propositions, the set of complete semantic answers to the question.

(27) \( \Box ?\phi \) = \( \{(w,v) \in W^2 \mid \llbracket \lambda \bar{x}\phi \rrbracket^w = \llbracket \lambda \bar{x}\phi \rrbracket^v\} \)

For example, if we have a relevant domain \( D = \{\text{Anna, Rena, Tomi}\} \) who might have called Emil then the question ‘Who called Emil?’ (=24a) expresses an eight-block partition:

| \( \lambda w. \neg \exists x \text{called}(x,e)(w) \) | nobody |
| \( \lambda w. \forall x \text{called}(x,e)(w) \leftrightarrow x = a \) | anna |
| \( \lambda w. \forall x \text{called}(x,e)(w) \leftrightarrow x = r \) | rena |
| \( \lambda w. \forall x \text{called}(x,e)(w) \leftrightarrow x = t \) | tomi |
| \( \lambda w. \forall x \text{called}(x,e)(w) \leftrightarrow [x = a \lor x = r] \) | anna and rena |
| \( \lambda w. \forall x \text{called}(x,e)(w) \leftrightarrow [x = a \lor x = t] \) | anna and tomi |
| \( \lambda w. \forall x \text{called}(x,e)(w) \leftrightarrow [x = r \lor x = t] \) | rena and tomi |
| \( \lambda w. \forall x \text{called}(x,e)(w) \) | everybody |

The question in example (24) is equated with the partition in (28). The focus expresses exhaustive identification, thus it contains an implicit exhaustivity (\( \text{EXH} \)) operator (along Groenendijk & Stokhof, 1984, 1991). Consequently, the proposition that a sentence with identificational focus denotes is one of the propositions in the partition induced by the underlying question; the answer with identificational focus is a complete semantic answer\(^5\). Thus identificational focus selects one block from the partition, or equivalently, it eliminates all blocks but one from the partition. In case of (24b) the focus selects the block containing the proposition \( \text{only} \text{ Anna called Emil} \).

---

\(^5\) For the simple cases.
Question (25) has an explicit expectation from the questioner’s side: (s)he thinks that there was more than one person (from the relevant domain) who came. This expectation should be interpreted as a restriction on the partition:

\[
P \rightarrow \begin{array}{|c|c|}
\hline
\text{nobody} & \text{anna and rena} \\
\text{anna} & \text{anna and tomi} \\
\text{rena} & \text{rena and tomi} \\
\text{tomi} & \text{everybody} \\
\hline
\end{array}
\]

For the identificational focus only the restricted area (dashed lines) is accessible to select a block. Therefore we cannot reply to (25a) with (25c), because the block where the proposition is only Anna called Emil is not among the available ones, but we can reply with (31). It follows from this that it is not the case that the exhaustive focus is out as an answer for plural questions.

\[
P \not\rightarrow \begin{array}{|c|c|}
\hline
\text{nobody} & \text{[anna and rena]} \\
\text{anna} & \text{[anna and tomi]} \\
\text{rena} & \text{[rena and tomi]} \\
\text{tomi} & \text{everybody} \\
\hline
\end{array}
\]

Thus the answer with an identificational focus is a complete semantic answer and also a complete pragmatic answer.

In fact, for question (25a) it is not excluded to give an answer that expresses that Anna and nobody else called Emil, but in case of (25a) we need csak ‘only’ to go explicitly against the previous expectation of the questioner. Thus csak ‘only’ cancels the restriction, whereby the blocks which were excluded before “pop-up” again, so they become accessible for the identificational focus to select one of them. It follows that the exhaustive identification – namely selecting a block from the partition – is the function of the identificational focus, and csak ‘only’ has a pragmatic effect on the domain restriction.

Given these observations we may wonder ‘What is happening in (24c)?’ In question (24a) the questioner does not have any expectation about how many people came, but we can answer with an ‘only’-sentence. I claim that in this case the use of ‘only’ in the answer gives information about the answerer’s previous expectations, namely the answerer expected more people to come. But according to the questioner’s information state this additional information is irrelevant. Nevertheless, it shows, too, that (24b) and (24c) are slightly different and the use of ‘only’ in (24c) is not redundant.

The main idea outlined above can also be applied to multiple constituent questions and their answers with multiple foci. As we saw in example (14), in Hungarian there are two possible structures for questions containing two wh-phrases, and these two different structures have a different meaning.

\[
\begin{array}{|c|}
\hline
\text{a. Ki kit hívott fel? (=14a; pair-list)} \\
\text{(who whom called VM)} \\
\hline
\end{array}
\]

‘Who called whom?’
b. #\text{ANNA hívta fel EMILT.}  
(Anna called VM Emil.acc)  
'It is the Anna, Emil pair of whom the first called the second.'

c. Csak ANNA hívta fel EMILT.  
(only Anna called VM Emil.acc)  
'It is the Anna, Emil pair of whom the first called the second.'

(33) a. Ki hívott fel kit? (=14b, complex)  
(who called VM whom)  
'Who called whom?'

b. ANNA hívta fel EMILT.  
(Anna called VM Emil.acc)  
'It is the Anna, Emil pair of whom the first called the second.'

c. #Csak ANNA hívta fel EMILT.  
(only Anna called VM Emil.acc)  
'It is the Anna, Emil pair of whom the first called the second.'

Example (32) perfectly fits in the previous picture; the explanation is the same as it was for (24). Over a domain of three persons $D = \{\text{Anna, Emil, Tomi}\}$ the partition determined by (32a) has 512 blocks\(^6\), and since (32a) is a pair-list question, we have an expectation that there were more calls, that restricts us to the blocks containing more than one pair.

\begin{equation}
\begin{array}{|c|}
\hline
\text{nobody called nobody} \\
\hline
\langle \text{anna, emil} \rangle \\
\hline
\langle \text{tomi, rena} \rangle \\
\hline
\langle \text{anna, emil} \rangle \text{ and } \langle \text{rena, tomi} \rangle \\
\hline
\langle \text{everybody called everybody} \rangle \\
\hline
\end{array}
\end{equation}

For (32a) the answer (32b) is infelicitous, we cannot simply select the block where there is only the \langle Anna, Emil \rangle pair. It is not accessible because of the expectation (restriction) of the questioner, we need ‘only’ again to go against the expectation. (32c) is felicitous, because the restriction is cancelled, so the identificational focus can select the block where there is only one pair: Anna and Emil.

Example (33) is a bit different, since here both the questioner and answerer already know that there is only one pair of persons of whom the call-relation holds. The question in (33a) denotes a partition where the blocks contain one pair.

---

\(^6\)Assuming that people can call themselves.
The complex focus can select one of the blocks, but (33c) is out. The explanation is that in this case both the questioner and answerer know that there is one pair, thus there is no expectation from both sides, so for ‘only’ there is nothing to cancel, therefore the use of ‘only’ in this context is out.

4 Multiple focus readings

Example (12) raises the question what linguistic factors play a role to disambiguate between the two meanings. In this section we will discuss these factors: intonation, syntactic structure, appearance of ‘only’ and information structure. Our claim is that in order to interpret multiple foci we have to take into consideration all these factors. First of all we discuss intonation, which seems to have a very important role here. For sentence (12) two different intonation patterns lead to two meanings.

(36) Csak Anna hívta fel csak Emil. (=12)
   a. Csak Anna hívta fel csak Emil.
      H*-L L L-H% H*-L \(\Rightarrow\) pair-reading / *scope-reading
      ‘It is the Anna, Emil pair of whom the first called the second.’
   b. Csak Anna hívta fel csak Emil. \(\Rightarrow\) *pair-reading / scope-reading
      H*-L L L L H*-L
      ‘Only Anna called only Emil. [the others more or nobody]’

In (36a) both focussed constituents get pitch accent, before the second focused element there is a little stop (end of an intonation phrase) and just before this break there is a rising intonation. This intonation pattern gives us the complex focus (pair) reading. In (36b) all words between the focussed constituents are deaccented and there is no break. This pattern gives the double focus (scope) reading. Intonation has the role to yield the intended meaning, however, there is no one-to-one correspondence between intonation patterns and meanings, since for (10) and (20b) the pair-intonation leads to the pair-reading, but the scope-intonation leads either to the pair-reading again or ungrammaticality. Interestingly only for structure (12) we can get the scope-reading, for structures (10) and (20b) the scope-reading is out.

(37) Csak Anna hívta fel Emil. (=20b)
   a. Csak Anna hívta fel Emil.
      H*-L L L-H% H*-L \(\Rightarrow\) pair-reading / *scope-reading
   b. Csak Anna hívta fel Emil.
      H*-L L L H*-L \(\Rightarrow\) *pair-reading / *scope-reading

(38) Anna hívta fel Emil. (=10)

I will not discuss here the question whether the second focused phrase here is deaccented as well or gets pitch accent. There are different opinions on this topic, according to my intuitions the second focus is not deaccented.
This suggests that the scope-reading is only possible with ‘only’-phrases. We cannot even ask *Who is that, who called Emil and nobody else?* by using (39a), but we can by using (39b). Thus it seems that to express scope-meaning without ‘only’ we need a special syntactic structure.

(39) a. *Ki hívtta fel EMILT?
   (who called VM Emil.acc)
   ‘Who called Emil (and nb. else)?’

b. Ki hívtta EMILT fel?
   (who called Emil.acc VM)
   ‘Who called Emil (and nb. else)?’

É. Kiss (1998) proposes an elegant syntactic analysis of multiple focus constructions. She claims that F(ocus)P(hrase) (Bródy 1990) iteration is possible. According to this analysis, the second focused constituent also moves to a FP position, while the verb moves to the first F-head going through the second one. This syntactic analysis supports the cases where we have semantically two focused elements, hence two focus/exhaustivity operator where the first takes scope over the second one.

(40) Csak ANNA hívtta csak EMILT meg.
   (only Anna called only Emil.acc VM)
   ‘Only Anna called only Emil. [the others more or nobody]’

Albertí and Medve (2000) gives a different syntactic structure for the pair-reading which they call “mirror focus” (41) construction versus the “double focus” construction from É. Kiss.

(41) (Csak) ANNA hívtta fel (csak) EMILT.
   ((only) Anna called VM (only) Emil.acc)
   ‘It is the Anna, Emil pair of whom the first called the second.’

... [FP [VP ... tk tu XP t1 ...]]i [F+ F+(V+Vk)s [VP t5 t4 tu XP1 ...]i [t1]]

The advantage of this analysis is that it assigns a different syntactic structure for the complex focus, where there is only one focus phrase and consequently only one focus/exhaustivity operator which is applied to an ordered pair of arguments. The disadvantage is that these analyses
suggest a correspondence between the readings and the structures respectively. However, the picture is not as simple as that, since it can be the case that structure (40) gets the pair reading or structure (41) gets the scope reading. Consider, for example, the following example with the same word order as in (40), but with the strong intonation pattern we can get the complex focus reading.

(42) Anna hívta EMILT fel.
(Anna rescued Emil.acc VM)

a. Anna hívta Emil fel.
\[ H^*-L L-H% H^*-L L\] \(\Rightarrow\) pair-reading  
b. Anna hívta Emil fel.
\[ H^*-L L \quad H^*-L L\% \] \(\Rightarrow\) scope-reading

There are at least three factors that play a role in the interpretation of multiple focus constructions: the use of different intonation patterns, different word order and the occurrence of ‘only’.

5 Conclusion and further issues

The paper presented some investigations on Hungarian focus interpretation concentrating on the multiple (double) focus constuctions. We saw that the interpretation of Hungarian exhaustive focus and ‘only’ is problematic for the current semantic analyses in several cases like (12b) where we have two ‘only’s but a complex focus reading; and also in the answers of singular and multiple wh-questions. On the basis of these examples we claim that exhaustivity operators and ‘only’ are distinct (in Hungarian) and ‘only’ in Hungarian has a strong pragmatic nature which goes against expectation. In section 4 we saw several linguistic considerations that give the “complex focus” or double/real multiple focus reading of multiple focus constructions. On the one hand there is a strong intonation pattern which gives the complex focus reading, but there is no one-to-one correspondence between intonation and interpretation since word order or the appearance of ‘only’ can modify it. Thus, the main claim is here that for the disambiguation between these two readings, intonation, syntactic structure and ‘only’ work together.

In the research on exhaustivity, ‘only’ and multiple foci, there is another important issue: the scalar reading. According to Hungarian data scalar ‘only’ and non-scalar ‘only’ behave differently in scope-relations.

(43) Csak HÁROM FIÚ tud befogni csak ÖT CSIKÓT.
(only three boys can hitch only five foals.acc)
‘Only three boys can hitch only five foals.’

Example (43) allows for four possible readings in principle: 1) the first ‘only’-phrase (OP) is scalar and the second OP is non-scalar/exhaustive, 2) the first OP is scalar and the second OP scalar, 3) the first OP is exhaustive and the second OP is scalar, and 4) the first OP is exhaustive and the second OP is exhaustive. However, from these four possible readings the ones where the first ‘only’-phrase gets a scalar interpretation are ungrammatical. This suggests the following generalization: if we have two only-OPs where the first takes scope over the second one, then the first one cannot be scalar, but has to be exhaustive and distributive. However, this does not mean that scalar ‘only’-phrase cannot take wide scope. There are examples where the second focus phrase is without ‘only’, and the first focus phrase with ‘only’ can have both a scalar and non-scalar reading (with different underlying questions).

\[8\] The same conclusion is drawn by Šafářová’s (to appear) work.
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Abstract

This paper presents a compositional semantic analysis of pluractional adverbial modifiers like 'dog after dog' and 'one dog after the other'. We propose a division of labour according to which much of the semantics is carried by a family of plural operators. The adverbial itself contributes a semantics that we call pseudoreciprocal.

1 Introduction

The topic of this paper is the semantic analysis of the sentences in (1). (1a,b) contain the adverbial modifiers 'one after the other' and 'dog after dog', respectively, which add to the simple (1') information on how the overall event of the dogs entering the room is to be divided into subevents based on a division of the group of dogs into individual dogs. We call these adverbials pluractional adverbials, following e.g. Lasersohn's (1995) use of the term pluractionality for the division of larger eventualities into subeventualities.

(1)  
a. These three dogs entered the room **one after the other**.
b. They entered the room **dog after dog**.

(1')  
These three dogs entered the room.

The type of situation described by (1a) (and also by (1b) if the referent of 'they' is the same as the referent of 'the three dogs') is depicted informally in (2). We will aim to derive this fact by associating with (1a,b) (roughly) the truth conditions in (3); that is, we will propose a compositional semantics for (1a,b) that derives approximately the truth conditions in (3), and (3) serves to capture our intuitions about the situations in which (1a,b) would be considered true.

(2)  
a. These three dogs entered the room one after the other.
b. D3 -> D2 -> D1  
"x -> y" = x enters the room after y

(3)  
These three dogs entered the room, and the entering can be divided into a sequence of subevents in each of which one of the dogs enters, and the dogs can be divided into a sequence of individual dogs each of which entered in one of the subevents.

While we largely concentrate on the particular examples in (1), the phenomenon as such is of course more general. Other examples of reduplicative adverbials like 'dog after dog' are given in (4), and other examples of the 'one ... the other' type are provided in (5). These data were collected informally from the web.

(4)  
a. This mystery offers **puzzle within puzzle**.
b. She laid **book upon book** and built a staircase long enough to climb up and look over the wall.
c. The Wall of Tears is a very big wall that was built, **stone over stone** by the prisoners when Isabela was a penal colony back in 1946.
a. Because life's interaction is like a series of boxes **one within the other**, ecological studies are organized in hierarchical levels.

b. In storing textiles, rugs, or other large-sized weavings, these should never be folded and piled **one upon the other**.

c. My grandmother had on not just one skirt, but four, **one over the other**.

There have of course been earlier approaches to these or related phenomena. The most relevant ones to our knowledge are the following: Moltmann (1995), who proposes an analysis of 'piece by piece' adverbials; Stockall (2001), who analyses 'dog after dog' type adverbials; and Zimmermann (2002), who proposes a refinement of Stockall's analysis. Our goal in this paper is not so much to develop a compositional semantics of (1), but rather to develop such an analysis in the framework of plural predication developed in Beck (2001). The earlier proposals just mentioned do not have that aim.

We will first introduce the background on plural predication that we assume, in section 2. In section 3 we analyse the 'one ... the other' type of adverbial in this system. We take a closer look at the internal make-up of the modifier in section 4 and propose a semantics we call pseudoreciprocal. We go on to suggest that a certain kind of apparent reciprocal had better receive an analysis in terms of pseudoreciprocity. Section 5 concludes the paper.

# 2 Background

Besides individuals (type $<e>$) we use eventualities (type $<v>$). We assume that both $D_e$ (the denotation domain of individuals - count and mass) and $D_v$ (the denotation domain of eventualities) have a mereological structure:

(6) For any set $M \subseteq D_\sigma$, $\Sigma M \in D_\sigma$ (Lewis, 1991) where $\sigma = e$ or $\sigma = v$ and $\Sigma M$ is the mereological fusion of the elements of $M$.

(7) $x+y = \Sigma\{x,y\}$ the fusion of those individuals that are parts of $x$ or $y$ or overlap with $x$ and $y$

(8) a. part of relation $\leq$:
   a primitive relation between individuals: antisymmetric, reflexive, transitive

b. overlap relation $o$:
   $x o y$ iff $\exists z[z \leq x \& z \leq y]$

We assume that basic predicates can be pluralized in order to apply to groups (or generally entities with a part-whole structure). For this purpose we use a family of operators of various types, beginning with Link's (1983) * operator for the pluralization of $<e,t>$ predicates, and moving on to operators pluralizing relations (compare in particular Sternefeld (1998), also Beck (2001)). The relevant case for our present purposes is an operator $**$ that pluralizes predicates of type $<e,<v,t>>$. The pluralized relation is true of all the things that the original relation was true of, plus all the part-whole structures that can be built from them.

(9) Cumulation operator $**$
   Let $R$ be a relation of type $<e,<v,t>>$. Then $[** R]$ is the smallest relation $R'$ such that the conditions in (a) and (b) are satisfied.

   (a) $R \subseteq R'$

   (b) for all $<x,e>$ and $<y,e'>$:
   If $<x,e> \in R'$ and $<y,e'> \in R'$, then $<x+y,e+e'> \in R'$

We further assume that all such pluralization is sensitive to a contextually given division of entities into subparts. We concretely follow Schwarzschild (1996) who suggests that the context provides a cover of the universe of discourse (compare also once more Moltmann (1995)). The covers relevant for our purposes will all be partitions (defined in (11a). (11b,c)
define two useful bits of notation: the constraint that the cover be a partition of an entity \( x \) in (11b), and in (11c) the part of the cover that pertains to an entity \( x \).

(10) **Cover (mereological version)**

\( C \) is a cover of \( x \) iff \( C \) is a set such that \( \Sigma C = x \).

(11) a. A cover \( C \) is a partition iff for any \( x,y \in C \): \( x \) and \( y \) don’t overlap.
b. \( \text{PART}(C,x) := 1 \) iff \( C \) is a partition (and a cover) of \( x \).
c. \( \text{Cov}[x] = \{ y: y \in \text{Cov} \& \Sigma y \leq x \} \)

We implement these suggestions through syntactic pluralization operations such as (12) for pluralization of type \( <e,<v,t>> \) predicates; (12) combines the ** operator with the requirement that the division into subparts be into the contextually relevant ones, plus the presupposition that the contextually provided cover be a partition of the entities considered.

(12) \([\text{PL}] = \lambda \text{Cov} \lambda R_{<e,<v,t>}, \lambda x, \lambda e: \text{PART}(\text{Cov}, e+x). \)**

\(*[\lambda x', \lambda e'. \text{Cov}(e') \& \text{Cov}(x') \& R(x')(e')](x)(e)\)

The use of PL is illustrated in the example in (13). A predicate of type \( <e,<v,t>> \) is created through movement of the object NP. The PL operator together with its cover restriction is adjoined to that predicate. If the presupposition triggered by PL is met, the result will be the predicate of events in (13c). (13c) is true of an event \( e \) iff \( e \) and the cake can be divided into relevant parts \( x \) and \( e' \) that stand in the relation 'John ate \( x \) in \( e' \)'.

(13) a. John ate the cake.
   b. \([ [\text{the cake}] [\text{PL Cov}_{<e,<v,t>}, \lambda [\text{John ate } t1]]] \]
   c. \( \lambda e.<e,C> \in *[\lambda x, \lambda e'. \text{Cov}(x) \& \text{Cov}(e') \& J \text{ eat } x \text{ in } e' \]
   d. \( \forall x[x \leq C \& \text{Cov}(x) \rightarrow \exists e'[e' \leq e \& \text{Cov}(e') \& J \text{ eat } x \text{ in } e'] \& \forall e'[e' \leq e \& \text{Cov}(e') \rightarrow \exists x[x \leq C \& \text{Cov}(x) \& J \text{ eat } x \text{ in } e'] \]

(14) a. \( g(\text{Cov})(C+e) = \{ c1, c2, e1, e2 \} \) with \( e = e1+e2 \) and \( C = c1+c2 \)
   b. \([ [\text{eat}] = \{ <J,c1,e1>, <J,c2,e2> \} \]

It is not obvious that such an analysis in terms of pluractionality is needed for (13). In (15), however, with the adverbial 'piece by piece', it is clear that the truth conditions of the sentence imply a division of the overall event of eating the cake into subevents depending on a division of the cake into pieces. This is reflected in the truth conditions described in (15'). The adverbial 'piece by piece' seems to be an instantiation of a version of the PL operator with a cover of the cake into pieces. We will not worry here too much about how to implement this idea; one possibility is given in (16). The resulting truth conditions (16c) correspond closely to the ones in (13c,d): (16c) is true of an event \( e \) iff \( e \) and the cake can be divided into relevant parts \( y' \) and \( e' \) such that \( y' \) is a piece and John are \( y' \) in \( e' \). That is, each piece of the cake was eaten by John in some relevant subevent, and each relevant subevent was John eating a piece of the cake.

(15) John ate the cake piece by piece.

(15') (15) is true of an event \( e \) iff the relevant division of the cake is into pieces, and each piece was eaten by John in a relevant subevent of \( e \), and each relevant subevent of \( e \) is an eating of one of the pieces by John.
3 One after the Other

We can now return to the problem that interests us, repeated below. We approach it by first considering more standard occurrences of the modifier 'after NP' and extending their analysis to 'after the other'.

(2) These three dogs entered the room one after the other.
D3 -> D2 -> D1

(3) These three dogs entered the room, and the entering can be divided into a sequence of subevents in each of which one of the dogs enters, and the dogs can be divided into a sequence of individual dogs each of which entered in one of the subevents.

3.1 The Modifier 'after NP'

Our baseline will be the contribution of 'after NP' suggested in (17') for (17). This leads to the semantics in (17'') for 'after Katie': it modifies a relation of type <e,<v,t>> and adds the information that the relation held between Katie and the immediately preceding event. We rely on the notion of the relevant predecessor of an event, which is the event whose running time is immediately before the running time of the event considered.

(17) Min entered the room (immediately) after Katie.
(17') λe. Min enters the room in e & Katie enters the room in pred(e)
pred(e): the immediate predecessor of e
(17'') [[after Katie]] = λR<e,<v,t>>.λx.λe.R(x)(e) & R(Katie)(pred(e))

(18) pred(e) = δe': δ(e') < δ(e) & ∀e"[δ(e") < δ(e) -> e" = e' or δ(e") < δ(e')] A generalized version of this idea is given in (19) and (20). There is an ordering relation on events based on temporal precedence. We can identify the predecessor according to that order.

(19) ordering relation on events:
      e is before e': e \not\leq e' iff δ(e) < δ(e')
(20) the immediate predecessor of e:
pred(e) = δe': e' \not\leq e & ∀e"[e" \not\leq e -> e" = e' or e" \not\leq e']

3.2 The 'Other' Dog

The instance of the 'after'-modifier that we are confronted with is 'after the other'. The key to our analysis of pluractional 'one after the other' lies in our understanding of the meaning of 'the other' in this construction. We suggest that for each dog, the relevant other dog is always the immediately preceding one. That is, we propose that there is an ordering on the individuals that is derived from the ordering of events, as in (21). The predecessor of an individual can be defined on the basis of that derived order.
ordering relation on individuals:
\[ x \angle y \text{ iff } \exists e [ x \text{ is in } e \text{ and } \forall e' [ y \text{ is in } e' \rightarrow e \angle e'] ] \]
x is before y iff x occurs in a relevant event before y does

the immediate predecessor of x:
\[ \text{pred}(x) = \eta y : y \angle x \land \forall z [ z \angle x \rightarrow z = y \lor z \angle y ] \]

Finding the predecessor for each dog requires that the dogs can successfully be ordered into a sequence. (23) defines the notion of sequence: the cover has to have this property so that its members can be ordered. In our example, we would have (24).

Cov[x] is a sequence iff
\[ \text{Cov}[x] = \{ x_1, \ldots, x_n \} \text{ and for any } x_i, x_{i+1} : x_i \angle x_{i+1} \]

Cov[these 3 dogs] = \{ x_1, \ldots, x_n \} such that for any \( x_i, x_{i+1} \) \( x_i \angle x_{i+1} \) := \{ D1, D2, D3 \}

If the appropriate sequence is given, then the truth conditions of our example (1) can be stated as in (25) below. From (25a) we get (25b). The overall truth conditions we propose are paraphrased in (26).

\begin{align*}
(25) & \quad \text{a. } <3D,e> \in \exists \exists [ x \angle e'. \text{ Cov}(x) \& \text{ Cov}(e') \& x \text{ enters the room in } e' \& \text{ pred}(x) \text{ enters the room in } \text{ pred}(e')] \\
& \text{b. } \forall x [ x \leq 3D \& \text{ Cov}(x) \rightarrow \exists e' [ e' \leq e \& \text{ Cov}(e') \& x \text{ enters the room in } e' \& \text{ pred}(x) \text{ enters the room in } \text{ pred}(e') ] ] \land \\
& \forall e' [ e' \leq e \& \text{ Cov}(e') \rightarrow \exists x [ x \leq 3D \& \text{ Cov}(x) \& x \text{ enters the room in } e' \& \text{ pred}(x) \text{ enters the room in } \text{ pred}(e') ] ]
\end{align*}

(26) e can be divided into a sequence of subevents, and
the three dogs can be divided into a sequence of individual dogs, such that
each dog entered the room in a relevant subevent, and its predecessor
entered in the preceding subevent, and
each subevent was one of one of the dogs entering, and the preceding event
was one of the predecessor of that dog entering.

These truth conditions can be derived straightforwardly from the Logical Form in (27). The subject is raised, with the movement binding an anaphor contained in the NP 'the other'; the relevant pluralization operator is attached to the modified relation (the predicate created by the movement). We propose a version of our PL operator that incorporates the constraint on the cover that the cover of the relevant entity and event be a sequence. And we suggest a semantics for the modifier 'one after the other' that is essentially a combination of what we found out about 'after NP' in (17") and the idea that the NP here contributes, for each dog, the predecessor of that dog. With this, (27) will give rise to the truth conditions in (26).

These 3 dogs \[ \text{PL seq Cov} \lambda x[<v,t> \chi [e,<v,t> \rightarrow \text{entered the room}] [one after the other x]] \]

\[ \text{QR} \quad \text{anaphor} \]

(28) \[ [[ \text{one after the other } x ]] \mathcal{E} = \lambda R. \lambda y. \lambda e. R(y)(e) \& R(\text{pred}(g(x)))(\text{pred}(e)) \]

(29) \[ [[ \text{PL seq Cov} ]] = \lambda R. \lambda z. \lambda e. \text{ Cov}[e] \text{ is a sequence and Cov}[z] \text{ is a sequence } & \]
\[ \exists \exists [ \lambda z'. \lambda e'. \text{ Cov}(z') \& \text{ Cov}(e') \& R(z')(e')] (z)(e) \]
3.3 The First Dog

The observant reader will no doubt have noticed that the truth conditions in (26) suffer from a problem: We require that for each dog, that dog enter after its predecessor. But the first dog in the sequence does not have a predecessor. So (26) as such could never be true.

We propose to embrace this prediction - so our compositional semantics will derive these truth conditions. There must then be a pragmatic process that allows us to ignore the first dog, and thus makes it possible for (26) to be true. We suggest that essentially the same process is at work in (30) and (31) below. In (31) for instance, we must subtract Arnim from the domain of quantification and understand 'everyone' to mean here 'everyone but Arnim'; else the sentence could never be true. Likewise we subtract the first sentry in the row from the domain that 'each' quantifies over.

(30) 20 Wachposten sind so in einer Reihe aufgestellt, dass jeder den vorherigen sehen kann.
     20 sentries are standing in a row such that each can see the one before him.

(31) Everyone has a faster computer than Arnim.

Thus we think that it is generally possible to reinterpret a quantificational statement that could not come out true by subtracting the problematic individual from the domain of quantification. This process will also have to apply to our examples in (1).

3.4 Similar Cases: One above/within the Other

In this subsection, we indicate how the analysis proposed for 'one after the other' extends to similar instances of pluractional adverbials with different prepositions. Some examples are given below. We will focus on (32a) with 'above'.

(32) a. These three children sleep one above/next to the other.
    b. She laid the books bundle beside/upon bundle on the porch.

Our starting point is once more a regular occurrence of the modifier, (33a). The semantics in (33b) leads to the meaning in (34) for the modifier. Like our earlier example 'after NP', the PP modifies a relation. In this case, this is a relation between an individual and a place. It adds to the original relation the information that the relation also holds between the referent of the NP and the relevant preceding place, which is the place immediately below.

(33) a. Hans sleeps above Fritz.
    b. \( \lambda p. \text{Hans sleeps at } p \land \text{Fritz sleeps at } \text{bel}(p) \)
    \( \text{bel}(p) = \text{the place immediately below } p \)

(34) \([\text{above Fritz}] = \lambda R. \lambda x. \lambda p. R(x)(p) \land R(\text{Fritz})(\text{bel}(p))\)

Once more, then, we have an ordering relation, this time based on the meaning of the preposition 'above'. A place is smaller than another one according to that ordering if it is below it. We then also have the notion of the immediately preceding place.

(35) ordering relation on places:
    \( p < p' \text{ iff } p \text{ is below } p' \)

(36) the immediate predecessor of \( p \):
    \( \text{bel}(p) = \text{tp}: p' < p \land \forall p''[p'' < p \rightarrow p'' = p' \lor p'' < p] \)

In order to find a denotation for the NP 'the other' in the pluractional adverbial 'one above the other', we again suppose that there is a derived ordering of individuals based on the one of places (as defined in (37)), which will permit us to define the predecessor of an individual according to the scale introduced by 'above' (cf. (38)).
ordering relation on individuals:
\[
x \preceq y \text{ iff } \exists p [x \text{ is in } p \text{ and } \forall p' [y \text{ is in } p' \rightarrow p \preceq p']] \\
x \text{ is below } y \text{ iff } x \text{ is in a place that is below any place that } y \text{ is in.}
\]

the immediate predecessor of \( x \)
\[
\text{bel}(x) = \{ y : y \preceq x \text{ and } \forall z [z \preceq x \rightarrow z=y \text{ or } z \not\preceq y] \}
\]

The rest of the analysis is quite parallel to the analysis of the 'after' example. We must be able to divide both the place and the plural individual into a sequence. Given that, we propose the analysis in terms of the ** in (40) which amounts to the truth conditions in (41). The resulting truth conditions are described roughly in (42).

\[
\text{Cov}[p] = \{ p_1, \ldots, p_n \} \text{ such that for any } p_i, p_{i+1} : p_i \preceq p_{i+1} \\
\text{Cov[these 3 children]} = \{ x_1, \ldots, x_n \} \text{ such that for any } x_i, x_{i+1} : x_i \preceq x_{i+1}
\]

\[
<3C, p> \in *\{ \lambda x. \lambda p'. \text{Cov}(x) \& \text{Cov}(p') \& x \text{ sleeps in } p' \& \text{bel}(x) \text{ sleeps in bel}(p') \}
\]

\[
\forall x [ x \leq 3C \& \text{Cov}(x) \rightarrow \\
\exists p' [ p' \leq p \& \text{Cov}(p') \& x \text{ sleeps in } p' \& \text{bel}(x) \text{ sleeps in bel}(p')] \] & \\
\forall p' [ p' \leq p \& \text{Cov}(p') \rightarrow \\
\exists x [ x \leq 3C \& \text{Cov}(x) \& x \text{ sleeps in } p' \& \text{bel}(x) \text{ sleeps in bel}(p')] 
\]

The place \( p \) can be divided into a sequence of subplaces, and the three children can be divided into a sequence of individual children such that:
- each child sleeps above the one immediately below,
- and each place has a child sleeping in it (...).

The compositional derivation of these truth conditions is based on the Logical Form in (43) and uses the PL operator in (44) - the same one as before adapted to talk about places instead of events.

\[
\text{these 3 children } [PL_{seq}^{\text{Cov}} \lambda x [ [ \text{sleep} ] [ \text{one above the other } x ] ]]
\]

\[
[[ PL_{seq}^{\text{Cov}} ]] = \lambda R. \lambda z. \lambda p. \text{Cov}[p] \text{ is a sequence and Cov}[z] \text{ is a sequence } & \\
*\{ \lambda z'. \lambda p'. \text{Cov}(z') \& \text{Cov}(p') \& R(z')(p') \} (z)(p)
\]

Other prepositions occurring in the structure 'one Preposition the other' would give rise to different orderings, but be otherwise parallel to the examples discussed.

4 Pseudoreciprocity

In this section we will take a closer look at the internal structure of the modifier 'one...the other' and propose a more detailed analysis. We then extend that analysis to certain cases of apparent reciprocals, namely Dalrymple et al.'s (1998) Inclusive Alternative Ordering reciprocals.

4.1 Pseudoreciprocal 'One ... the Other'

The overt material in (45a) suggests an internal structure of the modifier as in (45b). We assume that in addition there is covert structure in the form of the anaphor \( x \) and a contextually given relation that will constrain us to the relevant other individual. A hidden anaphor in the expression 'other' has been suggested e.g.in Heim et al. (1991) on the basis of data like (46): 'another' here means 'a shirt different from this shirt'. The expression 'another'
thus includes an anaphoric reference to 'this shirt'. The difference between (46) and our data (as well as reciprocal pronouns) is that the anaphor is bound in the latter case.

(45) a. The dogs entered the room one after the other.
   b. [one [ after [ the [other] ]]]
   c. [one [ after [ the [ R other x] ]]]

(46) I don’t like this shirt, bring me another.

In (47) we recall the desired semantics for 'the other', argued for in the previous section. We can achieve this result if the hidden relation variable is assigned by the context the value in (48a) (this must come from the preposition), and compositional interpretation proceeds as in (48b). We end up with the meaning 'that y which is not x and immediately precedes x' - the predecessor of x according to the 'after' relation.

(47) \[ \text{R other } x \] \[ = \text{pred}(x) \]
    = ty: y immediately precedes x
    = ty: y \not\approx g(x) & \forall z [z \not\approx g(x) \rightarrow z=y \text{ or } z \approx y]

(48) a. g(R) = immediately precede
   b. \[ \text{[the [NP <e,t> <e,<e,t>> R other] x]} \] \[ = \text{ty: y}\not\approx g(x) & g(R)(g(x))(y) = \text{pred}(g(x)) \]

The referential NP needs to combine with 'after' in the same way as the referential NP 'Katie' would in the simpler case, repeated in (49). The 'after' from (50b) is combined with the meaning of 'the other' in (51). The actual modifier we see also includes 'one'. We propose that that provides an additional constraint on the individual argument of the relation, namely that that be a singular individual. The meaning of 'one after the other' is then as in (52).

(49) a. Min entered the room after Katie.
    b. \[ \lambda e. \text{Min enters the room in e & Katie enters the room in pred(e)} \]

(50) a. \[ \text{[after Katie]} = \lambda P.\lambda x.\lambda e.P(x)(e) & P(Katie)(pred(e)) \]
    b. \[ \text{[after]} = \lambda z.\lambda P.\lambda x.\lambda e.P(x)(e) & P(z)(pred(e)) \]

(51) \[ \text{[after the R other x]} \] \[ = \lambda P.\lambda y.\lambda e.P(y)(e) & P(pred(g(x)))(pred(e)) \]

We believe that (53a,b) are equivalent. Hence we suggest that the two modifiers make the same semantic contribution. One way to derive this would be to have an underlying form (54a) from which both are derived as different surface forms.

(53) a. She washed them dog after dog.
    b. She washed them one (dog) after the other.

(54) a. one dog after the other dog
    b. one dog after the other dog
    c. one dog after the other dog

It is relatively obvious how to derive 'one after the other' from (54a), namely, through a process of N-deletion. This is not obligatory, at least not for the first N to be deleted, cf. (55). (It is far less obvious how (54c) would be derived, and in fact some issues remain open regarding the internal structure that might suggest that one would not always trace reduplicative adverbials to the same source as 'one ... the other' adverbials. We will put this aside for the moment.)
(55)  a. She put the books one bundle beside the other (bundle) on the porch.
    b. She examined the wine one bottle after the other (bottle).

The above considerations lead to a final revision for the internal semantics of the modifier which yields (56): we add the information that the relevant predecessor as well as the individual argument of the relation are Ns.

(56)  a. \[ [\text{the } [\text{[R other] x N}] ] \] \( g \) =
      1y: y \#g(x) & g(R)(g(x))(y) & [N](y) = \text{pred}(g(x))
    b. \[ [\text{one N after [the R other x N] }] \] \( g \) =
      \( \lambda \text{P.} \lambda \text{y.} \lambda \text{e.}\text{P(y)(e) & one(y) & [N](y) & P(\text{pred}(g(x)))(\text{pred}(e))} \)

We call these modifiers pseudoreciprocal. They are reminiscent of reciprocals formally in the use of 'other', and semantically in talking about a different member of the same group. But they are not reciprocal pronouns formally. Moreover, the NP in the modifier is a singular. By contrast, a reciprocal pronoun introduces a second plurality of individuals (Beck (2001)).

4.2  IAO Reciprocals as Pseudoreciprocals

Finally, we will explore the possibility of extending our analysis of pseudoreciprocals to certain apparent reciprocals, namely those that have an Inclusive Alternative Ordering (IAO) interpretation. Some examples of such reciprocals are given in (57). The interpretation of (57a) according to Dalrymple et al. is paraphrased in (58). The general schema of an IAO interpretation is given in (59). The data in (57) are all taken to have such a weak semantics.

(57)  a. The children sleep above each other.
    b. The three dogs came into the room after one another /
       The three dogs followed each other into the room.

(58)  IAO: Each child sleeps above or below some other child.

(59)  a. Schema of an elementary reciprocal sentence:
      \begin{align*}
      A & \quad R \quad \text{each other.} \\
      \text{antecedent} & \quad \text{relation} & \quad \text{reciprocal pronoun}
      \end{align*}
    b. IAO: \( \forall x [x \leq A -> \exists y [y \leq A & x Ry \text{ or } yRx]] \)

We suggest instead that the data in (57) (and IAO reciprocals in general) have a pseudoreciprocal semantics. That is, (57a) really amounts to (60a). The semantics we assign to (60a), and by assumption then also to (57a), entails (60b).

(60)  a. The children sleep one above the other.
    b. Each child sleeps above some other child
       (namely, her "predecessor" relative to the 'below'- relation).

Why do we pursue this idea? There are three kinds of facts that motivate us. The first is that the IAO truth conditions are very weak indeed, and intuitively too weak for example for (57b). The IAO truth conditions for (57b) are given in (61a). These truth conditions predict the sentence to be true in the situation depicted in (61b). This doesn't accord with intuitions. By contrast, our truth conditions will render (57b) equivalent to (61c) and correctly predict that the sentence is false in a situation like (61b).

(61)  a. Each dog came into the room after or before some other dog.
    b. D3+D2 -> D1
    c. The dogs entered the room one after the other.
A second problem for IAO reciprocals is the fact that an IAO interpretation is only possible with a restricted set of relations. See Beck (2001) and references therein for discussion. As an illustration, notice that (62a) with the relation 'on top of' is acceptable under an IAO interpretation while (62b) with 'outnumber' is unacceptable and cannot have an IAO reading (which would be made true by the fact that the Smiths are more numerous than the Johnsons, for instance). If IAO were a regular interpretation for reciprocal sentences, why should it not be generally available?

(62) a. The plates are stacked on top of each other.
b. * The Smiths and the Johnsons outnumber each other.

A third and final problem with IAO is noted in Beck (2001): IAO reciprocals are restricted to local reciprocal relations while other reciprocals are not. To illustrate what is meant by a non-local reciprocal relation, consider (63). The sentence is judged true if (63’a) is the case. This can be derived from the truth conditions in (63’b): the reciprocal relation 'want to kill' holds between non-identical members of the antecedent group 'Tracy and Joe'. (63) is an example of a regular reciprocal interpretation, weak reciprocity. The reciprocal relation 'want to kill' is non-local in that it is not a relation that exists as the meaning of a surface constituent.

(63) Tracy and Joe want to kill each other.

(63’) a. Tracy wants to kill Joe and Joe wants to kill Tracy.
b. \(<T&J,T&J> \in **\lambda x \lambda y: x \neq y. x \text{ wants to kill } y\>

We should contrast (63) with (64). The sentence can be understood as in (65) - Tracy and Joe agree that they want to sleep above each other rather than, say, beside each other. It cannot be understood as in (66), which would be made true by the fact that Tracy wants to sleep above Joe. (66) would be a non-local IAO interpretation with the reciprocal relation 'want to sleep above'. Clearly, this is not possible. Only a local reading inside the embedded clause in (65) is acceptable.

(64) Tracy and Joe want to sleep above each other.

(65) Tracy and Joe both have the following desire: we sleep above each other.

(66) For each x, x one of Tracy and Joe: either x wants to sleep above the other one of Tracy and Joe, or the other one of Tracy and Joe wants to sleep above x.

The pair in (67) makes the same point: in (67a) a non-local interpretation is possible in which the different members of the antecedent group 'these people' were introduced by different linguists. A similar interpretation is not available in (67b); the same apprentice magician has to line up the glasses.

(67) a. These people were introduced to each other by a linguist.
b. The glasses were lined up behind each other by an apprentice magician.

The two constraints on the availability of IAO interpretations (limited set of relations, and local interpretation only) are quite unexpected as long as one thinks of IAO as a regularly available interpretation of reciprocal pronouns. This is additional motivation then, besides the problem mentioned above with inappropriately weak truth conditions, for looking for an alternative analysis of the phenomenon of IAO. We propose that IAO reciprocals only appear to be reciprocals, and are really pseudoreciprocals:

(68) above each other ==> (one) above the other

That is, the example in (69a) should really be interpreted as (69b).
The truth conditions we predict are the ones of pseudoreciprocals, which seems right to us. As for the unexpected constraints on the relations that participate in an IAO interpretation, we have nothing concrete to offer. One may suppose that whatever process relates (69a) and (69b) is somehow restricted and cannot apply to every relation. For all we know, the connection may be lexical. But no concrete predictions arise regarding which relations can participate.

We do have something to say about the fact that apparent IAO reciprocals - now reanalysed as pseudoreciprocals - only receive a local interpretation. In (64)=(69), for instance, the whole '(one) above the other' is an adverbial that can only modify the embedded predicate 'sleep' (whishes cannot plausibly be above each other). And since there is no further potentially scope bearing element in this modifier ('the other' being a singular), there is no process that could generate a non-local interpretation.

A final comment: there are cases of IAO reciprocals for which our pseudoreciprocal truth conditions might be thought too strong. (70b) is a case in point. Dalrymple et al. point out that such a sentence can be considered true in a situation with two bunk beds each of which sleeps two children. This is different from (70a), our pseudoreciprocal. We speculate that (70b) permits a partition of the children into two groups of two, on which its interpretation with the bunk beds is based. This is excluded by the overt element 'one' in (70a) which tells us that the partition of the children is into singletons.

(70)  a. These four children sleep one above the other.
      b. These four children sleep above each other.

5 Conclusions

To summarize, we subscribe to the view that all pluralization is sensitive to a division of pluralities into appropriate subparts. Pluractionals make this visible; in our cases with 'piece by piece' and 'dog after dog', they tell us which units are contained in the cover. They also show that natural language has pluralization of $<e,<v,t>>$ predicates, i.e. simultaneous pluralization of an event- and an individual-argument slot. Adverbials 'one ... the other' are a case of such pluractionals which gives rise to a sequence interpretation that we have called pseudoreciprocal.

If IAO reciprocals are reanalyzed as pseudoreciprocals (i.e. pluractional 'one ... the other'), this may explain some peculiarities that otherwise set apart IAO reciprocals from better behaved reciprocals. Pseudoreciprocals would be different from regular reciprocals in not introducing a plurality of type $<e>$. Rather, they are a modifier containing a singular 'the other' NP.

Let us also point out what is still missing from the discussion here. One caveat is empirical. Not all 'Noun Preposition Noun' modifiers share the pseudoreciprocal semantics proposed here for 'one ... the other'. One ought to relate the semantic contribution of modifiers like 'leaf by leaf', 'two and two', 'side by side' to our pluractionals.

The other omission is a detailed comparison of our analysis to related proposals. Let us briefly explain how we perceive the relation of our analysis to Moltmann (1995) on the one hand and Stockall/Zimmermann on the other. Moltmann suggests a semantics for pluractional 'one at a time' (extendable to 'piece by piece'-type adverbials) which is based on simultaneous division of events into subevents and entities into subparts. She thus anticipates this aspect of our analysis. It is, however, embedded into a different architecture, in that her views of the syntax-semantics interface and pluralization operations in particular, are incompatible with
our own. The same is true of Stockall/Zimmermann's analysis of 'dog after dog'. Like Moltmann, they hold the adverbial itself and/or its composition within its local structure responsible for all of the specific semantics of the construction. Our analysis has been guided by the idea that we have a system of plural predication in place independently which includes plural operators of various types plus a restriction on relevant part-whole structures. Thus the adverbial has a very slim semantics, with much of the burden to be carried by the pluralization operation. A more thorough discussion that includes an empirical comparison with other works must wait until a future occasion.
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Abstract

The paper investigates the interpretation of the Romanian subjunctive B (subjB) mood when it is embedded under the propositional attitude verb crede (believe). SubjB is analyzed as a single package of three distinct presuppositions: temporal de se, dissociation and propositional de se. I show that subjB is the temporal analogue of null PRO in the individual domain: it allows only for a de se reading. Dissociation enables us to show that subjB always takes scope over a negation embedded in a belief report. Propositional de se derives this empirical generalization. The introduction of centered propositions (generalizing centered worlds), together with propositional de se, dissociation and the belief 'introspection' principles, derives the fact that subjB belief reports (unlike their indicative counterparts) are infelicitous with embedded probabil.

1 Introduction

This paper is a systematic exploration of the interpretation of the Romanian subjunctive B mood when it is embedded under the propositional attitude verb crede (believe). Subjunctive B – traditionally labeled 'conditional-optative' – is one of the two subjunctive (i.e. non-indicative finite) moods in Romanian. As the example in (1) below shows, it is morphologically realized as an auxiliary verb that agrees in person and number with the subject.

(1) Maria crede că ar fi în pericol.
Mary believe.ind.pres.3s that subjB.3s be in danger.
Mary believes that she is in danger.

I analyze subjunctive B as a bundle of three distinct presuppositions: (a) temporal de se, (b) dissociation and (c) propositional de se. Consider example (1) above: temporal de se means that the reported belief of being in danger is temporally located at the internal now of the believer, i.e. at the time which Mary (correctly or not) takes her 'present' to be. Dissociation basically means that the speaker dissociates herself from the reported belief, i.e. as far as the
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2 There seem to be dialectal differences in the use of subjB with the verb crede: one of the native speakers I have consulted does not readily accept sentences like (1) above.
speaker is concerned, it could be the case that Mary is *not* in danger, even though Mary herself thinks that she is.

Finally, propositional *de se* means that the believer has an attitude towards a 'self-referential' kind of content similar to the self-referential experience contents proposed by Searle (1983)\(^3\). For example, the content of my visual experience of seeing a yellow station wagon is that: (a) there is a yellow station wagon there and (b) the fact that there is a yellow station wagon there is causing this very visual experience. This 'self-referentiality' is the expression of the common sense intuition that having an experience or an attitude is assuming a particular point of view / perspective on the content of the experience or of the attitude.

Intuitively, a belief report with subjunctive B mood is propositionally *de se* insofar it *explicitly* encodes in the believed content this *perspctival* component inherent in any attitude; the form of such a report is basically: *x* has a belief *p* that the embedded clause is true *and x*'s belief *p* is such that the proposition expressed by the embedded clause is true in any world *w in p*. This makes a subjunctive B report 'self-referential' in Searle's sense and also redundant, since the commitment of the attitude holder to the proposition expressed by the embedded clause is stated twice. However, the redundancy is crucial in deriving two unexpected empirical generalizations: (a) if the believed proposition has a negative form, e.g. *x* believes *that not q*, then subjunctive B has to have wide-scope with respect to negation; this is a consequence of the fact that, on the narrow-scope reading, the subjunctive B report is contradictory: it has the form *x* believes that not *q* (on the one hand) and *q* is what *x* believes (on the other hand); (b) moreover, subjunctive B reports with probabil (probably) of the form *x* believes that probably *q* are not felicitous, unlike their indicative counterparts; this is due to the fact that subjunctive B requires complete commitment to proposition *q*, while *probably* implicates that there is at most a partial commitment.

The structure of the paper is the following. In section 2, I argue that the contrast between indicative and subjunctive B in Romanian is parallel to the contrast between overt pronouns (e.g. *John hopes that he will win*) and null PRO (e.g. *John hopes to win*) in the individual domain. As Chierchia (1989) and Schlenker (2003) observe, overt pronouns are compatible with both the *de se* and non-*de se* readings, while null PRO allows only for a *de se* reading. The proposal is that subjunctive B is parallel to PRO in that it requires a temporally *de se* reading, while indicative is parallel to overt pronouns because it can, but does not have to receive such a reading.

In section 3, I expand on the brief observation in Farkas (1992) that subjunctive B has a dissociation component. I argue that dissociation is a *presupposition* (as opposed to e.g. a conventional implicature) based on its projection behavior in negative contexts and 'stacked' attitude reports of the form *x* wants *y* to believe that *p*. I end the section with the generalization that sets the stage for propositional *de se*: subjunctive B always has wide-scope with respect to an embedded negation, e.g. in belief reports of the form *x* believes *that not p*, the speaker always dissociates herself from *not p* and never from *p*, despite the fact that, on the surface, the subjunctive B morpheme is always placed between *not* and *p*.

Section 4 proposes a semantic solution to the wide-scope problem (as opposed to syntactically stipulating the wide-scope and attempting to justify the syntactic assumption on independent grounds): subjunctive B is propositional *de se* in the sense suggested above. This solution extends the *de se* vs. non-*de se* contrast between subjunctive B and indicative from the temporal to the modal domain and thus makes for an attractive overall analysis: we extend the parallel between pronouns, tenses and moods, pursued in Partee (1973), Abusch (1997), Stone (1999) and Schlenker (2003) among others, to *de se* readings. The propositional *de se* hypothesis also derives the incompatibility between subjB and *probably* if we assume the

\(^3\) Matthew Stone suggested this parallel (p.c.).
belief introspection principles\textsuperscript{4}, which effectively reduce iterated belief \((x \text{ believes that } x \text{ believes that } p)\) to non-iterated belief \((x \text{ believes that } p)\).

The concluding section \textbf{5} briefly discusses whether the three components of the subjunctive B interpretation are independent.

\section{Subjunctive B as temporal \textit{de se}}

In this section, I first review \textit{de se} and \textit{de re} beliefs in the individual domain and sketch the way Lewis (1979) analyzes them. In particular, I focus on the contrast between overt pronouns and null PRO in non-\textit{de se} 'mistaken identity' scenarios, which was noticed in Chierchia (1989) and Schlenker (2003) among others (\text{2.1}). Based on a 'mistaken temporal identity' scenario, I establish that the Romanian subjunctive B mood has to be interpreted temporally \textit{de se}, just like PRO has to be interpreted individually \textit{de se} (\text{2.2}).

\subsection{De se and de re belief in the individual domain}

The Kaplanian sentence in (2) below can receive two distinct interpretations.

\begin{equation}
\text{(2) Neo believes that his pants are on fire.}
\end{equation}

Under the first – \textit{de se} – interpretation, Neo is saying to himself "My pants are on fire" and he is therefore very likely to run for the fire extinguisher.

To see the second – non-\textit{de se} – interpretation, consider the following scenario: Neo is looking in a mirror without realizing it. He is seeing a man whose pants are on fire, which is in fact Neo himself, but he does not realize that either; (2) can be truthfully asserted in this situation, but it receives a different interpretation, as witnessed by Neo's possibly different behavior: if Neo is in a particularly mean mood, he might very well just stand there and enjoy the show (at least until the situation gets hot enough for him to realize his misunderstanding).

Under the \textit{de se} interpretation, (2) reports Neo's belief that someone's pants are on fire, where that someone is the belief-internal \textit{self}, i.e. whoever Neo takes himself to be. Under the non-\textit{de se} (but \textit{de re}) interpretation, (2) reports Neo's belief that someone's pants are on fire, where that someone is the guy that Neo is looking at, whoever that may be.

The analysis of \textit{de se} and \textit{de re} belief in Lewis (1979) involves three ingredients: (a) centered \textit{worlds}: the believed content is not a proposition, i.e. a set of worlds (as the standard analysis would have it\textsuperscript{5}), but a property, or, equivalently, a set of centered worlds\textsuperscript{6}; a centered world is a pair \((w, x^{self})\), where \(w\) is a world and \(x^{self}\), the center of world \(w\), is the unique individual that Neo takes himself to be in \(w\), i.e. the belief-internal 'self'; (b) self \textit{ascription}: the verb \textit{believe} is interpreted as a relation between an individual and a set of centered worlds (and not as a relation between an individual and a proposition); that is, we replace the function \(dox_{w^*, x^*}\) that returns a set of worlds (the set of \(x^*\)'s doxastic alternatives to \(w^*\)) with a function \(self_{\text{ascribe}}_{w^*, x^*}\), which returns a set of centered worlds \((w, x^{self})\); (c) acquaintance relations: the reported belief is about an individual with whom the belief-internal 'self' is acquainted in a particular way; in the \textit{de se} case, the acquaintance relation is the most intimate relation the belief-internal 'self' can have with any individual whatsoever, namely the identity relation; in the non-\textit{de se} (but \textit{de re}) case, the acquaintance relation is the causal relation established between the belief-internal 'self' and whoever it is that he is looking at (see Lewis (1979): 539).

\textsuperscript{4} See Hintikka (1962) for an early discussion.
\textsuperscript{5} See for example Hintikka (1969).
\textsuperscript{6} See for example Creswell & von Stechow (1982) for more discussion.
Thus, independently of other presuppositional features like gender or number, the pronoun *his* in (2) is triply context dependent: (a) it presupposes access to an acquaintance relation; (b) it is anaphoric to the real individual that the believer is acquainted to in the actual world; (c) it is dependent on the internal 'self' of the believer.

The *de re* but non-*de se* reading of (2) is given in (3) below.

(3)  
De re (non-*de se*): Neo's centered belief worlds \((w, x^{self})\) are such that, given the unique individual \(x\) the belief-internal 'self' (i.e. \(x^{self}\)) is looking at, \(x\)'s pants are on fire in \(w\).

The *de se* reading of (2) is given in (4) below.

(4)  
De se: Neo's centered belief worlds \((w, x^{self})\) are such that, given the unique individual \(x\) that is identical to the belief-self (i.e. \(x^{self}\)), \(x\)'s pants are on fire in \(w\).

Moreover, as Chierchia (1989) and Schlenker (2003) (among others) observe, the morphological form of the pronoun can distinguish between the two readings: overt pronouns like *he* in (5a) below are compatible with both the *de se* and non-*de se* readings, while the null PRO in (5b) allows only for a *de se* reading.\(^7\)

(5)  
a. Neo hopes that *he* will win.
   b. Neo hopes PRO to win.

To see this, consider the following *de se* and non-*de se* scenarios (based on Schlenker (2003)):
(a) *de se*: young Neo participates in a singing competition; after his performance, he tells one of his friends: "I hope I'll win"; (b) non-*de se* 'mistaken identity' scenario: young Neo participates in a singing competition; after his performance, he relaxes with one too many glasses of wine; accidentally, he listens to a recording of his own performance but doesn't realize that and he says: "I hope this guy will win". Both the overt pronoun in (5a) and PRO in (5b) are felicitous in the *de se* context, but only the overt pronoun in (5a) is felicitous in the non-*de se* context.

### 2.2  *De se* and non-*de se* belief in the temporal domain

In this section, I show that the contrast between subjunctive B (subjB) and indicative (ind) in Romanian is the temporal analogue\(^8\) of the contrast between PRO and overt pronouns in the individual domain. SubjB is the temporal analogue of PRO, since it requires a *de se* interpretation, in contrast to indicative, which, like an overt pronoun, can but does not have to receive a *de se* interpretation. Consider the 'mistaken temporal identity' scenario in (6) below.

(6)  
John is a very gullible tabloid reader: whatever a tabloid says, he believes. A Monday tabloid said that the Martians were going to invade Bucharest on Thursday, i.e. three days later. On Thursday, the day of the invasion, John and I talked about this issue. But John was confused: he thought it was Wednesday when, in fact, it was Thursday.

In this context, the indicative report in (7a) is (more or less) felicitous, while the subjB report in (7b) is not.

(7)  
Când m-am întâlnit cu el, Ion (de fapt) credea că…
When I met him, John (in fact) believed that…
Martians.the invade.ind.pres Bucharest.the in day that.

\(^7\) For more discussion, see Chierchia (1989): 14 et seqq.

\(^8\) Lewis (1979): 530-531 already observes that there is such a thing as a temporally *de se* attitude.
b. #marţienii ar invada Bucureştiul în ziua aceea. Martians.the subjB invade Bucharest.the in day that. the Martians were invading Bucharest that day.

The scenario in (6) and the examples in (7) are parallel to the individual de se 'mistaken identity' scenarios and examples because, just as Neo hopes that he will win without realizing that his hopes are about himself – in which case the overt pronoun he is acceptable, but PRO is not –, John believes that the Martian invasion happens the very day of the conversation, without actually realizing the imminence of the alien takeover – in which case indicative is acceptable, while subjunctive B is not.

The analysis of temporal de se l de re is parallel to the analysis of individual de se l de re. Just as in Abusch (1997), we extend centered worlds with a variable for time: the individual john is self-ascribing in world w* at time t* a set of centered worlds (w,x<sub>self</sub>,t<sub>now</sub>), where x<sub>self</sub> is the unique individual that john takes himself to be in w and t<sub>now</sub> is the unique time that john takes its internal 'now' to be in w. Moreover, we will have acquaintance relations relative to time intervals: for example, in (7a) above, John has a non-de se acquaintance relation to the following Thursday as "the day the tabloid said theMartians would invade Bucharest<sup>9</sup> and, in (7b), a de se acquaintance relation with the day of his internal now, which he believes is a Wednesday (while in the actual world it is in fact Thursday).

The two readings of the belief report in (7) are given in (8) and (9) below.

(8) Non-de se: John's centered belief worlds (w,x<sub>self</sub>,t<sub>now</sub>) are such that, given the unique day t that the tabloid specified in w, the Martians are invading Bucharest at t in w.

(9) De se<sup>10</sup>: John's centered belief worlds (w,x<sub>self</sub>,t<sub>now</sub>) are such that, given the unique day t that is the day of t<sub>now</sub> in w, the Martians are invading Bucharest at t in w.

Since the indicative in (7a) can receive the interpretation in (8), the belief report is felicitous, while the subjunctive B report in (7b) is not, because subjunctive B can receive only the de se interpretation in (9), which is false in the given context. Thus, we discovered that the temporal de se vs. non-de se contrast is mirrored in the morphology of belief reports just as the individual de se vs. non-de se contrast is<sup>11</sup>.

<sup>9</sup> But not exactly de re, if we assume that de re relations have to involve causal connections: how can John be causally acquainted on a Monday with the following Thursday? See Abusch (1997) for some discussion.

<sup>10</sup> Note that temporal de se belief is belief under the acquaintance relation of inclusion (the day of t<sub>now</sub> is the day in which t<sub>now</sub> is included), unlike individual de se, where the acquaintance relation is that of identity.

<sup>11</sup> The hypothesis that subjB is temporally de se seems to be contradicted by the fact that subjB can be part of constructions of the form subjB + auxiliary BE + past participle of the verb – which receive a perfective reading – in addition to the constructions mentioned above of the form subjB + bare verb, as shown in (i) below.

(i) Ion tocmai şi a terminat de scris lucrarea de licenţă.

John has just finished writing his undergrad thesis.

Maria crede că Ion ar fi scris o capodoperă.

Mary believes.ind.pres.3s that John subjB.3sg BE written a masterpiece.

Mary believes that John wrote / has written a masterpiece.

We can maintain that subjB is temporally de se if we analyze the construction BE+ppart similarly to the way Kamp & Reyle (1993): 556 et seq. analyze the English perfective have written: the auxiliary BE contributes an eventuality of its own (a state, but not a result state as the English have) which is temporally located at the internal now of the attitude; the completed eventuality contributed by the lexical verb is temporally located before the state contributed by BE. An independent argument for the subjB+BE+ppart construction being temporally de se is provided by present attitude reports towards a future eventuality: as the examples in (iia) and (iib) below show, the indicative anterior future is felicitous in such situations, but not subjB+BE+ppart.

(ii) Ion a plecat ieri în Australia. Maria crede că în şase luni...

John left for Australia yesterday. Mary believes.ind.pres.3s that in six months...

(a) Ion se va fi întors deja. (b) #Ion s = ar fi întors deja.

John SE ind.fut.3s BE returned already. John SE = subjB.3s BE returned already.

Mary believes that in six months John will have already come back.
3 Subjunctive B: dissociation

In this section, we turn to the second presuppositional component of subjunctive B, namely dissociation, which was first noticed in Farkas (1992): 82. Dissociation means that in a report of the form \( x \) believes that \( p \), where \( p \) is marked with subjunctive B, the speaker dissociates herself from \( p \), i.e. the speaker has reason to believe that \( p \) might be false. In general, a speaker \( a \) dissociates herself from a proposition \( p \) iff there is at least one world \( w \) among \( a \)'s doxastic alternatives in which \( p \) is false. Thus, dissociation simply means that the speaker and the attitude holder do not agree on proposition \( p \) and not the stronger requirement that the speaker believes not \( p \). In 3.1, I provide several diagnostics for dissociation and briefly indicate how dissociation is represented. In 3.2, I argue that dissociation is presuppositional based on its projection behavior in negative contexts and 'stacked' attitude reports of the form \( x \) wants \( y \) to believe that \( p \) (the projection facts in conditionals are omitted for space reasons). Finally, in 3.3, I establish the generalization that sets the stage for propositional de se: subjB always has wide-scope with respect to embedded negation.

3.1 Diagnostics for dissociation

Once again, we contrast indicative and subjunctive B.

(10) Ion își scrie lucrarea de licență. Maria crede că …  
John is writing his undergrad thesis. Mary believes that…

a. Ion scrie o capodoperă. \( \sqrt{\text{IND}} \)  
b. Ion ar scrie o capodoperă. \( \sqrt{\text{SUBJB}} \)
John write.ind.pres a masterpiece.  
John subjB write a masterpiece.

The indicative report in (10a) is neutral with respect to the speaker's attitude, while the subjB report in (10b) expresses, in addition to what (10a) does, that the speaker does not also believe John's thesis to be a masterpiece, i.e. as far as the speaker is concerned, it could be a piece of junk (although the speaker does not necessarily believe that it is junk).

This intuition is supported by the fact that first-person belief reports with indicative are felicitous, while subjB reports are not. This contrasts with the third-person reports in (10) above, where both indicative and subjB are felicitous.\(^\text{13}\)

(11) Cred că Maria este / # ar fi bolnavă. \( \sqrt{\text{IND}} / # \text{SUBJB} \)  
Believe.ind.pres.1s that Mary be.ind-pres / # subjB be sick.
I believe that Mary is sick.

Another argument for dissociation is the infelicity of subjunctive B with factive verbs like ști (know) or regretă (regret), as shown by (12) below.

(12) Ion știe / regretă că Maria este / # ar fi bolnavă. \( \sqrt{\text{IND}} / # \text{SUBJB} \)  
John knows / regrets that Mary be.ind-pres / # subjB be sick.

Dissociation is supported by the infelicity of subjB with factive verbs because factive verbs presuppose that the reported belief is true throughout the current Context Set (see Stalnaker

\(^{12}\) “In Romanian, in the case of declaratives, the conditional is used to indicate 'speaker reservation' with respect to the truth of the complement […] Note that the use of a non-indicative in the complements of declaratives does not commit the speaker to a negative valuation of the propositional content of the complement; the non-indicative mood simply stresses that the speaker is not committed to a positive valuation. The complement is therefore not counterfactual, but rather 'afactual' as far as the speaker is concerned." (Farkas (1992): 82)

\(^{13}\) First-person belief reports with subjunctive B are felicitous in the following kind of context: I am trying to objectively present a debate between me and John to a third party, e.g. to an audience of people asked to judge for themselves whether the Romanian subjunctive B is de se or not. In that case, I can utter:

(i) Ion crede că subjunctivul B în română nu ar fi de se, dar eu cred că ar fi de se.  
John believes that the Romanian subjunctive B is (subjB) not de se, but I believe it is (subjB) de se.
(1978) for this notion) and the speaker belief-worlds are always a subset of the Context Set since all the propositions in the Common Ground have already been accepted by all participants in the conversation. Therefore, if the speaker already accepted the proposition that Mary is sick, she cannot dissociate herself from it, as the subjB in (12) requires

Finally, dissociation is supported by the distribution of indicative and subjB in the three kinds of contexts listed in (13) below; (13a) says that, in a context in which ¬p is true, we can felicitously assert x believes p, where p is marked with either indicative or subjB – and the same goes for (13b), where the Context Set endorses neither p nor ¬p. The only context that distinguishes between indicative and subjB is the one in (13c): if p is true throughout the Context Set (hence, the speaker also believes p), only the indicative report is felicitous.

14 It follows from these observations that matrix declarative sentences marked with subjB are infelicitous. In fact, they are not – but a subjB matrix clause like the one in (i) below can be interpreted only: (a) as expressing Mary’s desire to go to the movies or (b) as the consequent of a covert conditional (hence the traditional labeling of subjunctive B as ‘conditional-optative’). Either way, (i) cannot be interpreted as asserting the proposition that Mary is going to the movies – as its indicative counterpart does.

(i) Maria ar merge la film.
   Mary subjB go to movie.
   Mary would like to go to the movies / [If the theater weren’t that far], Mary would go to the movies.
Finally, the projection behavior of dissociation in 'stacked' attitude reports of the form x wants y to believe that p also shows that dissociation is presuppositional: unlike conventional implicatures, the dissociation requirement does not have to be resolved relative to the speaker belief-worlds, but can be resolved relative to the belief-worlds of the higher attitude holder, e.g. x's belief-worlds in the 'stacked' report x wants y to believe that p. Thus, the initial characterization of dissociation as a speaker-oriented requirement is an oversimplification, which I have upheld for expository reasons. Consider the scenario in (18).

(18) Both Mary and Helen like John and they are jealous of each other. A couple of days ago, Helen suddenly decided to leave LA for a trip – and she left that very day. In this context, the discourse in (19), in particular the subjB report in (19), is felicitous.

(19)  

1 Maria crede în mod greșit că… Elena este încă în LA,  
   Mary mistakenly believes that… Elena is (ind) still in LA,  

2 dar vrea ca Ion să creadă că… Elena nu ar fi în LA.  
   but she wants John to believe that… Elena is (subjB) not in LA.  

Since the speaker knows that Helen is not in LA, the dissociation triggered by the subjB in (19) cannot be resolved relative to the speaker's belief-worlds. However, subjB is felicitous because Mary's belief worlds can satisfy the dissociation requirement.

3.3 The relative scope of subjunctive B and embedded negation

The dissociation requirement allows us to pinpoint the relative scope of subjB with respect to embedded negation and embedded negative quantifiers. We have distinct dissociation presuppositions if subjB has wide scope with respect to negation (subjB>>not>>p) and if subjB has narrow scope (not>>subjB>>p). In the wide-scope case, subjB dissociates from not p, i.e. for some w in the Context Set, w∉¬p; in the narrow-scope case, subjB dissociates from p, i.e. for some w in the Context Set, w∉p. Only the wide-scope dissociation is empirically attested – despite the overt surface form, in which negation precedes (and has to precede) the subjB morpheme. The data is provided in (20) and (21) below.

(20)  

p; x believes not p.  

1 Maria este în pericol. 2 (Dar) Maria crede că nu ar fi în pericol.  
   Mary is in danger. (But) Mary believes that not subjB be in danger.

---

15 For the distinction between presuppositions and conventional implicatures, see Potts (2004).
16 Propositional attitude verbs like want, fear etc. are filters for the presuppositions of the embedded sentence: they have to be satisfied by the belief-worlds of the attitude holder (in the given local context). As Heim (1992): 183, following Karttunen, puts it, "if σ is a verb of propositional attitude, then a context c satisfies the presuppositions of 'aop' only if B_c(σ) satisfies the presuppositions of σ; where 'B_c(σ)' stands for the set of beliefs attributed to σ in c". For example, John wants the king of France to get bald does not presuppose that John wants it to be the case that there is a unique king of France, but that John believes that there is a unique king of France.
17 As expected, if we embed first-person belief reports in structures like the one in (19), they are also felicitous:

(i)  

1 Maria crede îm mod greșit că… Elena este încă în LA.  
   Mary mistakenly believes that… Elena is (ind) still in LA,  

2 dar vrea ca eu să cred că… Elena nu ar fi în LA.  
   but she wants me to believe that… Elena is (subjB) not in LA.
(21) not \(p\); \(x\) believes not \(p\).  
\(^1\)Maria nu este în pericol. \(^2\) (#Și) Maria crede că nu ar fi în pericol.
Mary is not in danger.  #(And) Mary believes that not subjB be in danger.

In a context in which \(p\) is true (as in (20)), the wide-scope dissociation from not \(p\) is satisfied – hence subjB is felicitous; in a context in which not \(p\) is true (as in (21)), the narrow-scope dissociation from \(p\) is satisfied – but subjB is not felicitous. SubjB has to have scope not only over the embedded sentential negation, but also over preverbal negative quantifiers in subject position like nimeni (no one) or nici un student (no student)\(^{18}\) in examples of the form \(x\) believes no \(F\) is \(G\); due to space limitations, I do not provide the actual data.

4 Subjunctive B as propositional de se

In this section, I propose a semantic solution to the problem of deriving the fixed wide-scope of subjB, as opposed to syntactically stipulating the wide-scope and attempting to justify the syntactic assumption on independent grounds. In particular, I assume that subjB can freely scope with respect to negation and I propose that subjB has a third presuppositional component, besides temporal de se\(^{19}\) and dissociation, which rules out the narrow scope: subjB is also propositional de se, i.e. it presupposes that the proposition expressed by the embedded clause is true in the centered worlds self-ascribed by the attitude holder.

Intuitively, an individually de se report is about an individual that is identical to the belief-internal 'self' and a temporally de se report is about a time that includes the belief-internal 'now'. A propositionally de se report is about a proposition that includes the belief-internal 'actually', where the belief-internal 'actually' is the set of worlds self-ascribed by the believer.

The resulting analysis is theoretically appealing because it extends the parallel between pronouns, tenses and moods to de se readings, following the research program of Partee (1973), Abusch (1997), Stone (1999) and Schlenker (2003) among others.

4.1 Deriving the 'only wide scope' generalization

The basic idea is that subjB takes wide scope with respect to negation much like the pronominal tense takes wide scope with respect to negation in the well-known example from Partee (1973) I didn't turn off the stove. As Partee (1973): 602 observes, "… such a sentence clearly does not mean that [...] there exists no time in the past at which I turned off the stove". That is, subjB 'goes proxy' for, i.e. it must be bound by, the centered world variable contributed by the attitude verb. This makes it parallel to null PRO, which has to be bound by the belief-internal 'self' variable \(x^\text{self}\) and to the temporal de se presupposition, which 'goes proxy' for the belief-internal 'now' variable \(t^\text{now}\).

The basic structure of a propositional de se report is given in (22) below: \(w^*\) stands for the actual world; in an expression of the form \(\lambda w:\phi, \psi\): \(\phi\) is the presupposition and \(\psi\) is the assertion; given that we are focusing on the modal coordinate, I use dox instead of self_ascribe and omit the variables \(x^\text{self}\) and \(t^\text{now}\) for simplicity.

\(^{18}\) Under the assumption that nimeni (no one) and nici un student (no student) are negative quantifiers exhibiting negative concord with the sentential negation nu and not negative polarity items.

\(^{19}\) De se interpretations are in general presupposed because they require the presence of a pronominal, hence anaphoric / presuppositional, element – either in the individual or the temporal domain.
(22) Mary believes that she is (subjB – propositional de se) not in danger. √subjB>>not

The de se presupposition redundantly iterates the asserted part of the embedded clause. But, as shown in (23) below, the same presupposition yields a contradiction if subjB has narrow-scope with respect to negation – thus we derive the 'only wide scope' generalization.

(23) Mary believes that she is (subjB – propositional de se) not in danger. #not>>subjB

At the embedded clause level, we presuppose that Mary's centered worlds satisfy p and we assert that they do not. But no possible world can satisfy such a condition, hence the belief report ascribes to Mary the empty set of centered worlds which, under the assumption that Mary's beliefs are consistent, is impossible.

It is important to represent and compute the de se presupposition at the level of the embedded clause and not at the matrix clause level, e.g. as the contradiction between the assertion that Mary believes she is not in danger (see doxw*,mary ⊆ ¬p in (22) above) and a presupposition of the form Mary believes she is in danger, i.e. doxw*,mary ⊆ p. Representing the presupposition at the matrix level would not make any difference for the embedded negation in (23) above (we still derive a contradiction), but it would predict that a matrix negation is also unacceptable, e.g. in a sentence like It is not the case that Mary believes that p, with p marked with subjB.

Such a sentence asserts ¬doxw*,mary ⊆ p and, if we represented the de se presupposition at the matrix level, we would have doxw*,mary ⊆ p, thus contradicting the assertion. But we know that subjB reports with a matrix negation are felicitous (see (16) above), so we have to represent and bind the propositional de se presupposition locally at the embedded clause level.

The local binding of the presupposition at the embedded clause level is a consequence of the presupposition resolution procedure itself: the de se presupposition contains the bound world variable w and this variable has to still be bound when the presupposition is resolved.

A final observation: the present account of the 'only wide scope' generalization is not entirely appealing insofar the propositional de se presupposition is basically identical to the assertion, which should yield infelicity if we assume something like Stalnaker's non-redundancy constraint on context update (see Stalnaker (1978)). I do not have anything to say about this except to point out that the felicitous sentence The queen of Netherlands exists exhibits a

---

20 For more discussion, see van der Sandt (1992): 363-366.
similar kind of redundancy: the definite description presupposes the existence of the queen of Netherlands, which is exactly what the sentence asserts.

4.2 The incompatibility between subjunctive B and probably

The contrast between subjB and indicative belief reports with probably is exemplified in (24).

\[(24) \quad x \text{ believes that } probably p \quad \check{\text{IND; SUBJB}}
\]

\[\text{Cînd m-am întîlnit cu el, Ion credea că… (When I met him, John believed that…)}\]

\[\begin{align*}
\text{a. martienii } & \text{ probabil invadază Bucureștiul.} \\
\text{the Martians } & \text{ probably invade Bucharest.} \\
\text{b. } & \text{martienii } \text{ probabil ar invada Bucureștiul.} \\
\text{the Martians } & \text{ probably subjB invade Bucharest.} \\
\text{…the Martians were probably invading Bucharest.}
\end{align*}\]

Intuitively, subjB is incompatible with probably reports precisely because, being propositionally de se, subjunctive B expresses that the attitude holder is completely committed to the believed proposition, while probably implicates that there is at most a partial commitment.

To make this intuition precise, we need to look more closely at how probably is interpreted. Imagine that Mary utters the sentence in (25) below while walking through a bad neighborhood late at night. I will represent this sentence as shown in (26).

\[(25) \quad \text{I'm probably in danger.} \quad \text{(26) MOST } \{\{w: w \in \text{dox}_{w*,mary}\}\} \{\{w: \text{in}_d\text{anger}_w(mary)\}\}\]

The adverb probably is an epistemic modal quantifier, i.e. it quantifies over Mary's doxastic alternatives \(\text{dox}_{w*,mary}\) (where \(w^*\) is the actual world). In fact, we consider only a subset of \(\text{dox}_{w*,mary}\), namely the worlds that are ideal – or close enough to being ideal – with respect to a stereotypical ordering source ('in view of what Mary takes the normal course of events to be'), but for simplicity I will assume that (25) is true iff most of Mary's doxastic alternatives \(w\) are such that Mary is in danger in \(w\). Since probably is a 'MOST'-type quantification, it has a ¬EVERY-type scalar implicature, i.e. \(\neg\text{EVERY}(\text{dox}_{w*,mary})(\{w: \text{in}_d\text{anger}_w(mary)\})\), which is equivalent to \(\neg\text{dox}_{w*,mary} \subseteq \{w: \text{in}_d\text{anger}_w(mary)\}\). This simply says that, if it is probable that \(p\), then it is not certain that \(p\).

The goal is to derive a contradiction between the propositional de se presupposition, which requires the complete commitment of the attitude holder, and the implicature triggered by probably / probably, which denies the complete commitment. At a first glance, pursuing this strategy does not seem to take us too far: even if we were able to derive a contradiction, we would expect the implicature to be canceled since, by definition, implicatures are only default inferences. However, implicatures of this kind, i.e. which contradict presuppositions, always yield infelicity, despite their otherwise undisputed cancelability. This is shown by the pairs of sentences in (27)-(28), (29)-(30) and (31)-(32) below: the presuppositions triggered by stop in (27) and (29) and by the fact that the quantifier restrictor itself is presupposed in (31) contradict the implicatures of probably and most, making the examples unacceptable.

\[(27) \quad \#\text{The students that stopped smoking had probably smoked before.} \quad \text{(28) } \check{\text{The students that stopped smoking had smoked before.}}\]

\[(29) \quad \#\text{Most students that stopped smoking had smoked before.} \quad \text{(30) } \check{\text{Every student that stopped smoking had smoked before.}}\]

\[21\] I am grateful to Philippe Schlenker (p.c.) for pointing out this type of examples.

and

4.3

Propositional de se all the way: centered propositions

To solve the \textit{probabil} – subjB puzzle, I propose to replace centered worlds with centered propositions, i.e. triples of the form \((p, \phi_{\text{self}}^w, \phi_{\text{now}}^w)\), where \(\phi_{\text{self}}^w\) is an individual concept (type \textit{se}) and \(\phi_{\text{now}}^w\) is a time-interval concept (type \textit{st}). Intuitively, for any \(w \in p\), \(\phi_{\text{self}}^w(w)\) is the belief-internal 'self' in \(w\) and \(\phi_{\text{now}}^w(w)\) is the belief-internal 'now' in \(w\). It is a natural assumption that there is a unique 'self' and a unique 'now' per belief-world \(w\), although they can vary from world to world as in, for example, \textit{Heimson believes that he is Hume or Napoléon}.

Note that we independently need centered propositions to account for cross-sentential propositional anaphora in examples like (35) below.

(35)  

\begin{enumerate}
\item Maria crede că Ion \textbf{ar fi chipeş}.  
\item Ar avea ochi frumoşi.
\end{enumerate}

Mary believes that John is (\textbf{subjB}) handsome. He has (\textbf{subjB}) beautiful eyes.

The subjB sentence (35\textsuperscript{1}) has to be interpreted as a further elaboration of Mary's belief-worlds\textsuperscript{2} and cannot be interpreted as stating that John has beautiful eyes in the actual world.

The core idea of the centered-propositions analysis is that, in a belief report of the form \textit{x believes \ + \ embedded clause}, the matrix clause \(x\) \textit{believes} sets up the context for the interpretation of the embedded clause by contributing a centered proposition relative to which the embedded clause is interpreted. Of course, as (35) above shows, a subsequent matrix clause can also be interpreted relative to the same centered proposition. The matrix clause basically introduces a centered proposition discourse referent (more exactly, three suitably related discourse referents – for \(p, \phi_{\text{self}}^w\) and \(\phi_{\text{now}}^w\)), which is anaphorically accessed by the embedded clause. For simplicity, we will represent this via static existential quantification

\textsuperscript{23} I am grateful to Roger Schwarzschild for suggesting the examples in (31) and (32).

\textsuperscript{24} We can even have modal subordination, as shown in (i) below.

(i) Maria crede că \textbf{ar fi vampiri în LA}.

\textsuperscript{2} \textit{Ar} intra noaptea \textit{în case ș} \textit{ar ataca oamenii în somn}. Mary believes that there are (\textbf{subjB}) vampires in L.A. They break (\textbf{subjB}) into houses at night and attack (\textbf{subjB}) people in their sleep.
over a propositional variable $p$ that is contributed by the attitude verb (we systematically ignore $p^{e_{bg}}$ and $g_{now}$). For example, a simple report like Mary believes that she is in danger is represented as shown in (36) below.

$$\exists p \left( \text{believe}_{w,*}(\text{mary},p) \& \in_danger_{p,\text{(mary)}} \right), \text{ where:}$$

$$\text{believe}_{w,*}(\text{mary},p) := p=\text{dox}_{w,*\text{mary}} \text{ and } \in_danger_{p,\text{mary}} := \forall w \in_p \left( \in_danger_{w,\text{mary}} \right)$$

The first conjunct equates the proposition $p$ with Mary's doxastic alternatives in the actual world $w^*$. The second conjunct simply says that for any world $w$ in the proposition $p$, Mary is in danger in $w$. This technique of encapsulating modal quantification was first proposed in Stone (1999) and it is independently motivated by the analysis of modal subordination.

A propositional de se report is interpreted as in (37) below. The second conjunct is the propositional de se presupposition contributed by subjB. For simplicity, I do not distinguish between the status of assertions and presuppositions or implicatures. Just as in (36), the third conjunct is the assertion contributed by the embedded clause.

$$\exists p \left( p=\text{dox}_{w,*\text{mary}} \& p \subseteq \left\{ w : \in_danger_{w,\text{mary}} \right\} \& \in_danger_{p,\text{mary}} \right)$$

The solution to the 'only wide-scope' problem in 4.1 above is easily reformulated in terms of centered propositions. Negation is interpreted as: $\text{not}_{p}(p') := w \in_p p' \land \text{not}_{p}(p') := \forall w \in_p (w \notin p')$. That is, negation is interpreted as any other lexical predicate (e.g. $\in_danger$) modulo the fact that it has a propositional argument. We give only the interpretation of the contradictory narrow-scope subjB ($\text{not} \gg \text{subjB}$): the second conjunct (the propositional de se presupposition) contradicts the third conjunct (the assertion).

$$\exists p \left( p=\text{dox}_{w,*\text{mary}} \& p \subseteq \left\{ w : \in_danger_{w,\text{mary}} \right\} \& \text{not}_{p}(\left\{ w : \in_danger_{w,\text{mary}} \right\}) \right)$$

Moreover, since the existential quantification over the variable $p$ is contributed by the attitude verb believe, we are still locally representing and binding the propositional de se presupposition, ruling out the narrow-scope of subjB with respect to the embedded negation while at the same time allowing for felicitous matrix negation examples like (16) above.

### 4.4 Deriving the incompatibility between subjunctive B and probabil

Finally, we return to the probabil problem, i.e. to ruling out the 'subjB narrow-scope' reading ($\text{probabil} \gg \text{subjB}$) of (33) above. This is interpreted as shown in (39).

$$\exists p \left( p=\text{dox}_{w,*\text{mary}} \& p \subseteq \left\{ w : \in_danger_{w,\text{mary}} \right\} \&$$

$$\forall w' \in_p (\text{MOST}(\text{dox}_{w,*\text{mary}})(\left\{ w : \in_danger_{w,\text{mary}} \right\})) \&$$

$$\forall w' \in_p (\neg \text{dox}_{w,*\text{mary}} \subseteq \left\{ w : \in_danger_{w,\text{mary}} \right\})$$

The second conjunct is the propositional de se presupposition, the third conjunct is the probably assertion and the last conjunct is the probably implicature. The advantage of using centered propositions instead of centered worlds is that now we have access to the first conjunct contributed by the attitude verb when we compute the contradiction between the presupposition and the implicature. Given the equality in the first conjunct, the presupposition is equivalent to the formula in (40a) below and the implicature with the formula in (40b).

$$\forall w' \in_p (\neg \text{dox}_{w,*\text{mary}} \subseteq \left\{ w : \in_danger_{w,\text{mary}} \right\})$$

a. presupposition: $\text{dox}_{w,*\text{mary}} \subseteq \left\{ w : \in_danger_{w,\text{mary}} \right\}$

b. implicature: $\forall w' \in_p (\neg \text{dox}_{w,*\text{mary}} \subseteq \left\{ w : \in_danger_{w,\text{mary}} \right\})$
To derive the contradiction between (40a) and (40b), we only need the (fairly uncontroversial) belief 'introspection' principles in (41a) and (41b) below. The 'introspection' principles are equivalent to the formula in (41c), which exhibits the internal structure of the \( \text{dox} \) function that is enforced by these principles.

\[
\begin{align*}
(41) & \quad \text{a. Positive 'Introspection': } \text{bel} (x, p) \rightarrow \text{bel} (x, \text{bel} (x, p)) \\
& \quad \text{b. Negative 'Introspection': } \neg \text{bel} (x, p) \rightarrow \text{bel} (x, \neg \text{bel} (x, p))^{26} \\
& \quad \text{c. } \forall w \forall x \forall w' \in \text{dox}_{w,x} ( \text{dox}_{w',x} = \text{dox}_{w,x})^{27}
\end{align*}
\]

Among other things, the 'introspection' principles derive the intuitive equivalence between sentence (25) above when uttered by Mary and the belief report Mary believes that she is probably in danger, when probably is interpreted relative to Mary's doxastic alternatives.

It is easily checked that, based on (41c), we can derive a contradiction between the formulas in (40a) and (40b) above. To derive the incompatibility between subjunctive B and \( \text{probabil} \), we also need to rule out the 'wide scope' reading \( \text{subjB} \gg \text{probabil} \). I propose that this is due to the fact that dissociation yields a contradiction in this case. The dissociation presupposition is provided in (42a) below and the corresponding assertion in (42b).

\[
(42) \quad \#\text{Mary believes that she probably is (subjB -- dissoc.) in danger. } \#\text{subjB} \gg \text{probabil}
\]

\[
\begin{align*}
& \quad \text{a. dissociation: } \exists w \in \text{CS} ( \neg \text{MOST(\text{dox}_{w,mary}((w': \text{in}\_\text{danger}_w(\text{mary}))))}) \\
& \quad \text{b. assertion: } \forall w'' \in \text{CS} ( \text{dox}_{w'',\text{mary}} \subseteq \{w'': \text{MOST(\text{dox}_{w'',\text{mary}}((w': \text{in}\_\text{danger}_w(\text{mary}))))})
\end{align*}
\]

Take a witness world \( w^* \in \text{CS} \) that satisfies the dissociation requirement; hence, we have that \( \neg \text{MOST(\text{dox}_{w^*,\text{mary}}(p))} \), where \( p \) is the proposition \( \{w': \text{in}\_\text{danger}_w(\text{mary})\} \). This world should also satisfy the assertion, i.e. \( \text{dox}_{w^*,\text{mary}} \subseteq \{w'': \text{MOST(\text{dox}_{w'',\text{mary}}(p))}\} \). The latter formula is equivalent to \( \forall w'' \in \text{dox}_{w^*,\text{mary}} (\text{MOST(\text{dox}_{w'',\text{mary}}(p)))} \). By the introspection postulate in (41c), this formula is equivalent to \( \text{MOST(\text{dox}_{w^*,\text{mary}}(p)))} \), which contradicts the dissociation requirement. A final observation: the dissociation-based analysis of the infelicity of the wide-scope structure \( \text{subjB} \gg \text{probabil} \) makes the prediction that, if subjB dissociates from a set of worlds that is different from the worlds in which the belief is reported, we will not get a contradiction between assertion and dissociation – hence, in such belief reports, there should be no contrast between indicative and subjB and the latter should be compatible with embedded \( \text{probabil} \). As the example in (43) below shows, this prediction is borne out.

\[
(43) \quad \text{Maria nu încercă să îl pună pe Ion în umbră și nu vrea ca Ion să creadă că…}
\]

\[
\text{probabil ar încerca să facă asta.}
\]

\[
\text{probably subjB try subjA do this.}
\]

\[
\text{she is probably trying to do this.}
\]

5 Conclusion

I have analyzed the Romanian subjB as a single package of three distinct presuppositions: temporal \( \text{de se} \), dissociation and propositional \( \text{de se} \). The subjB – indicative contrast is the temporal analogue of the \( \text{PRO} \) – overt pronoun contrast in the individual domain. The dissociation presupposition enabled us to show that subjB always takes scope over the

25 The scare quotes are meant to suggest that the one should not understand the introspection principles as psychological principles; for more discussion, see Hintikka (1962): 56-57 et seqq. who prefers the less psychological term of 'self-intimating'.

26 The logic of belief is usually assumed to be the modal system \( KD45 \), where positive 'introspection' is Axiom 4 \( (B_{i,\phi} \rightarrow B_{i, B_{i,\phi}}) \) and negative 'introspection' is Axiom 5 \( (\neg B_{i,\phi} \rightarrow B_{i, \neg B_{i,\phi}}) \).

27 The de version of the introspection postulate is given in (i) below. We use the simpler \( \text{dox} \)-based version.

(i) \( \forall w,x,t \forall (w',x',t') \in \text{self_ascribe}_{w,x,t} ( \text{self_ascribe}_{w',x',t'} = \text{self_ascribe}_{w,x,t}) \).
embedded negation. The propositional de se presupposition derives this generalization. The move to centered propositions (generalizing centered worlds) in combination with propositional de se, 'introspection' principles and dissociation conspire to derive the fact that subjB reports (unlike their indicative counterparts) are infelicitous with embedded probabil.

There are at least two directions for future research. First, we need to investigate the distribution and interpretation of subjB and its contrast with indicative when the two moods are embedded under other attitude verbs, e.g. spune (say), zice (say), pretinde (claim) and se îndoi (doubt). Moreover, following Farkas (1992), we need to extend the investigation to the Romanian subjunctive A and the ways it contrasts with indicative and subjB. Second, we need to examine the cross-linguistic typological predictions that the present analysis of subjB suggests. An important question is whether the three components of the subjB interpretation are truly independent; if so, we expect to encounter languages with items that have only one or two of the three presuppositions. A possibly relevant mood is the English infinitive: it is compatible with verbs like hope or promise, which suggests that it is not temporally de se, and it is incompatible with probably (#Mary believes herself to probably be in danger vs. Mary believes that she is probably in danger), which might indicate that it is propositionally de se.
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Abstract

In this paper I discuss four type of bare nominal, and note that, in some sense, all of them appear to imply stereotypicality. I consider an account in terms of Bidirectional Optimality Theory: unmarked (bare) forms give rise to unmarked (stereotypical) interpretations. However, it turns out that, while the form of bare numerals is unmarked, the interpretation sometimes is not. I suggest that the crucial notion is not unmarkedness, but optimal inference: unmarked forms give rise to interpretations that are best used for drawing inferences. I propose a revision of Bidirectional Optimality Theory to reflect this.

1 Stereotypical Interpretations of Bare Nominals

1.1 Generic Bare Plurals

What does a generic sentence like (1) mean?

(1) Ravens are black.

Clearly, this is not a universal, since the existence of the odd albino raven does not render (1) false. But what, then, does it mean? The meaning of a generic is a hotly debated topic, and I am not going to address it here.\(^1\) At a pretheoretic level, however, a reasonable approximation of the meaning of the sentence is that it makes a statement not about all ravens, but about stereotypical ravens. Since an albino raven is not stereotypical, it does not count as an exception, and does not falsify (1).

Note that I am not advocating here that the truth conditions of (1) are captured by an appeal to stereotypicality—indeed, I will argue against such a claim.\(^2\) All I am saying is that when (1) is interpreted, there is a “feeling” that stereotypicality is involved. Nothing more than this rather weak and, I believe, non-controversial claim is necessary for the purposes of this paper, as we shall see.

1.2 Existential Bare Plurals

Existential bare plurals are usually supposed to express nothing more than a simple existential claim. They are certainly rarely associated with notions of stereotypicality. And yet, stereotypicality does appear to play a role in their interpretation (Cohen 2005a).

Consider the following examples:

(2) a. This tractor has wheels.

---

\(^1\) I would like to thank Manfred Krifka for helpful comments and suggestions.

\(^2\) See Cohen (1996; 1999) for my take on this question.

---

[1] Though some researchers, e.g. Geurts (1985) and Declerk (1986), argue for precisely this claim.
b. This tractor has some wheels.

Suppose the tractor in question has only two wheels. Then (1a) would be odd, but (1b) would be fine. Sentence (2a), but not (2b), suggests that the tractor has four wheels, suitably arranged: two large ones in the rear, two smaller ones in front. In other words, (1a) implies that the tractor has the stereotypical arrangement of wheels.

For another example, consider the following pair, suggested by Tova Rapoport (pc):

(3) a. John has playing cards.
   b. John has Victorian playing cards.

Sentence (3a) suggests that John has the stereotypical set of cards, i.e. a full deck. Sentence (3b), on the other hand, may be felicitously uttered even if John has only a few Victorian cards; in the context of this sentence, John is most probably a collector of Victorian cards, and there is no specific set of cards that would be considered stereotypical for collecting purposes.

Even the “classic” example of an existential reading of a bare plural, namely the subject of available, may give rise to stereotypicality. Suppose we wish to send a spaceship to the moon. We contact NASA, and get the following response:

(4) Astronauts are available.

Sentence (4) says more than simply that there exist some available astronauts. Rather, it implies that there is a set of available astronauts that is stereotypical, in terms of its size, the training of its members, etc., in the context of our mission: there are, say, three astronauts, who have the respective roles of Command Module Pilot, LEM Pilot, and Mission Commander.

Note that this feeling of stereotypicality is perceived by the hearer, who may felicitously respond to it as if it were explicitly made:

(5) A: This tractor has wheels.
    B: So where do you want to go with it?
(6) A: John has playing cards.
    B: Great, let’s start a game.
(7) A: Astronauts are available.
    B: But the mission cannot go ahead, because the rocket is still malfunctioning.

B’s response in (5a) relates to the implied claim that the tractor has a set of wheels suitable for the purpose of riding it; in (6b), B responds to A’s implication that John has a set of playing cards suitable for playing; and in (7b), B understands A’s purpose to indicate that the mission is ready (and the set of available astronauts is the appropriate stereotypical set).

1.3 Incorporated Bare Nouns

Carlson (2005) discusses a number of studies of incorporation in various languages. While the languages and the theoretical approaches differ substantially, all these works seem to converge on some sort of stereotypical interpretation of incorporated nouns.

Thus, for example, Borthen (2003) proposes:

A bare indefinite can occur in Norwegian if it is... selected as a complement by a predicate and together with this predicate (and possibly other selected elements) designates a conventional situation type... A conventional situation type is a property, state, or activity
that occurs frequently or standardly in a given contextual frame (e.g. in the macro social frame) and has particular importance or relevance in this frame as a recurring property, state, or activity type (p. 160).

Similarly, Axelrod (1990) suggests that “incorporation provides the lexicalized version of a typical activity”. Mithun (1984) relates the typicality implication of incorporation to frequency: “some entity, quality, or activity is recognized sufficiently often to be considered nameworthy.” Mulder (1994) follows suit: “Noun incorporation in Sm’algyax occurs when a habitual activity toward an object is expressed.” Similarly, de Reuse (1994) suggests that the incorporated form “refers to habitual, permanent, chronic, specialized, characteristic or unintentional activities or states, or localized events”.

1.4 Bare Goal Arguments

Horn (1993) considers sentences with bare goal arguments:

(8) My brother went to {
\begin{itemize}
  \item church
  \item jail
  \item school
\end{itemize}
}.

Horn notes that (8) implies that my brother went to church (jail, school) for the purpose of performing the stereotypically associated function (praying, being incarcerated, studying). In this its meaning is different from (9), which means simply that my brother changed his location to the specified location — the church (the jail, the school).

(9) My brother went to {
\begin{itemize}
  \item church
  \item jail
  \item school
\end{itemize}
}.

It appears, then, that four different kinds of bare nominal, which differ on their syntax, semantics, and pragmatics, share a stereotypical “flavor”. Surely this cannot be mere coincidence: there must be something about bare nominals that contributes to this interpretation. How can we explain this fact?

2 Unmarked Forms and Interpretations

2.1 The basic idea

An idea that goes as far back as Atlas and Levinson (1981) and Horn (1984) can be expressed succinctly by the following well known slogan: unmarked forms receive unmarked interpretations.

The underlying notion is simple: both speaker and hearer want to minimize their effort. Unmarked (shorter) forms are easier for the speaker to produce; unmarked (stereotypical) meanings are easier for the hearer to understand. Hence, unmarked forms are preferred to marked forms, and unmarked interpretations are preferred to marked interpretations.

2.2 Bidirectional Optimality Theory

This notion has been formalized by Blutner (1998; 2000) in his Bidirectional Optimality Theory. Blutner considers pairs of form and interpretation: \(\langle A, \tau \rangle\) means that \(\tau\) is the interpretation of \(A\). Blutner proposes a partial order \(\succ\) on such pairs. Intuitively, \(\langle A', \tau' \rangle \succ \langle A, \tau \rangle\) means that \(\langle A', \tau' \rangle\) is preferred to \(\langle A, \tau \rangle\). A pair \(\langle A, \tau \rangle\) is superoptimal iff it satisfies the following two principles:
Q principle: $\tau$ is a possible interpretation of $A$ and there is no other pair $<A',\tau>$ satisfying the I principle s.t. $<A',\tau> > <A,\tau>$

I principle: $\tau$ is a possible interpretation of $A$ and there is no other pair $<A,\tau'>$ satisfying the Q principle s.t. $<A,\tau'> > <A,\tau>$

At first sight, the combination of these two principles might appear circular, since the definition of the Q principle refers to the I principle, and the definition of the latter refers back to the former. However, this circularity is not vicious, and, in fact, the principles can predict successfully a number of phenomena.

For an example, consider the following minimal pair, from McCawley (1978):

(10) a. Black Bart killed the sheriff.
    b. Black Bart caused the sheriff to die.

McCawley notes that while (10a) implies that Black Bart killed the sheriff in a direct way (i.e. shot him), (10b) implies some indirect way of killing, e.g. sabotaging the sheriff’s own gun so that it backfires.

Bidirectional Optimality Theory can account for this difference, under the plausible assumption that the stereotypical manner of killing is direct rather than indirect.

Note that the form-meaning pair $<\text{kill}, \text{direct killing}>$ is superoptimal, since both its form (short) and its meaning (stereotypical) are preferred. But the form-meaning pair $<\text{cause to die}, \text{indirect killing}>$ is also superoptimal. This is the case, although there are pairs that are preferred to it. For example, $<\text{kill}, \text{indirect killing}>$ is preferred (its form is shorter), but it doesn’t satisfy the I-principle, because the pair $<\text{kill}, \text{direct killing}>$ is better than it. Similarly, although $<\text{cause to die}, \text{direct killing}>$ is preferred (its meaning is stereotypical), it doesn’t satisfy the Q-principle, since the pair $<\text{kill}, \text{direct killing}>$ is better than it. Thus, we get the desired result: unmarked forms pair with unmarked meanings, and marked forms pair with marked interpretations.

It appears that Bidirectional Optimality Theory would straightforwardly account for the facts about bare nominals discussed above, provided we make two assumptions:

1. The meaning of bare nominals is unmarked (stereotypical)
2. The form of bare nominals is unmarked (shorter, easier to produce)

These assumptions appear quite reasonable; but are they tenable?

3. Non-stereotypicality

Let us first reconsider the claim that bare nominals receive stereotypical interpretations. We will see that this does not hold in general, in any of the four phenomena we have considered.

3.1 Generic Bare Plurals

It is quite easy to show that generics do not, in general, express stereotypicality. Take (11), for example:

(11) ?Mammals are placental mammals.

The stereotypical mammal is certainly a placental mammal. Hence, if generics expressed statements about stereotypes, (11) ought to be unproblematically true; but the fact is that it is quite bad.
It might be argued that the problem with is simply the fact the same word, *mammals*, occurs in both subject and predicate. Perhaps this is what makes the sentence awkward. To see that this is not the case, consider the following examples:

(12) a. ??Primary school teachers are female.
    b. ??People are over three years old.

Although the stereotypical primary school teacher is female, (12a) is bad, and although the stereotypical person is an adult, (12b) is very odd.

Elsewhere (Cohen 1996; 1999; 2004) I account for such facts by proposing that generics carry a *homogeneity* presupposition. The generic $\text{gen}(\psi, \phi)$ presupposes that its domain, $\psi$, is homogeneous, in the following sense: for any psychologically salient criterion by which $\psi$ may be partitioned into subsets, the conditional probability of $\phi$ ought to be roughly the same given every such subset of $\psi$. That is to say, the domain of a generic may not have "chunks" where there are significantly more $\phi$s or significantly fewer $\phi$s than there are in the rest of $\psi$.

Homogeneity corresponds rather well to the pretheoretical notion of what a generic sentence means. For example, suppose a friend is coming to Israel for a visit, and is worried about whether she will be able to manage, speaking only English. We reassure her by saying

(13) Israelis speak English.

Observe that (13) means more than simply that if you meet an Israeli, he or she is likely to speak English; in addition, the sentence requires that, wherever you go in Israel, whichever group of Israeli society you associate with, a member of this community will be likely to speak English. Indeed, suppose the friend spent all her visit in a town where nobody spoke English, or with members of some group of Israeli society where English was rarely spoken. In such a case, she would be justified in accusing us of misleading her.

Homogeneity can explain the oddness of examples (11-12) above. Partition according to *biological group* violates homogeneity: one subset (the placental mammals) satisfies the property, another (marsupials) does not. Hence, (11) is bad.

Sentence is (12a) is odd because partition according to *sex* violates homogeneity: one subset (the females) satisfies the property, another (the males) does not. And (12b) is bad because partition according to *age* violates homogeneity: some subsets (adults) satisfy the predicated property, others (babies and toddlers) do not.

Why do generics have this requirement? In Cohen (1996) I suggest that homogeneity is useful for inference. If the domain is homogeneous, we are safe from local minima. That is to say, we will not find ourselves in a situation where, because of bad luck, we happen to find ourselves dealing with a subset of the domain where all our inferences are wrong.

For example, consider (1) again, repeated below:

(14) Ravens are black.

This sentence is acceptable and true, despite the existence of albino ravens. Why? The reason is that albino ravens are homogeneously distributed throughout the raven community—there are no colonies of albino ravens. Hence, if, whenever we encounter a raven, we infer that it is black, this inference will be justified. It might not always prove correct—sometimes we will encounter the odd albino raven—but it will not be repeatedly wrong.

Hence, I suggest that the crucial notion which prefers an interpretation of a bare nominal is not whether the interpretation is stereotypical as such, but whether it provides information that is useful for inference. Thus, a generic implies that inferences about its domain are generally reliable. Of course, one of the ways to aid inference is stereotypicality; indeed, this is arguably why we have stereotypes. But it is not the only way: another one is homogeneity.
3.2 Existential Bare Plurals

We have seen above that existential bare plurals often imply stereotypicality. Indeed, stereotypicality can aid inference. For example, the hearer of (2a), repeated below, can draw inferences about the tractor (e.g. that it can run).

(15) This tractor has wheels.

However, existential bare plurals are not always interpreted stereotypically. Consider the following sentence:

(16) In this forest, trees are dying.

The stereotypical, indeed the common situation where trees are dying is where the trees are concentrated in some area, the location that was first infected. However, in such a case, where only a single grove out of the forest is dying, (16) would be quite odd. Rather, (16) seems to indicate that the dying trees are homogeneously distributed throughout the forest.³

As in the case of generics, so in the case of existential bare plurals, homogeneity serves as an aid to inference. The hearer of (16a) can draw inferences about the forest (e.g. that it is sick), which would not be possible if only a single grove were infected.

For further examples of existential bare plurals that express homogeneity, consider the following sentences, after Greenberg (1994):

(17) a. (Although it is winter now, in our country…) lakes are dry.
    b. (Wellington’s army has won a great victory today, but…) soldiers are tired.
    c. (It is New Year’s Eve, and…) restaurants are full.

Note that if only lakes located in a specific geographical region, or only salt-water lakes were dry, (17a) would be odd; rather, the sentence implies that throughout the country, lakes are dry. Similarly, (17b) would be bad if only the young soldiers, or only the soldiers in a specific platoon were tired; its acceptability requires that soldiers from a variety of ages, units, etc. be tired. As for (17c), if only Italian restaurants, or only restaurants on a specific street were full, it would be odd; (17c) implies that various types of restaurant, throughout town, are full.

3.3 Incorporated Bare Nouns

We have seen that incorporation often implies stereotypicality. What is the role of stereotypicality? Asudeh and Mikkelsen (2000), discussing syntactic noun incorporation in Danish, propose that it is subject to the following constraint:

the resulting predicate must denote an action that is `institutionalized' (Rischel, 1983). In other words, the denotation of the incorporated verb phrase must be an action or event which is conventionally associated with a certain structure or set of activities (pp. 5-6)

Asudeh and Mikkelsen present the following pair (phonological phrasing is indicated by square brackets):

(18) a. Min nabo [p købte hus] sidste år
    My neighbor bought house last year

³ Or, at least, that the disease is spreading, and that the dying tress will be homogeneously distributed in the near future.
'My neighbour did house-buying last year.'

b. #Min nabo  \[p\ købte blyant\] igår

My neighbor bought pencil yesterday.

Why is (18a) fine, while (18b) is bad? Borthen (2003) explains: "there are presumably more conventionally associated activities connected to buying a house than buying a pen, which is in accordance with the fact that in Danish, the action of buying a house can be expressed with a sentence that contains a bare singular referring to the house, whereas the action of buying a pen cannot" (p. 94).

Incorporated nominals, however, do not always denote a stereotypical activity. Just like with generic and existential bare plurals, incorporated nominals sometimes indicate homogeneity.

In his discussion of verbal incorporation in Chukchi, Dunn (1999) notes that:

the stem qora-nm-at — ‘slaughter reindeer’... refers to something which, in Chukchi culture, is a unitary activity and is exceptionally nameworthy as a focus of ritual activity and the high point of a day...

this incorporation... only refers to reindeer-killing in its traditional Chukchi cultural context, i.e. killing of a domestic meat reindeer with a knife in the prescribed manner with all attendant ritual” (p. 223, my emphasis).

This traditional manner of killing reindeer is unitary, i.e. presumably homogeneous, and gives rise to a number of inferences (e.g. about the fact that the animal is domestic, that the killing is done with a knife, etc.), which anyone familiar with the Chukchi culture may draw.

3.4 Goal Arguments

We have seen that bare goal arguments imply stereotypicality. This cannot, however, be the only factor. If it were, we would expect sentences like (19) to be fine, and to imply that my brother went to the beach to perform the stereotypically associated activity (bathing).

(19) *My brother went to beach

The fact is, however, that (19) is bad. Why, then, is (8), repeated below, good?

(20) My brother went to \{church, jail, school\}.

The explanation I propose is that churchgoers, prison inmates, and school children are fairly homogeneous groups, and many inferences can be made about them. If we learn that the speaker’s brother belongs to one of these groups, there is a fair amount of information we can infer about him. In contrast, this is not the case for beachgoers. What inference can we draw about the speaker’s brother on the basis of his going to the beach?

3.5 Dutch Predicate Nominals

Perhaps the clearest case of bare nominals that give rise to an implication of homogeneity is provided by Dutch predicate nominals, studied by de Swart, Winter, and Zwarts (2004). For example, (21a), which uses a bare nominal, implies that being a manager is Henriëtte’s job. In contrast, (21b) merely says that Henriëtte has administrative duties.

(21) a. Henriëtte is manager.

`Henriëtte is manager’
b. Henriëtte is een manager.

`Henriëtte is a manager’

The class of managers is a much more homogeneous group than that of people with administrative duties. Hence, from (21a), but not from (21b), we can infer all sorts of facts about Henriëtte; this is why (21a) uses a bare nominal, while (21b) does not.

To give another example, (22a) implies that Marie’s husband is literally a dictator, while (22b) merely expresses the statement that he behaves in a dictatorial fashion.

(22)   a. Maries echtgenoot is dictator.
       `Marie’s spouse is dictator.’

       b. Maries echtgenoot is een dictator.
       `Marie’s spouse is a dictator.’

Again, we can draw many more inferences about Marie’s husband if we know that he belongs to the homogeneous group of country leaders who are dictators; we can tell much less about him just on the basis of his dictatorial behavior.

One more example is provided by the sentences in (23).

(23)   a. hij is visser
       `He is a fisherman’

       b. hij is een visser
       `He is fishing’

While (23a) says that he belongs to the rather homogeneous group of people whose profession is fishing, (23b) merely says that he is fishing at the time of utterance. Clearly, we can infer much more from the former than from the latter interpretation.

The phenomenon of class qualifiers provides evidence that what is at issue here really is homogeneity. These are qualifiers that are used when the predicate is taken to indicate that the argument belongs to a certain class. Significantly, such qualifiers are possible with the bare form of the predicate nominal, but not with the explicit indefinite form:

(24)   a. Jan is \{advocaat van beroep \\
       Belg van nationaliteit \\
       christen van religie \}.

b. * Jan is een \{advocaat van beroep \\
       Belg van nationaliteit \\
       christen van religie \}.

`Jan is \{a lawyer by profession \\
       of Belgian nationality \\
       of the Christian faith \}.'
Thus, the predicate nominal indicates that Jan belongs to the group of professional lawyers, Belgian nationals, or religious Christians; all these groups are perceived (rightly or wrongly) to allow the hearer to draw some inferences about Jan.

Compare the above to Borthen’s characterization of the type of cases that allow bare singular objects in Norwegian. She notes that the bare singular is fine in sentences like those in (25), but bad in sentence such as those in (26).

(25)  

a. Hun er kontorist.

  she  is clerk

  ‘She is a clerk.’

b. Hun er bellonamedlem.

  she  is Bellona-member

  ‘She is a Bellona member.’

(26)  

a. ??Per er liten gutt.

  Per is little  boy

  ‘Per is a little boy.’

b. */??Han er kjernekar.

  he is splendid-chap

  ‘He is a splendid chap.’

Borthen’s explanation of these facts notes that the properties predicates in (25) denote homogeneous groups, whereas those in (26) do not. In her own words:

One particularly prominent and frequently relevant contextual frame for human communication, is the macro social frame. For Norwegian, this means the Norwegian society. In this frame, human beings are categorized relative to certain properties. Job, political affiliation, and religion, for instance, are all important properties of individuals because the society or community is organized in terms of these properties; rules make reference to them, money is being distributed according to them, and people are listed and kept track of according to them. On the other hand, being or not being—let’s say—a splendid chap, a little boy, or a boring woman, for instance, might be of importance to these individuals’ friends, but in the macro social frame these properties are irrelevant; no rules refer to them, no money is being distributed according to them, and presumably no lists of splendid chaps, little boys, or boring women exist anywhere in the system (p. 126).

3.6 Inference and Preference

It should be emphasized that homogeneity and stereotypicality are quite distinct concepts. While it might be argued that stereotypicality is the unmarked interpretation, no such argument can be made for homogeneity. Indeed, there is no reason to assume a-priori that the domain of inference is homogeneous—in most cases, this will not be so. Hence, the implication of homogeneity is actually quite informative, and is therefore not simply the unmarked reading.
I propose, then, that the crucial notion is not unmarkedness, but aid to inference. We prefer an interpretation not on the basis of how easy it is to assume it, but on the basis of its potential to support inference.

Using the notation of Bidirectional Optimality Theory, this means that

\[ \langle A, \tau \rangle > \langle A, \tau' \rangle \] if \( \tau \) aids inference, by either:

1. being more stereotypical, or
2. by implying that the domain of inference is homogeneous.

At this point, I ought to clarify what I am not saying. It is not my claim that every stereotypical or homogeneous statement is expressed using bare nominals. Clearly, there are other ways to express these notions. However, I am claiming the converse: namely, that every use of bare nominals implies that inferences are facilitated, either because the interpretation is stereotypical, or because the domain of inference is homogeneous.

4 Is the Form Unmarked?

We have seen that the preferred interpretation is not necessarily the unmarked one, as claimed by Bidirectional Optimality Theory, but the one that best supports inferences. What about the form? Is the preferred form the unmarked one? Or does an alternative factor apply here as well?

4.1 The Data

Bare nominals are, in a sense, underspecified: they leave out the determiner. There is some reason to believe that underspecified interpretations are preferred (Krifka 2002). But what about underspecified forms?

Obviously, a bare nominal is shorter than a full DP. It is therefore arguably easy to produce. We could therefore say that bare nominals are preferred, because it takes less effort to produce them.

There is, however, a problem with this idea: what is expressed by a bare nominal in one language, is expressed by a definite determiner in another. We can see this in all four forms of bare nominal we have considered.

(i) Generic plurals

While generic plurals are bare in English, they are explicitly definite in Romance. Thus, the translation of (1) into Spanish is:

(27) Los cuervos son negros.

`The ravens are black'.

(ii) Existential plurals

In Romance, existential plurals that imply stereotypicality/homogeneity are not bare, but rather definite. Thus, the translation of (2a) into Italian is:

(28) Questo trattore ha le ruote (G. Longobardi, pc)

`This tractor has the wheels'.

(iii) Incorporated nominals

Carlson (2005) notes that incorporated nominals are often translated into English as definites:

(29) a-urapá-pirár (Tupinambá—Mithun 1984)
I-bow-open
`I draw my bow’

(30) Nej-Ek ‘ElE-lgE-g’i (Chukchi—Polinsky 1990)
    hill-LOC snow-melt-3SG.S
    `On the hill, the snow melted.’

(iv) Goal arguments
In Spanish, instead of bare nominal goal arguments, we have definites. Thus, the translation of (8) is:

(31) Mi hermano fue a la [iglesia \carcel \escuela].
    churc\ jail \school
    `My brother went to the school jail church’.

4.2 Definites as a Last Resort

It appears that we can draw the following generalization: languages that can use a bare nominal in the constructions we have discussed, do so. Languages that cannot, use a definite, rather than an indefinite, instead. While it makes sense to assume that a bare nominal is easier to produce than an overt indefinite, could we also argue that a definite is easier to produce than an indefinite?

I would like to offer a speculative affirmative answer to this question. Definites are obviously more prominent than indefinites on the definiteness hierarchy (Comrie 1989). This hierarchy has considerable explanatory power, and has been correlated with other prominence hierarchies. For example, subjects are more prominent than objects, and animate individuals are more prominent than inanimate ones. It turns out that subjects are more likely to be definite, while objects are more likely to be indefinite. This, indeed, has been seen as an explanation for the phenomenon of Differential Object Marking: “the most natural kind of transitive construction is one where the [subject] is high in animacy and definiteness, and the [object] is lower in animacy and definiteness; and any deviation from this pattern leads to a more marked construction” (Comrie 1989, p. 128). Hence, some languages have a special way of marking definite objects (sometimes in addition to specific indefinite objects), contrasting them with indefinite ones.

If definites are higher on the prominence scale than indefinites, they may be more easily accessible, hence easier to produce. Let us see how we can use this principle to account for the distribution of definites in the cases discussed here:

(i) Generic plurals
In Romance, BPs cannot denote kinds (Longobardi 2001). Elsewhere (Cohen 1996; 2005b), I argue that all generic readings, whether characterizing generics or direct kind predication, require reference to kinds. If this is granted, then Romance BPs cannot get generic readings. Consequently, a different construction is required to express genericity. Since definites are higher on the prominence scale than indefinites, they are chosen.

4 Chierchia (1995) claims that this is not the case, but his arguments are rather weak; see Cohen (2005b) for discussion.
Existential plurals

Although existential bare plurals are not topical (Cohen and Erteschik-Shir 2002), when they express stereotypiality or homogeneity, they are typically deaccented. Indeed, when stressed, they can only be read contrastively:

(32) a. THIS tractor has wheels.
    b. This tractor HAS wheels.
    c. ?This tractor has WHEELS.

Thus, it is easy to accommodate a context where (32a) is acceptable (e.g. when comparing this tractor with some other, wheelless tractor). It is also easy to accommodate such a context for (32b) (e.g. when it is uttered as a response to someone who claimed the absence of wheels on the tractor). In contrast, (32c) is somewhat odd, and it is hard to think of a context where it would be acceptable—perhaps when used to correct another speaker’s utterance that the tractor has, say, legs.

It is well known that Romance languages disprefer pragmatic deaccenting; hence, producing a bare nominal would not be so easy after all, since it would carry the cost of deaccenting. Consequently, definite plurals are actually easier. Since they are also easier than indefinites, being higher on the prominence scale, they are selected for production.

Incorporated nominals

English does not allow verbal incorporation. The most natural translation of an incorporated noun may be as a bare singular; however, English usually does not allow bare singulars in argument positions either. Hence, because of the prominence hierarchy, the best remaining option is to use definite singulars instead.

Goal arguments

Since Romance does not allow bare singulars in argument position, and since definites are more prominent than indefinites, a definite singular is produced instead.

5 Conclusion

We can conclude that the preferred forms are those that are easier to produce, and the preferred interpretations are those that aid inference. Applying the machinery of Bidirectional Optimality Theory, this results in the desired superoptimal form-interpretation pairs.

For example, with respect to the sentences in (2), the superoptimal pairs are:

1. <wheels, stereotypical interpretation>
2. <some wheels, non-stereotypical interpretation>

An interpretation can aid inference, hence be preferred, by either providing stereotypical information, or by indicating that the domain is homogeneous.

A form is preferred if it is easier to produce: this means that it is the shortest expression that is consistent with the constraints of the specific language spoken.

Plugging these constraints into Bidirectional Optimality Theory, it follows that bare nominals receive interpretations that are optimal for inference.
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Abstract

In the interpretation of natural language one may distinguish three types of dynamics: there are the acts or moves that are made; there are structural relations between subsequent moves; and interlocutors reason about the beliefs and intentions of the participants in a particular language game. Building on some of the formalisms developed to account for the first two types of dynamics, I will generalize and formalize Gricean insights into the third type, and show by means of a case study that such a formalization allows a direct account of an apparent ambiguity: the ‘exhaustive’ versus the ‘mention some’ interpretation of questions and their answers. While the principles which I sketch, like those of Grice, are motivated by assumptions of rationality and cooperativity, they do not presuppose these assumptions to be always warranted.
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In the interpretation of natural language one may distinguish three types of dynamics, which, though obviously related, can be studied relatively independently. Firstly, there are the acts or moves that are made, assertions, questions and answers, commands and permissions, etc. The first two categories have been studied by Stalnaker, Groenendijk and Stokhof, Heim and Veltman, to name a few. Secondly, the strict interpretation of these moves are interrelated in that there are structural relations between subsequent moves such as anaphoric dependencies, ellipsis configurations, and discourse relations, all of which have to be resolved. The work on these subjects is so numerous that it is even impossible to mention here only the most important ones. While this second type of dynamics is of an arguably ‘local’ nature, which can be studied by focusing on move-pairs, or small sequences, I will argue that the third type of dynamics requires one to take a ‘global’ perspective, which takes into account (assumptions about) the beliefs and intentions of the participants in a language game. I will generalize and formalize Gricean insights into these subjects, and show by means of one case study that such a formalization allows a direct account of an apparent ambiguity: the ‘exhaustive’ versus the ‘mention some’ interpretation of questions and their answers. While the principles which I sketch, like those of Grice, are motivated by assumptions of rationality and cooperativity, they do not presuppose these assumptions to be always warranted. In this small paper I will not provide much technical details, but confine myself to sketching and illustrating the main ideas.

I will proceed as follows. In the first two sections I present the basic concepts of the semantics of declaratives and interrogatives, and of the dynamics of questions and their answers. I present
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the main ideas only, and only the main concepts to be used later, as they can be deemed quite classical and because they are defined and discussed at length at various other places. In section 3 I present the notion of an ‘optimal discourse’, a reinterpretation of Grice’s conversational maxims which does not serve as a set of categorial imperatives, but as a measure to explain other people’s discourse moves, and to motivate those of one’s own. In section 4 it is shown how this notion can be used to explain, on the basis of the exhaustive semantics from the first two sections, the non-exhaustive interpretation of questions and answers in specific cases. Section 5 sums up the results and establishes directions for future work.

1 The Semantics of Declaratives and Interrogatives

According to a long and widely respected tradition, the spirit of which can be traced back to the work of Gottlob Frege, the meanings of declarative sentences can be equated with their truth-conditions. As Wittgenstein has put it: “Einen Satz verstehen, heißt, wissen was der Fall ist, wenn er wahr ist.” (“To understand a proposition means to know what is the case, if it is true,” Tractatus Logico-Philosophicus, Satz 4.024.) Declarative sentences are used to convey information about the world, and if you know what the world ought to be like in order for such a sentence to be true, you grasp what the world is like if someone sincerely asserts such a sentence, and is not misguided. It is important to emphasize that one does not need to know whether such a sentence is true, because then an assertion of it would hardly be informative; the main point of asserting declarative sentences resides in communicating information which has not been established before.

This idea can be fleshed out in a Tarskian fashion by a recursive definition of a satisfaction relation \( \models \) which defines truth of a formula relative to a model and/or world, and a number of parameters relevant to the interpretation of the formula, such as those that determine the interpretation of overt or covert pronouns, and that of, slightly more technically, free variables. In the remainder of this paper such a satisfaction relation is taken for granted.

The meanings of interrogative sentences can be understood in a similar fashion. According to the classical doctrine, set out by Hamblin, Karttunen, and Groenendijk and Stokhof, knowing the meaning of an interrogative sentence equals knowing the conditions under which it is answered, so that the meanings of interrogatives can be equated with their answerhood-conditions. Again, one does not need to be taken to know, in order to understand a question, what is the full and true answer to it, what is relevant is that one knows, what, in various circumstances, counts as a full and true answer. A uniform and perspicuous implementation of this idea has been given in (Groenendijk and Stokhof 1984), where a question is conceived of as a function, which in each circumstance or world defines the full and true answer to the question in that world, and effectively this cuts up logical space into a partition in which worlds are grouped together iff they define the same full and true answer; in turn this corresponds to an equivalence relation over the set of possibilities such that two possibilities are taken as equivalent for the question iff the same full and true answer holds there, and relevantly different iff not. Before I illustrate this notion of the meaning of a question, it must be emphasized that it is a purely semantic, if one wants Fregean or Platonic, notion. More pragmatic notions of answerhood have been presented in terms of this notion already in Groenendijk and Stokhof’s work, and a more fine-tuned practical interpretation of actual answers given will be discussed below.

Questions can be understood, in general, as querying the values of a (possibly empty) list of variables. In case the list is empty, we are dealing with a polar, or ‘yes’/‘no’-question like \(?p\) (‘Does it rain in California now?’). The answers will be the singleton set containing the empty sequence (the truth value 1) in case it is indeed raining in California, or the empty set (the truth
value 0) in case it is not. This cuts up the space of possibilities in two blocks, one block of possibilities in which it rains in California, and one block of those in which it doesn’t. More structure is generated by constituent, or Wh-questions. Consider the following question, with associated gloss:

(1) Who will come to the banquet? (\( ?x \ Cx \))

A full and true answer specifies, in each possibility, all of those whom come in that possibility, and, moreover, that nobody else comes. Effectively, this renders possibilities equivalent iff exactly the same persons come to the banquet in those possibilities, and if at least one person comes in one possibility and not in another, then they are rendered distinct. If, for the purpose of exposition, we assume the domain contains only two relevant individuals, a and b, the meaning of the question can be displayed as follows:

<table>
<thead>
<tr>
<th>( \neg \exists x Cx )</th>
<th>( Ca \land \neg Cb )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \neg Ca \land Cb )</td>
<td>( \forall x Cx )</td>
</tr>
</tbody>
</table>

?\( Ca := \text{does a come?} \)

The question queries, for each individual, i.e., a and b, whether that individual comes. The conjunction of the questions whether a comes and whether b comes cuts up logical space into four parts: one block of possibilities in which both answers are negative (none come), two blocks of possibilities in which only one of them comes (only a and only b, respectively), and one block of possibilities in which both come. Once one knows in which of these blocks the actual world resides, one knows the full and true answer. This approach generalizes to multiple Wh-questions like:

(2) Who gave what to whom? (\( ?xyz \ Gxyz \))

This question asks for a specification of the give-relation; in any possibility it will have to specify the full set of triples which stand in the give-relation, together with the specification that no other triple stands in that relation.

As may be clear from this exposition, the semantics of questions is taken to be an exhaustive one. The various (semantic) answers to a question are exhaustive answers in that they specify the full and exact set of values of a given predicate or relation. (This is the same in case of polar questions, but then there is only one possible value: the empty sequence.) As we will see below, this does not mean that actual answers given need to be understood this way—they can be felicitous when they only partially answer a question, and even questions themselves can be felicitously understood as querying only a partial specification. For now, however, it is more important to observe three things. Firstly, this semantic notion of answerhood underlies a uniform notion of entailment in terms of \( \subseteq \), also indicated by means of \( |= \), which corresponds to logical entailment if it relates two declaratives, which corresponds to answerhood if it relates a declarative and an interrogative, and which corresponds to question subsumption if it relates two interrogatives. That is, all of the following are valid:
Secondly, as observed by van Rooij (2003), a partition theory of questions naturally links up with decision theory, both intuitively, as well as technically. That is, an agent’s decision problem may also be modeled by a partition of logical space, to the effect that the blocks in the partition correspond one to one to the alternative actions the agent has to choose from. In the example above, our protagonist may be wondering whether or not to go to the banquet, and whether or not to advise Kata to go there. If none of \(a\) and \(b\) come it might be good to go together; if only \(a\) comes, I might better go alone and if only \(b\) comes Kata might better go alone; if both \(a\) and \(b\) come, Kata and me might better stay home both of us. Once I have a full answer to the semantic question displayed above, I know in this case what to do.

The very same situation can be used to make the third and final point. If my question indeed is whether or not to go to the banquet, and whether Kata should go there, the relation between the question meaning and my decision problem is mediated by a number of assumptions, for instance that it is fine for me to go there with \(a\) only, and not for Kata, and that it is no good for me to be there with only \(b\), while this is no problem for Kata, etc. My predicament therefore better be displayed as follows:

\[
\begin{array}{ccc}
\neg \exists x Cx & Ca \land \neg Cb \\
\neg Ca \land Cb & \forall x Cx \\
\end{array}
\]

where the oval distinguishes the possibilities I conceive of as maybe actual from those I have already excluded. If it so happens that the actual world lies, say, in the left bottom block outside of the oval, and you know it, you might truly and rightfully answer that only \(b\) comes; however, this might not appropriately solve my decision problem, because this might be one of these worlds I have mistakenly excluded because it is one in which indeed it is a problem for Kata to be with only \(b\) and not for me. For the remainder it is important that questions faced (“Will I go the banquet? Should Kata go as well?”) are not literally the same as those posed (“Who come to the banquet?”); yet, against the background of my information, it is assumed that the latter entails the first, according to the notion of \(\models\) sketched above.

2 The Dynamics of Questions and Answers

Stalnaker (1978) presents it as two of four ‘truisms’ that the content of an assertion can be dependent on the context in which it occurs, and that assertions affect, and are intended to affect, this context. The interpretation of pronouns, for instance depends on the specific contexts in which they are used, and certain presuppositions may or may not be acceptable as a consequence of the information available in the context in which they are triggered. The context next, will be altered to the effect that the interlocutors can take it for granted that a certain assertion has been made, and, if no objections are made, that its contents are added to the stock of com-
mon knowledge. Although, it seems, Stalnaker regards these as observations belonging to the realm of pragmatics (Stalnaker 1998), they have been taken up in indeed quite of few formal systems of interpretation: Kamp’s discourse representation theory, Heim’s file change semantics, Groenendijk and Stokhof’s dynamic predicate logic, and Veltman’s update semantics, to name but a few. Whereas in each of the mentioned systems the concept of a context is adapted to their various purposes, they all implement the idea that the interpretation of discourse resides in a step-wise update of information.

Interrogatives have been accommodated into this picture as well, in various ways. The idea is that, while it is assumed that indicatives are used to add information to the context, interrogatives are used to add questions, in the semantic sense described in the previous section (Ginzburg 1996, Groenendijk 1999, Hulstijn 2000, Jäger 1996, Roberts 1996). The general idea, the first type of dynamics sketched above, thus consists of conceiving of the interpretation of a discourse as a step-wise update of a ‘common scoreboard’ (Lewis) with information and questions, and under the assumption that, in general, the information provided resolves the questions asked.

The second type of dynamics is of an, arguably, more instrumental nature. Questions and their subsequent answers may hang together in a more structural manner than one can account for according to the platonistic view sketched in the previous section. This already holds for two assertions by the way. Most of the mentioned dynamic theories of interpretation expand upon the fact that the use of a certain type of term (a name, a definite or indefinite description) may be associated with a witness as its value which can be referred back to by means of a pronoun in a subsequent assertion—while this does not (need to) hold for a truth-conditionally equivalent assertion which does not employ such a term. One of the arguments of a structured meanings approach to questions (von Stechow 1991, Krifka 1991), as against the propositional one sketched above, is that something similar holds for question-answer pairs.

Consider the following two questions:

(4) Is it raining?
(5) Is it not raining?

Besides some clearly pragmatic overtones, these questions are equivalent on the propositional approach, since their propositional answers are “It is raining.” and “It is not raining.” They are not fully equivalent, though, since an elliptical answer like “Yes.” (“No.”) to the first may mean something different than when it answers the second. Similarly:

(1) Who is coming to the banquet?
(6) Who is not coming to the banquet?

can both be taken to ask for a full specification of who is, and who is not coming to the banquet. Yet, a constituent reply like “Susanne and Wilfrid.” will be interpreted differently in response to these two questions. These facts have also been observed by Groenendijk and Stokhof and they already submitted that, for a proper interpretation of these questions and their elliptical answers, one needs to have access to the abstracts associated with these questions, precisely the moral advocated on the structured meanings approach. Roughly, the idea is that example (1) queries that set of individuals coming, and example (6) the set of individuals not coming. Even though either set determines the extension of the other, they are obviously not the same, and thus they can help to characterize the relevant difference between the above two pairs of examples.
These observations have been implemented in an update semantics in (Aloni, Beaver and Clark 1999) and (Dekker 2003). While the papers only provide for a minor structural extension of the semantics of questions, they allow one to deal with the dynamics of question-answer pairs as indicated above, and in principle also of a kind of topical restriction like we find in the following examples. As Jäger (Jäger 1996) observed, an answer like:

(7) Only Socrates is wise.

means something different as a reply to the following two questions:

(8) Who is wise?
(9) Which Athenian is wise?

In reply to the first, it asserts that Socrates is the only wise person, while in reply to the second it only asserts that Socrates is the only wise Athenian. Also, if A asks:

(10) Which students join the trip?

then B’s counter question:

(11) Who want to join?

can be taken to mean which students want to join. And we can also identify a difference between the following assertions with ‘embedded questions’:

(12) Mary was surprised who came.
(13) Mary was surprised who did not come.

Finally, using a technique deriving from (Zeevat 1994),

(14) Who gave what to whom?
    John a book to Mary.
    Jane a funny hat to some hippie.
    Somebody else all her recordings of “Friends” to Denise.
    And nobody anything to anybody else.

can be interpreted totally compositionally. While the underlying notion of a question is exhaustive, the various answers can be interpreted as partial answers, while the closing statement is eventually interpreted as telling us that the full exhaustive answer has by now been given. See (Dekker 2003) for details.

3 The Pragmatics of Questions and Answers

The two types of dynamics discussed in the previous section will be assumed in the explanation of the third type, in this section, but they are not sufficient to motivate it. The fact that certain questions are asked, and certain assertions are made, nor structural relations between the two, may help explain what is the intended or interpreted relevance of the two. So, while it is obvious
that *John comes to the banquet, and no other students do.* can be relevant in response to a question *Who will come to the banquet?*, almost any other utterance (indicative or interrogative) can be relevant as well. This has already been noticed in (Groenendijk and Stokhof 1984), and (van Rooij 2003) gives a decision-theoretic explanation of the facts, in quantitative terms. In (Dekker 2004) I have argued that an intuitive, qualitative explanation along the lines of Grice can be furthered as well, as long as we do not give an imperative interpretation to these maxims, and formalize them sufficiently generally.

What is the point of posing questions and making assertions? There can be many such points, including that of keeping the conversation running, testing agreement, establishing face, making fun, etc. Focusing on inquisitive discourse, or games of information exchange, we may assume that the interlocutors come with their own questions (in relation to decision problems, or just out of interest) which they seek to be answered in a reliable and comfortable way. Bearing this in mind, we can say that a discourse is optimal iff the participants’ questions are answered, to the best of the knowledge of all of the participants, and indeed in an efficient or otherwise convenient way.

Before I make this idea relatively precise, it is important to identify one difference with Grice’s statement of the facts or principles. Grice’s maxims are formulated as imperatives about how to behave in a rational and cooperative dialogue; I only want to state a notion of what would be an optimal dialogue, a notion against which actual dialogue facts can be evaluated. Even when we are engaged in an inquisitive discourse, facts of life have it that things need not be optimal: we can fail relevant information, we can fail the means to query the right type of information, and we can misjudge what is the most efficient or convenient way to achieve the intended result; besides, we may be right or wrong in assuming that our interlocutors are rational and cooperative. When engaged in a conversation, we may have to be well aware of all these possibilities. (See, however, work of Alexandru Baltag, Anton Benz, Robert Stalnaker and Ede Zimmermann for some of the philosophical and technical pitfalls in playing with notions of uncooperativity and irrationality.)

With the previous comments in mind, I have proposed the following notion of an ‘optimal discourse’ in (Dekker 2004), which is modeled after Grice’s division into four maxims:

**Definition 1 (Optimal Inquiry)** Given a set of interlocutors $A$ with states $(\sigma_i)_{i \in A}$ a discourse $\Phi = \phi_1, \ldots, \phi_n$ is optimal iff:

- $\forall i \in A: D([\Phi]) \cap D(\sigma_i) = \sigma_i$ (relation)
- $\bigcap_{i \in A} D(\sigma_i) = D([\Phi])$ (quality)
- $\Phi$ is minimal (quantity)
- $\Phi$ is well-behaved (manner)

The requirement of relation requires an optimal discourse to answer all questions of all interlocutors. The information provided by $\Phi$ is hoped to answer the questions in any state $\sigma_i$. That of quality requires these answers to be supported by the data which the interlocutors had to begin with. These two requirements are defined in full formal rigour in (Dekker 2004). The requirements of quantity and manner are deliberately left underspecified, but they ought to come with some intuitive understanding.

When agents engage in a cooperative conversation, it is reasonable that they make clear what questions they have, and that they provide information which they have support for. The above notion of an optimal inquiry accounts for this, but it also serves to guide agents in a dialogue in which the conditions are not guaranteed to be optimal.
Let us first look at an optimal situation. Suppose $A$ wishes to know whether Sue comes to the banquet (\(?s\)), and $B$ wants to know whether Tim comes to the banquet (\(?t\)), and assume that $B$ knows that Sue will come, and that $A$ knows that Tim will not come if Sue comes. The following dialogue is optimal then:

(15)  
\begin{align*}
A & : \text{Will Sue come?} \\
B & : \text{Yes.} \\
A & : \text{Will Tim come?} \\
B & : \text{No, not if Sue comes.}
\end{align*}

Both questions are answered, by information which was initially there distributed over the two original information states. The discourse is also quite minimal, and, depending on one’s standards, well-behaved.

Example (15) can be used to show that some standard felicity requirements (like informativity, non-redundancy, consistency, and congruence of answers with questions) can be derived from the notion of an optimal discourse. More interestingly, it can also be used to explain why certain dialogues are perfectly reasonable also if certain contributions are not direct replies to questions posed just before, or if questions posed differ from questions faced. Information management may need more sophistication because understanding actual discourse requires reasoning about beliefs and intentions (epistemic logic and decision theory).

Even if we do not take into account any suspicions about irrationality or uncooperativity, the following situation must be telling. Suppose I am wondering whether or not to go to the banquet tonight. Being an academic, I don’t say to myself: “Go there and have fun,” but I count my blessings. I’d like to talk to professors $A$ and $C$, but there are some complications. If, besides professor $A$, professor $B$ is there as well she will absorb $A$, if $B$ doesn’t absorb professor $C$, that is, if $C$ is not absorbed by professor $D$; furthermore, if neither $B$ and $C$ are present, $D$ will absorb $A$. This is not an abnormal academic situation. The following table lists the configurations under which it is appropriate for me to go (given that my assumptions about $A$, $B$, $C$ and $D$ are right, of course):

<table>
<thead>
<tr>
<th></th>
<th>$C &amp; D$</th>
<th>$C &amp; \neg D$</th>
<th>$\neg C &amp; D$</th>
<th>$\neg C &amp; \neg D$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A &amp; B$</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$A &amp; \neg B$</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>$\neg A &amp; B$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\neg A &amp; \neg B$</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

All I want to know is if I am living in a + or – world, which corresponds to a positive or negative decision about going to the party, and which basically is a polar (Yes/No-) question. I could ask:

(16) Will I go to the party? (\(?Ci\))

which, normally, is a stupid thing to ask, of course, in an academic environment. The question I face is a polar one so, in order to characterize my question I have to ask you whether I am in one of the + or – worlds. This is somewhat awkward. One of the most minimal ‘linguistic’ means to distinguish the + from the – worlds that I could find is rendered by the following formula:

(17) $(A AND \neg B) AND (D \rightarrow C) OR (C AND \neg B AND \neg D)$
Nobody will be happy answering (or even interpreting) a natural language analogue of this. Instead, I could ask:

(18)  Who come? (?x Cx)

Formally, and semantically speaking, this asks for more than I need to know: not just whether I am in a + or − configuration; rather, it asks in which of the 16 possible situations I am in the configuration displayed above. Even so, any answer to this question entails an answer to the question I face (the publicly posed question formally entailing the first one I really face), so the question makes sense, and, as we can see, question (18) is much more convenient than question (17).

The upshot of this discussion is that we can ask for more information than we actually need, formally speaking. This observation can be strengthened by means of the sequence that possibly follows an utterance of (18). A partial answer to (18) may be:

(19)  Arms will not come, but Baker does . . .

In the situation sketched this would already be sufficient to resolve my decision problem. All possibilities in which Arms does not come but in which Baker does, are ones in which it does not make sense, I think, to go to the banquet. (Inspect the third row of the table, which contains only −’s.) So, even though you are not aware of my predicament, and do not know how to sort out to fulfill the purpose of giving a full exhaustive answer to my question (18), I can stop you by saying: “I know enough, thanks, I will not go myself; but let this not stop you from going there yourself.” (Kind, and irrelevant, as I am.)

The upshot of this discussion is twofold. Again, as in section 2, we face a question actually posed which does not exactly match a question actually faced. This time, however, a pragmatically partial answer to a question posed may serve to definitely settle a question actually faced. What is more, such a resolving partial answer may be anticipated, and this fact brings to bear on a quite theoretical issue, that of the exhaustive versus mention-some understanding of questions and answers in general. If a partial answer to a question, semantically understood exhaustively, can be reasonably interpreted as being settling, pragmatically, then both the semantic (‘exhaustive’) interpretation can be saved, as well as its pragmatic (‘mention some’) interpretation.

4  An Application: “Mention Some”

In the academic debate there is extensive discussion about the issue whether or not an ‘exhaustive’ or a ‘mention some’ meaning of interrogatives should be taken as basic, even though this issue is not represented by polemics in the standard journals. The issue is ‘academic’ in that, in general, both approaches are intertranslatable to a certain firm degree. Exhaustive interpretations of questions entail mention-some ones, and exhaustive sets of mention-some replies to questions equal their exhaustive answers. In this paper I have taken an exhaustive semantic interpretation as basic, and allowed for a natural pragmatic interpretation of partial, or ‘mention some’ answers, basically, like Groenendijk and Stokhof (1984) did. Before we evaluate this proposal, it makes sense to inspect some examples that have been put forward to argue for the opposite approach.

The following examples typically have a ‘mention some’ interpretation:
Intuitively, one instantiation of the queried variable (Wh-term, How-term or Where-phrase) may serve to answer these question satisfactorily. They don’t seem to be used, in general, to query all of their possible values. One light is enough to light a cigarette; nobody seems to be interested in all possible ways to open .gzip files; certainly nobody needs an explanation of the infinite number of ways in which one can reach the station; and one good Thai restaurant nearby will serve my purpose, not necessarily knowing all of the ones around.

Do these examples speak against an exhaustive semantics of questions? I don’t think so. Two observations are in place first. All of the above questions can be used to ask for exhaustive specifications in the first place, and one really needs little imagination to see so. If there has been a big fire, and lighter owners are suspect, then the inspector asking (20) is most probably interested in the whole set of lighter owners, not just an occasional one who can light Kojak’s cigar. Similarly for the other examples. In the second place, any exhaustive answer to these questions entails one or more of the possibly required mention some replies. This is simply so by definition.

The only question seems to be, then, why to raise an issue (“Who’s got a lighter?”) while a semantically more simple issue (“Has anybody got a lighter?”) is at stake? Any smoker with some linguistic interest, and any linguist with some interest in her smoking colleagues, can figure out the answer.

I do not believe there are hard and fast arguments against or in favor of exhaustive readings of questions and their supposed answers. I do have qualms, however, like Grice, against positing ambiguities though. One line of explaining the facts is advocated here: a speaker can expect the hearer to realize that her decision problem is more difficult to formulate than the question actually posed and that the latter entails the first. This part of the show can be adequately formalized, as has been done before. I have doubts about the other way around, but, of course, my doubts by themselves don’t constitute an argument.

To round up this paper, I would like to discuss in some detail a typical ‘mention some’ example. Consider again example (23):

(23) Where do they serve Thai food?

Just to be sure, this example can naturally be used on an exhaustive interpretation, and any exhaustive reply will satisfy any ‘mention some’ demands of the questioner. Even so, it seems, people tend to think it is typically used with a ‘mention some’ interpretation.

But now wonder what will be the predicament of someone who comes up with such a question with such an interpretation. Simplifying matters, we can imagine you on a junction where you can go North, East, South and West; your intention is to have good Thai food. Your decision problem resides in choosing one of the four directions, but the chosen one must be taken to lead to a nice Thai restaurant. The question you face, and which does not make much sense to pose, is “Where do I go?” If we translate this question into a relevant one about the facts of the matter, it could be something like the conjunction of the following four:
Mention Some of All

(24) Will I go North and find a nice Thai restaurant?
     Will I go East and find a nice Thai restaurant?
     Will I go South and find a nice Thai restaurant?
     Will I go West and find a nice Thai restaurant?

The four questions are mutually exclusive, as is required on a partition approach. All four of them are also based on the assumption that you do find a nice Thai restaurant, a presupposition which can be cancelled of course. (Like we saw before in our discussion of example (18), it may be acutely relevant to dismiss such presuppositions if they are not obviously satisfied.)

Let us assume that there is indeed a nice Thai restaurant around, even in all of the four possible directions. Still the conjunction in (24) is quite laborious and even oppressive. Instead, you might ask (23) and you and I will be sensible enough to figure out that question (24) is what you aim to find out.

A pragmatic explanation of ‘mention some’ interpretations of questions which are assumed to be exhaustive semantically, of course does not suffice to explain ‘mention some’ interpretations of embedded questions (Beck and Rullmann 1999). On a first score, this is as we want it to be. Consider:

(25) Mildred knows who come to the banquet.

We don’t want to render this qualification of Mildred true if she knows of only one person that he or she will come to the banquet. Asserting (25) implies that Mildred has exhaustive knowledge about who come, among the relevant persons, of course. The following example might cast some doubt on this conclusion:

(26) George knows where they serve Thai food.

Asserting (26) seems to be well motivated if George knows one place where they serve Thai food and where to find it. I am not sure whether this can be taken as an argument against an exhaustive interpretation of questions. My own intuitions do not decide on the evaluation of (26) in case various good places serve Thai food; besides, arguments from attitudinal contexts like those presented by ‘know,’ ‘believe,’ and the like, are suspect anyway. My interpretation of Kripke’s puzzle about belief is that there is a bigger problem about belief ascriptions in general than about the rigid semantics of proper names, and I get similar conclusions from Stalnaker’s work. Indeed all of this may imply that an autonomous semantic enterprise is eventually doomed to failure, and maybe this is even Martin Stokhof’s conclusion in (Stokhof 2002). Nevertheless, as long as we do not bring semantics to the grave, and do not prematurely cremate formal pragmatics, there is hope for a very well established line of exhaustive research.

5 Conclusions

In this paper I aimed to focus on a Gricean type of dynamic interpretation which, I claim, is different from two other types of dynamics extensively studied in the literature. I have suggested that this type of dynamics stands in need of both motivation and formalization. A motivation has been given in terms of a notion of an optimal discourse, which is based upon principles of rationality and cooperativity, but which does not presuppose them. The formalization has been partial, because some of it is crucially social, cultural, or otherwise underdetermined.
I have focused on the use of declaratives and interrogatives in what are called inquisitive dialogues. The semantics of these types of sentences has been assumed to be classical: satisfaction conditions, and, in case of interrogatives, (exhaustive) answerhood conditions. Not for the purposes of this paper, but for a general semantic program in the long run, I have assumed a more structured approach along the lines of Krifka, as has also been suggested by Groenendijk and Stokhof themselves.

One of the main observations is that questions posed and questions faced, although logically related, may diverge. Thinking of it, this is not a very surprising observation. I could ask you whether Sue comes to the banquet, not because I want to know, but because I know that if she comes, Tim comes as well, and because I do not want you to know that I am interested in the question whether Tim is coming. Theoretically, the observation has some impact. It allows us to explain that we may ask for more information than we actually need, and, properly understood, our respondents may act accordingly. A ‘mention some’ interpretation of questions and answers, even on an ‘exhaustive’ semantic evaluation, can thus be rapidly explained.

As appears from the lack of definitions in this paper, it is by and large programmatic. The real work has to be done by means of some epistemic logic and decision theoretic reasoning. I hope to have shown, however, that this can be neatly based on a classical semantic understanding of declarative and interrogative sentences.
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Abstract

Russian and Spanish each have two variants of the predicational copular sentence. In Russian, the variation concerns the case of the predicate phrase, which can be nominative or instrumental, while in Spanish, the variation involves the choice of the copular verb, either ser or estar. It is shown that the choice of the particular variant of copular sentence in both languages depends on the speaker’s perspective, i.e., on whether or not the predication is linked to a specific topic situation.

1 Introduction

In predicational sentences in Russian, the predicate noun phrase can have nominative or instrumental case, provided that the copula is non-zero, i.e., that it occurs in the past tense or future tense form (cf. (1a/b) with the copula бы́т’ ‘be’ in the past). In the present tense, where the copula is zero, the predicate NP always bears nominative case.¹

(1) a. Катя бы́ла певицей.
   Катя was singerINS
   ‘Katja was a singer.’

   b. Катя бы́ла певицей.
   Катя was singerNOM
   ‘Katja was a singer.’

The difference in meaning between sentences with the nominative NP and sentences in which the NP has instrumental case is so subtle that even native speakers cannot always pinpoint what it is. In the literature on Russian, a number of semantic oppositions are proposed to describe the difference between the two variants.

Traditionally it has been assumed that the choice of the predicate’s case reflects the distinction between a temporal and a permanent property (cf. Jakobson 1971). Wierzbicka (1980) uses the notions accidental vs. essential to describe the same dichotomy. According to this view, example (1a), with the instrumental NP, could imply that Katja changed her profession at a later point in time. In this case, Katja’s being a singer is regarded as temporal and accidental, whereas in (1b), the state of being a singer is interpreted as a permanent and essential property.

Potebnya (1958:504) indicates another interpretation of the variants in (1a/b). According to him, the instrumental case in (1a) implies that the individual has further professions or occupations at the same time. In (1a) the property of being a singer is presented as one of many properties that can be attributed to Katja. Put differently, the property of being a singer in (1a) describes only one facet, one part of the person. The right paraphrase for this reading would be: “Katja was, among other things, a singer.” In contrast to this, the (b) sentence, with

¹ Katja певица / певицей.
Katja singerNOM / singerINS
‘Katja is a singer.’

In this paper only sentences with an overt copula verb will be considered.
the nominative NP, presents the property of being a singer as an exhaustive and identificational property of the person. The property characterizes a person as a whole. Let us call the interpretational opposition observed by Potebnja the part vs. whole opposition. A different interpretation of the instrumental case is triggered in the context given in (2).

(2) Byla by Katja pvicej, ona by davala koncerty v raznych stranach mira. 'If Katja were a singer, she would give concerts all around the world.'

The sentential context triggers the contrast between the real situation, in which Katja is not a singer, and the situation in which she is a singer. Since the sentence in (2) with the predicate NP in instrumental case does not refer to a real situation but expresses an imagined state, I will call such an interpretation triggered by the instrumental case subjective. In contrast to the instrumental case, the nominative normally occurs in descriptions of real situations, that is, it triggers an objective interpretation. The interpretations of the case alternations are summarized in (3):

(3)  
<table>
<thead>
<tr>
<th></th>
<th>Instrumental</th>
<th>Nominative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interpretation 1</td>
<td>temporal</td>
<td>permanent</td>
</tr>
<tr>
<td>Interpretation 2</td>
<td>part</td>
<td>whole</td>
</tr>
<tr>
<td>Interpretation 3</td>
<td>subjective</td>
<td>objective</td>
</tr>
</tbody>
</table>

Recent analyses of this case alternation as in Bailyn (2001), Bailyn & Citko (1999), Matushansky (2000) and Pereltsvaig (2001) concentrate on the morpho-syntactic difference between the (a) and (b) variants, but don’t provide an explanation of all the interpretational differences mentioned in (3).

From a typological perspective, Russian is not the only language that exhibits two variants of the copular sentence. Spanish, for instance, displays a similar contrast. However, in the case of Spanish, the distinction is not realized as a morphological case alternation on the predicate but lies in the (lexical) choice of the copula verb. In Spanish, there are two counterparts for the English copula ‘be’: ser and estar. In combination with predicate adjectives, the two copulas can be used interchangeably. Interestingly, the interpretational oppositions put forward for Russian copular sentences pattern with interpretations suggested for copular sentences in Spanish.

(4) a. La carretera está ancha. b. La carretera es ancha. (Maienborn 2005:171)  
‘The road is**estar wide.**’  ‘The road is**ser wide.**’

It has often been assumed that the opposition ser vs. estar reflects the semantic opposition Individual Level Predicate (i.e., permanent property) vs. Stage Level Predicate (i.e., temporal property); cf. for example Diesing (1992) and Kratzer (1994). However, in addition to the opposition temporary vs. permanent, the grammars on Spanish propose another semantic opposition to describe the difference in interpretation between the two variants of copular sentence: the contrast subjective vs. objective (cf. the overview given in de Bruyne 1993). The subjective reading of (4b) is discussed in Maienborn (2005) under the term “discovery interpretation.” This reading can be triggered by the following context: It was announced that the road would be narrowed, however, the road remained wide. Under this context, the current

---

2 Besides adjectives that can occur with either copula, there is a small group of adjectives that only combine with estar, e.g., vacío ‘empty’, lleno ‘full’, ausente ‘away’.
situation “the road is wide” contrasts with a situation “the road is not wide” expected by the speaker. The speaker uses *estar* in such a context to express the difference between the expected situation and the real situation.

Maienborn (2005) offers a third possible interpretation of (4) available in certain contexts. In her discussion she mentions that the property of being wide can be interpreted as being restricted to a local part of the subject referent *road*. The paraphrase for this reading would be: “The part of the road I am speaking of is wide.” This reading corresponds to the **part–whole** interpretation mentioned above for the Russian example (1a). The table in (5) summarizes the interpretations discussed for the examples (4a/b).

(5)

<table>
<thead>
<tr>
<th>Interpretation</th>
<th><em>estar</em></th>
<th><em>ser</em></th>
</tr>
</thead>
<tbody>
<tr>
<td>Interpretation 1</td>
<td>temporal</td>
<td>permanent</td>
</tr>
<tr>
<td>Interpretation 2</td>
<td>part</td>
<td>whole</td>
</tr>
<tr>
<td>Interpretation 3</td>
<td>subjective</td>
<td>objective</td>
</tr>
</tbody>
</table>

It is obvious that the contrast Russian makes via two different morphological cases on the predicate noun phrase is the same one that Spanish expresses through the selection of the copula verb in predicational sentences with adjective phrases. The question now arises of how this similarity can be accounted for in formal semantics. Could the number of interpretational oppositions of the two variants of copular sentence be reduced to one common denominator? Intuitively, *estar* predications in Spanish and predications with instrumental case in Russian imply some contrast and the predication is bounded in some respect. I will present a formal analysis based on this intuition in sections 2 and 3.

The paper argues that the difference which Russian and Spanish encode with two distinct variants of predicational sentence is the same. This difference is discourse-pragmatic in nature. The copula *estar* in Spanish and instrumental case in Russian indicate the restriction of the predication to a specific topic situation, while *ser* in Spanish and nominative case in Russian are neutral in this respect.

The paper is organized as follows: Sections 2 and 3 introduce the analyses of copular sentences in Spanish and Russian. Section 4 concludes the paper.

### 2 A discourse-pragmatic account of *ser* vs. *estar* in Spanish

As we have seen in the introduction, the interpretation of copular sentences with *estar* in Spanish and copular sentences with the instrumental case in Russian depends on the context. The question now arises of how to account for the different readings of one particular copular construction. I do not want to ascribe every reading to the copula in Spanish or to the suffix for instrumental case in Russian, thereby creating polysemy. What I want is to trace back all

---

3 In Russian, predicate adjectives in copular constructions may come in two “flavors,” the so-called long form and the so-called short form. The short form is inflected for gender and number, whereas the long form is inflected for gender, number and case. Like predicate nouns, the long form of adjectives can occur in nominative and instrumental case.

(i) Doroga byla širokaja.   (ii) Doroga byla širokoj.   (iii) Doroga byla široka.

Since the interpretational difference between long form adjectives in nominative and long form adjectives in instrumental is less obvious than with predicate nouns and the division of labor between the short form and the long form deserves a separate study, I restrict my analysis of Russian copular sentences to sentences with predicate nouns.
the readings to one invariant semantics. The analysis by Maienborn (2003/05) for *ser vs. estar* heads in this direction. Maienborn assumes that the semantic representation of the copula *estar* contains a free contextual parameter, which can be specified on the level of the context. In what follows I present the analysis of *ser* and *estar* proposed by Claudia Maienborn (2003/05) with some minor changes. In section 3, it will be shown how this analysis can be adopted in order to account for the Russian data.

Consider the examples in (6a/b), taken from Luján (1981). Speakers would use *estar* to express that they expect a change in Jacinta’s marital status, while the variant with *ser* would be used when no such expectation on the part of the speakers is expressed. Thus, the property of having the marital status of being single will be interpreted as temporary if used with *estar*.

(6) a. Jacinta está soltera.     
   ‘Jacinta is *ESTAR* single.’  

b. Jacinta es soltera.  
   ‘Jacinta is *SER* single.’

The situation in the real world described by (6a) and (6b) is the same: at the utterance time Jacinta is single (unmarried). It is obvious that in (6), the decision to use either of the verbs in question depends on the speaker’s estimation of the situation and is thus largely independent of the real situation. (6a) with *estar* is an utterance about a specific topic situation which contrasts with some other possible topic situation, whereas in (6b) no such contrast is involved.

The term “topic situation” was introduced by Maienborn and is similar to the term “topic time” introduced by Klein (1994) in his theory of tense. According to Maienborn, “the topic situation of a sentence is the relevant discourse situation to which a speaker restricts his or her claim, the speaker being able to relate this claim to specific as well as non-specific/arbitrary topic situations” (Maienborn 2005).

To account for the *ser*/*estar* distinction, Maienborn (2005) assumes the following hypothesis:

<table>
<thead>
<tr>
<th>(7)</th>
<th><em>Ser/estar hypothesis</em> (Maienborn 2005:169)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>By using <em>estar</em> speakers restrict their claims to a particular topic situation they have in mind; by using <em>ser</em> speakers remain neutral as to the specificity of the topic situation.</td>
</tr>
</tbody>
</table>

The restriction to a specific topic situation only makes sense if there are alternatives to this topic situation. She states that “… the use of *estar* is pragmatically legitimated only if the context supports some topic situation contrast” (Maienborn 2005:171). There are several dimensions along which a topic situation contrast can be established. The choice of the particular dimension depends on the context. Maienborn mentions the following dimensions to which the contrast can apply: temporal, spatial and epistemic dimensions.

**Temporal dimension**

“The current topic situation contrasts with previous or later topic situations in which the predicate does not apply to the subject referent” (Maienborn 2005:172).

[This contrast gives rise to the interpretation that the predicate holds on the subject referent only temporarily. In our example (4), the temporal contrast can lead to the interpretation that the road was used to be narrow before.]

**Spatial dimension**

“The current topic situation contrasts with differently located topic situations in which the predicate does not apply to the subject referent” (Maienborn 2005:172).

---

4 Another analysis recently proposed by González-Vilbazo & Remberger (in print) is on the whole similar to that of Maienborn, but it focuses on the syntax of *ser*/*estar*-sentences, and does not leave the semantics transparent enough. Since the focus of this paper is put on semantics, I prefer the analysis by Maienborn.
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[This contrast leads to a spatial restriction. In example (4), the speaker can restrict his claim to stating that the relevant part of the road is wide, acknowledging that there might be other parts where this road is not wide.]

Epistemic dimension

“The current topic situation contrasts with topic situations which were expected instead” (Maienborn 2005:172).

[This contrast leads to the subjective vs. objective interpretation. In example (4), the current situation described by the sentence contrasts with a situation expected by the speaker.]

To conclude, the different interpretations provided by the selection of ser and estar, like i.e., temporary vs. permanent, part vs. whole, and subjective vs. objective, thus receive a common basis: the linking (or the lack of such linking) to a specific topic situation. The next step is the integration of these findings in the semantic representation of the copulas in Spanish.

Maienborn assumes that these copulas have basically the same meaning as their English counterpart be and its counterparts in many languages, but unlike the representation of ser, the representation of estar contains a free parameter, which can be specified by the context. I follow Maienborn in this assumption, but my implementation of this idea is based on the lexical representation of verbs suggested by Bierwisch (1988). I assume for ser (9) the lexical entry that Bierwisch (1988) proposes for the copula sein in German (8). The relation INST in this representation links the situation argument of the copula z to the proposition P(x). z INST [P(x)] is construed as “z instantiates P(x).” The variable z is an anchor for adverbial modifications as well as a take-up point for the temporal and aspectual characterization of the proposition.

(8)

sein: \( \lambda P \lambda x \lambda z [z \text{ INST } [P(x)]] \) (Bierwisch 1988:46)

(9)

ser: \( \lambda P \lambda x \lambda z [z \text{ INST } [P(x)]] \)

The lexical entry of estar in (10) differs from that of ser. The difference between them is a pragmatic one: “Estar … carries an additional presupposition linking the predication to a specific discourse situation” (Maienborn 2005:167).

(10)

estar: \( \lambda P \lambda x \lambda z [z \text{ INST } [P(x)] / [R (z, s_i)]] \)

specificity presupposition (cf. Maienborn 2005:168)

According to the presupposition of estar the situation argument z is linked to a specific topic situation s_i via the R relation. R is a free parameter, and s_i is a free variable for specific topic situations. The free variable s_i and the relation R can be resolved in the course of the semantic composition, as will be shown below.

To make the derivation of the meaning of copular sentences with ser and estar more precise, some background assumptions about the syntax and semantics of copular sentences from Maienborn (2003/05) need to be introduced.

- The copulas ser and estar are base-generated in the head of VP and take a predicate AP as their complement.
- As Spanish belongs to the aspect languages, a functional Aspect phrase can be assumed in which aspect is specified. Following Maienborn, I further assume that the functional category Aspect introduces a contextually determined topic situation s* (cf. also Klein 1994).
The semantic contribution of the functional head Asp in (12) is the establishing of a relation between the VP referent (here: e) and the topic situation s*. Imperfective aspect indicates that the topic time \( \tau(s^*) \) is fully contained in the situation time \( \tau(e) \), while perfective aspect indicates that the situation time \( \tau(e) \) is fully contained in the topic time \( \tau(s^*) \) (where \( \tau \) maps situations onto their temporal extensions). The semantic representations for both aspectual features, imperfective and perfective, are given in (11) from Maienborn (2005).

(11) imperfective aspect: \( \lambda Q \lambda s^* \exists e [\tau(s^*) \subset \tau(e)] \land Q(e) \)
perfective aspect: \( \lambda Q \lambda s^* \exists e [\tau(e) \subset \tau(s^*)] \land Q(e) \)

(12) $\ldots$

\[
\begin{array}{c}
\text{AspP} \\
\text{Asp} \\
\lambda Q \lambda s^* \exists e [\tau(s^*) \subset \tau(e)] \land Q(e) \\
\text{VP} \\
\text{DP} \\
\text{Jacinta} \\
\text{V} \\
\text{estar} \\
\text{soltera} \\
\end{array}
\]

\[
\lambda P \lambda x \lambda z [z \text{ INST } [\text{P(x)}] / [R(z, s_i)]]
\]

For the sake of simplicity, I will not consider the semantic discussion of tense, which, according to Klein (1994), establishes a relation between topic time and speech time.

We are now in a position to derive the sentences with ser and estar compositionally in the way suggested by Maienborn (2003/05). First, I will show how the semantic derivation works in a sentence with estar. For the sake of simplicity I will only consider the semantics of the sentence on the level of the AspP, as illustrated in (13).

(13) Jacinta está soltera. ('Jacinta is ESTAR single.') (estar, imperfective)

a. Jacinta: Jacinta
b. soltera: \( \lambda y [\text{SINGLE}(y)] \)
c. estar: \( \lambda P \lambda x \lambda z [z \text{ INST } [\text{P(x)}] / [R(z, s_i)] \)
d. imperfective aspect: \( \lambda Q \lambda s^* \exists e [\tau(s^*) \subset \tau(e)] \land Q(e) \)
e. \([V \text{ estar soltera}]: \lambda P \lambda x \lambda z [z \text{ INST } [\text{P(x)}] / [R(z, s_i)] \) \( (\lambda y [\text{SINGLE}(y)]) \)
\[\equiv \lambda x \lambda z [z \text{ INST } [\text{SINGLE(x)}] / [R(z, s_i)] \]
f. \([VP \text{ Jacinta está soltera}]: \lambda x \lambda z [z \text{ INST } [\text{SINGLE(x)}] / [R(z, s_i)] \) \( (\text{Jacinta}) \)
\[\equiv \lambda z [z \text{ INST } [\text{SINGLE(Jacinta)}] / [R(z, s_i)] \]
g. \([\text{AspP Jacinta está soltera}]: \lambda Q \lambda s^* \exists e [\tau(s^*) \subset \tau(e)] \land Q(e) \)
\[\lambda z [z \text{ INST } [\text{SINGLE(Jacinta)}] / [R(z, s_i)] \]
\[\equiv \lambda s^* \exists e [\tau(s^*) \subset \tau(e)] \land [e \text{ INST } [\text{SINGLE(Jacinta)}] / [R(z, s_i)] \]
In the representation in (13g), two topic situations are available: the topic situation $s^*$ is introduced by the functional head Asp, while the second topic situation $s_i$ is part of the lexical entry of *estar*. Since a sentence is a claim about a single topic situation, $s^*$ and $s_i$ must be identified ($s^* = s_i$). According to van der Sandt (1992), presuppositions can be treated as anaphors. They can be specified by the identification with its antecedent. The identification of the two topic situations permits the resolution of the specificity presupposition. The semantics of the resulting sentence after the existential binding of the topic situation is represented in (14):

(14) Jacinta está soltera:
$$\exists s^* \exists e \left[ [\tau(s^*) \subset \tau(e)] \& [e \text{ INST } \text{SINGLE (Jacinta)\]} \& [s^* = s_i] \right]$$

The precondition for the identification of $s^*$ with $s_i$ is that $s^*$, like $s_i$, is specific. According to Maienborn's analysis, only a specific $s^*$ can serve as a suitable antecedent for *estar*'s specificity presupposition.

The sentence in (14) is true if there is a situation characterized by Jacinta’s being single whose temporal extension includes a contextually specific topic time.

The derivation of a *ser* sentence is represented in (15).

(15) Jacinta es soltera. (Jacinta is *SER* single.)

a. Jacinta: $\lambda y \text{ [SINGLE(y)]}$

b. soltera: $\lambda y \text{ [SINGLE(y)]}$

c. ser: $\lambda P \lambda x \lambda z \text{ [z INST } \text{P(x)]}$

d. imperfective aspect: $\lambda Q \lambda s^* \exists e \left[ [\tau(s^*) \subset \tau(e)] \& Q(e) \right]$

e. $\left[ \lambda P \lambda x \lambda z \text{ [z INST } \text{P(x)]} (\lambda y \text{ [SINGLE(y)]}) \equiv \lambda x \lambda z \text{ [z INST } \text{SINGLE(x)]} \right]$

f. $\left[ \lambda P \lambda x \lambda z \text{ [z INST } \text{P(x)]} (\lambda y \text{ [SINGLE(y)]}) \equiv \lambda x \lambda z \text{ [z INST } \text{SINGLE(x)]} \right]$

g. $\left[ \lambda P \lambda x \lambda z \text{ [z INST } \text{P(x)]} (\lambda y \text{ [SINGLE(y)]}) \equiv \lambda x \lambda z \text{ [z INST } \text{SINGLE(x)]} \right]$

The sentence *Jacinta es soltera* is true if there is a situation of Jacinta being single whose temporal extension includes the topic time. Again, I will not touch on the interpretation of tense.

I will leave the discussion of Spanish here. In the next section, I will develop a formal analysis of the copular sentences in Russian. The analysis of copular sentences in Spanish by Maienborn introduced in this section will serve as the basis for my analysis of copular sentences in Russian.

3 An analysis of Russian copular sentences

Our examination of the Russian and Spanish data in section 1 showed that the interpretative effects brought about by the choice of the respective copular sentence variant are in fact parallel. The instrumental case on the predicate noun in Russian triggers the same interpretative effects as *estar* in Spanish. The nominative case in Russian yields the same interpretations as Spanish *ser*. In order to account for the similarity between the two languages I assume the following hypothesis:
For the semantic analysis of copular sentences in Russian I assume that the instrumental suffix located on the predicate noun in Russian contains a specificity presupposition in its lexical entry, like Spanish *estar*. The following schema illustrates the main difference between Russian and Spanish:

In order to develop a formal reconstruction of the difference between predicate nouns in nominative case and predicate nouns in instrumental case, I propose that there are two types of predicate phrases. The predicate phrase in the nominative case receives its case via agreement with the subject of the copular sentence, which bears nominative case. The predicate phrase in the instrumental case is more complex, syntactically and semantically. This NP is embedded in a functional projection PredP,\(^5\) whose head checks instrumental case.

With Bailyn & Citko (1999) I assume that the Pred head has an instrumental case feature which must be checked when merged onto a noun phrase. This instrumental feature has the following lexical content:

---

\(^5\) This Predicate Phrase (PredP) roughly corresponds to the PredP for secondary predications in Bowers (2000), but does not contain a specifier.
The instrumental feature contains the specificity presupposition. Thus, the semantic contribution of the Pred head consists of providing the link to a specific topic situation. The pragmatic-semantic difference between the NP pevica ‘singer\textsubscript{NOM}’ and the PredP pevica\textsubscript{INS} ‘singer\textsubscript{INS}’ is illustrated in (21).

(21)  
\begin{enumerate}
\item [a.] [(\text{NP} pevica\textsubscript{NOM})]: \lambda u [\textsc{singer}(u)]
\item [b.] [(\text{PredP} pevica\textsubscript{INS})]: \lambda u [[\textsc{singer}(u)] / [\text{R}(z, s_i)]]
\end{enumerate}

(b1) means that the property of being a singer applies to the individual u in a specific topic situation s\textsubscript{i}. To derive the semantics of the whole copular sentence in Russian the semantics of the copula has to be specified. Russian differs from Spanish in that it has only one copula, as do English and German. I therefore assume the same lexical entry for Russian byt’ as for be and sein.

Now we are in a position to derive the semantics of a copular sentence with the instrumental; cf. (23). The corresponding sentence with nominative is derived in (25).

(23)  
\begin{enumerate}
\item [a.] Katja byla pevicej. (‘Katja was a singer\textsubscript{INS}’) (byt’, imperfective)
\item [b.] [\text{Katja}]: Katja
\item [c.] byt’ (‘be’): \lambda P \lambda x \lambda z [z \textsc{inst} [P(x)]]
\item [d.] imperfective Aspect: \lambda Q \lambda s* \exists e [[\tau(s*) \subset \tau(e)] \land Q(e)]
\item [e.] [v\text{P} byla pevicej]: \lambda P \lambda x \lambda z [z \textsc{inst} [P(x)]] (\lambda u [[\textsc{singer}(u)] / [\text{R}(z, s_i)])
\equiv \lambda x \lambda z [z \textsc{inst} [\textsc{singer}(x)] / [\text{R}(z, s_i)]]
\item [f.] [v\text{P} Katja byla pevicej]: \lambda x \lambda z [z \textsc{inst} [\textsc{singer}(x)] / [\text{R}(z, s_i)] (\text{Katja})
\equiv \lambda z [z \textsc{inst} [\textsc{singer}(\text{Katja})] / [\text{R}(z, s_i)]]
\item [g.] [asp\text{P} Katja byla pevicej]: \lambda Q \lambda s* \exists e [[\tau(s*) \subset \tau(e)] \land Q(e)]
(\lambda z [z \textsc{inst} [\textsc{singer}(\text{Katja})] / [\text{R}(z, s_i)])
\equiv \lambda s* \exists e [[\tau(s*) \subset \tau(e)] \land [e \textsc{inst} [\textsc{singer}(\text{Katja})] / [\text{R}(z, s_i)]]
\end{enumerate}

At the level of AspP, the specificity presupposition of the instrumental suffix can be resolved by identifying s\textsubscript{i} with the topic situation s\textsubscript{*} introduced by Aspect. This presupposition resolution and the existential binding of the topic situation yield (24).

(24)  
\exists s* \exists e [[\tau(s*) \subset \tau(e)] \land [e \textsc{inst} [\textsc{singer}(\text{Katja})] \land [s* = s_i]]

The sentence is true if there is a situation characterized by Katja being a singer whose temporal extension includes a contextually specific topic time.

A sentence with nominative case has a similar composition but it is more straightforward since no specificity presupposition is introduced. The representation for a sentence with nominative case is given in (25):

---

\[ A more elaborated representation which accounts for other functions of the instrumental case in Russian is proposed in Geist (in print); compare also a different account in Demijjanow & Strigin (2003). \]
The sentence is true if there is a situation characterized by Katja being a singer whose temporal extension includes the topic time.

Now, compare the composition results for the *estar* sentence in (14) and the sentence with instrumental case in (24) on the one hand, and the sentence with *ser* in (15g) and with nominative case in (25). Except for their idiosyncratic meaning components, the structural meaning components are identical in the compared sentence pairs. This is a desirable result.

Now, the result of the analysis of copular sentences in Russian on the basis of the analysis of Spanish copular sentences by Maienborn (2003/05) can be summarized as follows: With the choice of instrumental case in Russian and the choice of the copula *estar* in Spanish, the speaker expresses in an explicit manner that the proposition relates to a specific topic situation. This relation to a specific topic situation is embedded in the lexical entry of the case suffix in Russian and in the lexical entry of the copular verb in Spanish. The predicate noun in the nominative in Russian and the copula *ser* in Spanish are neutral with respect to the specificity of the topic situation. That is, Spanish and Russian choose different structural options to indicate the linking of a predication to a specific topic situation that the speaker has in mind.

The assumption that the instrumental case suffix in Russian serves as a link to a specific discourse situation is crucial for our comparative analysis, and one would like to have further evidence for such an assumption. An independent motivation for such an assumption comes from another use of instrumental case with predicate nouns, namely the use in sentence initial adjuncts; cf. (26a/b). Like predicates in copular sentences, such adjuncts can also occur in nominative and in instrumental case.

As the English translation in (26a) suggests, the instrumental case triggers a contrast to alternative situations in which Boris was not a soldier (cf. similar observations in Demjjanow & Strigin 2003). No such contrast is implied in (26b) with nominative case. This is what our analysis of the instrumental suffix as a link to a specific discourse situation predicts.

### 4 Concluding remarks

In this paper, I have explored the mapping between the syntax and semantics of copular sentences in Russian in comparison to Spanish. Such a comparison makes it clear that the distinction Russian makes via two different morphological cases on the predicate noun phrase is the same as the one Spanish expresses through the selection of the copula verb in combination with predicate adjectives. The assignment of the instrumental case to the predicate noun in Russian and the selection of the copular verb *estar* in Spanish reflect the speaker’s perspective on a predication in a particular discourse. By using instrumental case in Russian and the copula *estar* in Spanish the speaker restricts the predication in copular

---

7 I consider only the combination of the instrumental suffix with predicate NPs, i.e., non-referential NPs which denote properties of an individual. The external argument of such NPs is assigned to the referential argument of some other NP in the clause. The instrumental case can also be used with non-predicate NPs. The correlation between “predicate instrumental” and other uses of the instrumental in Russian is discussed in Geist (in print).
sentences to a specific topic situation he/she has in mind. By using nominative case in Russian and ser in Spanish the speaker remains neutral as to the specificity of the topic situation.

This analysis leaves some questions for further research. I will mention one of them. How can we explain that the alternation ser/estar in Spanish is restricted to sentences with predicate adjectives while only ser can occur with predicate nouns? In Russian, in contrast, the situation is different. The case alternation nominative vs. instrumental applies to predicate nouns as well as to adjectives, although the instrumental occurs less frequently with adjectives than with nouns (Timberlake 1983:862).
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Abstract

In a recent contribution to a long-standing discussion in semantics as to whether the neo-Davidsonian analysis should be extended to stative predicates or not, Maienborn (2004, 2005) proposes to distinguish two types of statives; one of them is said to have a referential argument of the Davidsonian type, the other not. As one of her arguments for making such a distinction, Maienborn observes that manner modification seems to be supported only by certain statives but to be excluded by others (thus linking the issue to the use of manner modification as one major argument in favour of event semantics, cf. Parsons 1990). In this paper, it is argued that the absence of manner modification with Maienborn's second group of statives is actually due to a failure of conceptual construal: modification of a predicate is ruled out whenever its internal conceptual structure is too poor to provide a construal for the modifier; hence, the effects observed by Maienborn reduce to the fact that eventive predicates have a more complex conceptual substructure than stative ones. Hence, the issue of manner modification with statives is shown to be orthogonal to questions of logical form and event semantics. The explanatory power of the conceptual approach is demonstrated with a case study on predicates of light emission, adapting the representation format of Barsalou's (1992) frame model.

1 Introduction

1.1 General Background: Neo-Davidsonian Semantics

This paper is about the interpretation of manner modifiers and its implications for the neo-Davidsonian framework of semantics (cf. e.g. Parsons 1990). The neo-Davidsonian theory rests on two major pillars, one semantic and one ontological. Semantically, it is a theory of the logical form of sentences which is based on the idea that logical form involves predication and quantification over event variables. In particular, manner adverbs (A) modifying a verb (V) are analysed via joint predication of the event variable, hence manner modification is represented via a conjunction of the form: \( V(e) \land A(e) \). This is, of course, the standard pattern of intersective modification that is also posited for nouns and adjectives when they predicate of concrete individuals.

The ontological aspect of the theory is that events are seen as particulars in the world; they are not abstract objects in the way facts or properties are. Some consequences which ensue from this view are pointed out by Maienborn (2004, 2005):

\[(1) \quad \begin{align*}
\text{a. Eventualities are perceptible.} \\
\text{b. Eventualities can be located in space and time.} \\
\text{c. Eventualities can vary in the way that they are realized.}
\end{align*}
\]

The third point might require some explanation. For one thing, it reflects the fact that events, being particulars, occur as instantiations of a type, i.e. the event property denoted by some verb. Another aspect implicit in (1c) is that predicates of events allow manner modification;
in this way, instantiations of an event type give rise to subtypes. When this happens, "the way in which events are realized" can be characterised via some sort of conceptual content, i.e. the "manner" of an event.

Before a neo-Davidsonian semantics can be put to work, of course, it is necessary to know precisely which types of predicates have a neo-Davidsonian argument and which ones do not.

1.2 Events and States

Parsons (1990), and many semanticists after him, distinguish two sorts of "eventualities" (i.e. events in a broad sense), namely events proper and states. However, other authors have denied that states should be treated as Davidsonian individuals, beginning with Davidson (1967) himself. On this second view, stative verbs and adjectives would not have referential e-arguments (a view that has also been elaborated and defended by Katz (2000, 2003), and others).

In this connection, Maienborn (2004) has recently proposed that there are actually two types of "states": certain stative predicates refer to a neo-Davidsonian entity (called "D-states" by Maienborn), others refer to an abstract entity (which she calls "K-states", i.e. "Kimian states" after Kim (1976), who proposed to explain events as basically a propositional type of entity). From the background of the characterisation of events in (1), Maienborn (2004) adduces a number of empirical effects as supporting her distinction:

(2) a. "Eventuality expressions can serve as infinitival complements of perception verbs".

Ich sah Bardo schlafen.  (I saw B. sleep(ing))
* Ich hörte das Radio laut sein.  (I heard the radio be(ing) loud)

b. "Eventuality expressions combine with locative and temporal modifiers."

Die Perlen glänzen in ihrem Haar.  (The pearls are gleaming in her hair)
* Das Kleid ist auf der Wäscheleine nass.  (The dress is on the clothes-line wet)

c. "Eventuality expressions combine with manner adverbials, instrumentals, comitatives, etc."

Bardo schläft friedlich/mit seinem Teddy/ohne Schnuller.
(Bardo is sleeping {peacefully / with his teddy / without dummy})
* Bardo war friedlich/mit seinem Teddy / ohne Schnuller müde.
(Bardo was tired {peacefully / with his teddy / without dummy})

The examples in (2c) show an asymmetry with respect to manner modification, supposedly establishing two subtypes of stative predicates, and this is the phenomenon that the present paper is centred on. I want to argue in this paper that the peculiar behaviour of (certain) statives with respect to manner modification is actually not related to a distinction in terms of different sorts of external arguments, and that it cannot (directly) be used to determine the range of application of the neo-Davidsonian analysis.

Rather, I want to show that the crucial factor which governs the applicability of manner modifiers is the conceptual complexity of the property expressed by a verb or an adjective. To this end, verb meanings will be decomposed into a richer conceptual structure, consisting of property values and sorted in conceptual dimensions; manner modifiers then typically have the effect of restricting the admissible property values of one dimension.
2  Manner Modification: Beyond Event Predication

The striking thing about the examples seen in (2) above is that verbs and adjectives may behave differently with respect to the licencing of modifiers, in spite of being fairly similar in meaning. It should be made clear, however, that the distinction at issue here is not tantamount to the categorical distinction between verbs and adjectives (even though the selection of examples given in (2) might suggest this). For one thing, there are verbs in Maienborn’s data that pattern with the "K-states" (e.g. wissen / know or wiegen / weigh(intransitive)). For another, it seems that there are a few predicative adjective constructions in German which denote events and pattern with evetive verbs in the perception verb construction (e.g. German behilflich sein, which as far as I can tell means exactly the same thing as the verb helfen and English help, and behaves in the same way according to the tests — all this in spite of the adjectival derivational affix –lich).

Therefore, a truly semantic explanation is needed for the differences with respect to modification. Any such explanation will have to posit that similarities of meaning, as between sleep and tired, are actually misleading and that there are subtle semantic factors which make a decisive difference. As already outlined, Maienborn (2004) offers the explanation that the distinction is related to the fact that adjectives like müde / tired do not refer to events (e), but to abstract "property exemplifications" (of a sort k, i.e., "Kimian states"). Apparently, then, the modifiers in the problematic cases would not be able to accomplish exactly this kind of predication:

(3)  sleep(e) & peaceful(e)  (to sleep peacefully)
    tired(k) & * peaceful(k)  (to be tired peacefully)

However, there are some immediate objections that can be raised against this sort of approach. For one thing, it seems that the effect is not strong enough for the predicted sortal mismatch. Consider the following attempts at predicating the adjective "peaceful" of different sorts of entities:

(4)  Event:  peaceful(e)  John is sleeping peacefully
    "K-state":  peaceful(k)  ? John is peacefully tired
    Fact:  peaceful(f)  * The fact that John is tired is peaceful
    Proposition:  peaceful(p)  * It is true, and it is peaceful, that John is tired

Truly abstract entities are found to produce a deviance that is markedly more profound. To save the idea of a sortal mismatch, one would have to posit that abstractness is a matter of degrees and that this makes K-states produce relatively weaker deviations.

However, a second objection is that the clear contrast in perception verb constructions, another diagnostic for the K-/D-distinction with states, does not align with the patterning of modifiers. In (5), it can be seen that we get clear differences between verbal and adjectival expressions for various kinds of "being open" in German:

(5)  a. offen sein ≈ offenstehen
    ?? Ich sah die Türe offen sein  (I saw the door be open)
    ok  Ich sah die Türe offen stehen  (I saw the door stand(ing) open)

b. offen sein ≈ klaffen
    ? Ich sah da eine Lücke offen sein  (I saw a gap be open)
    ok  Ich sah da eine Lücke klaffen  (~ I saw a gap yawning)
c. offen haben ≈ aufsperren  
    ? Ich sah ihn den Mund offen haben  (I saw him have his mouth open)  
    ok  Ich sah ihn den Mund aufsperren (~ I saw him have his mouth (wide) open)

In spite of these clear contrasts, modifiers are applicable in the very same way. For instance
the asymmetry shown in (5c) above cannot be replicated with modification data:

(6)  
   a. weit "wide":
       Er hatte den Mund weit offen / Er sperrte den Mund weit auf

   b. locker "slack, relaxed"
       Er hatte den Mund locker offen / # Er sperrte den Mund locker auf

While in (6a) the adverb wide is able to modify both predicates, there is a deviation in (6b) with the supposed K-state — however, it is of an interesting kind: the sentence Er sperrte den Mund locker auf is felt to be contradictory. This, however, shows that the modifier locker is semantically applicable, because otherwise the contradictoriness of its contribution could not be ascertained. This is to say, the word meaning of the verb aufsperren contains a component that is the opposite of locker: it is a manner of keeping one’s mouth open with the application of some force.

This is a simple example for why conceptual explanations may be needed to rule out deviant modification structures, and it provides an initial motivation to investigate how far such conceptual explanations can be carried, and how they can be formulated, to begin with.

3 Conceptual Structure

3.1 A Simple Example: Colours and Colour Terms

3.1.1 Feature Dimensions
As a first approach to an analysis of conceptual structure, let us have a brief look at a fairly narrow and well-understood conceptual domain, namely colours, taking up a recent proposal of conceptual modelling by Gärdenfors (2000). Colours involve three perceptual parameters: hue, brightness, and saturation. Each of these can be represented as an array of values, depicted below as arrays of points; in reality, however, the degrees of brightness, saturation, and the hue values must be continuous scales. Following Gärdenfors (2000), I will call each of these scales a property (in a narrow sense); it is made up of property values.

(7)

Gärdenfors (2000) proposes to represent the internal structure of the conceptual domain "colour" as a unified quality space, with hue, brightness, and saturation as its three
dimensions. A particular colour concept, e.g. "green", would then correspond to a coherent region in such a 3D-space. It would involve the hues around the "prototypical green" in (7a); a medium range of brightness values from (7b), coupled with a range of saturation values from (7c) that at least excludes the transparent end of the scale.

However, as argued in detail by Geuder & Weisgerber (2005), a literally geometrical representation in terms of a unified metrical space is not a generally viable technique for the representation of concepts of all kinds, even though it does seem to work for colours and other simple properties. Therefore, let me use a more abstract representation that takes up the idea of having separate tiers ("feature dimensions") which are made up from property values.

Let us say that the conceptual substructure of a predicate P provides sets Q1, Q2, ..., Qn, called the conceptual dimensions of P, such that each Q is made up of a number of mutually incompatible property values:

(8) P: <Q1 = {q1a, q1b, q1c, ...}, Q2 = {q2a, q2b, q2c, ...}, Q3 = {q3a, q3b, q3c, ...}, ...>

For the colour "green" as an example, we would have the substructure Q1 x Q2 x Q3, which can be characterised as follows:

(9) green:
<QHUE = {..., q1a, q1b, q1c, ...} (a set which includes the various "green" hues),
QBRIGHTNESS = {..., q2b, q2c, ...} (brightness values, excluding at least the extrema "black" and "white"),
QSATURATION = {... q3b, q3c, ...} (excluding at least the extreme values in the region "fully transparent")>

While in this particular case, an ordering can be imposed on the values, this need not be the case in general.

3.1.2 Modifiers
Let us now see how this simple model can be used to account for modification. The idea in Gärdenfors (2000) is to see modification as an operation that restricts the allowed range of property values of a concept in (at least) one dimension. Indeed, it appears that the modifiers which can appear with colour terms can be sorted into the dimensions outlined above:

(10) blaugrün  hellgrün  blassgrün
blueish green  bright green  pale green

Here is a sketch of how the modification operation works. Let us consider the example hellgrün ("bright / light green"). The modifier hell is indexed for the quality dimension "brightness" and hence targets only the brightness dimension of the modified concept "green", leaving its other dimensions unchanged.

(11) a. hell  QBRIGHTNESS = {..., hw, hx, hy, hz}
b. grün  <QHUE = {..., ga, gb, gc, ...},
QBRIGHTNESS = {..., q2b, q2c, ...},
QSATURATION = {... q3b, q3c, ...} >
c. hell (grün)
<QHUE — unchanged,
QBRIGHTNESS = QBRIGHTNESS(hell) ∩ QBRIGHTNESS(grün),
QSATURATION— unchanged >

While this account of modification targets property values, it is equivalent to the familiar view of modification as intersection of extensions. This is so because the feature values on each dimension are mutually exclusive, so every object in the extension of a predicate must have exactly one value in each dimension. Consequently, all n-tuples of values from \( Q_1 \times Q_2 \times \ldots \times Q_n \) are mapped onto disjoint sets of objects, and every operation that restricts the set of admissible feature values has the same effect on the extension of the predicate.

3.1.2 Manners vs. Degrees

Given that the modification operation just described involved scales of ordered feature values, there is some similarity with degree modification, and some remarks are in order as to the distinction between subsective modification and degree modification. It is not immediately clear whether the instances discussed above should be called "manner modification", but manner modifiers can in any event be grouped with other typical intersective modifiers and contrasted with degree modifiers.

Obviously, degree scales are based on a decomposition of properties into feature values, too. In modifying the property scales that form the dimensions of colour concepts, however, we used modifiers which themselves had a conceptual content in terms of a property scale. This, then, is a first difference to degree modification: Degree modifiers carry an abstract specification for regions on arbitrary property scales, e.g. very denotes the upper end of any degree scale. Therefore, degree modification involves an additional step of mapping from a set of feature values onto an abstract scale of degrees, and degree modifiers operate on the latter.

Moreover, it could be seen that we were dealing with modifiers that applied to "multidimensional" conceptual structures, and these are exactly the ones that are hard to combine with degree modifiers. This difference is expected because modifiers that are indexed for some particular conceptual domain will be able to retrieve their designated domain when applied to a larger conceptual structure in the process of modification. For degree modifiers to work, however, we need a predicate that denotes one single scale, i.e. a property (in the narrow sense). It is possible to force the application of degree adverbs to complex concepts, for instance, in German we find clear cases of degree modification with verbs (cf. Stamm 2005). Either we have to formulate specific conditions as to the accessibility of particular gradable meaning dimensions inside a complex concept, a particular type of prominence that makes a conceptual dimension accessible for simple degree modifiers; or we have to formulate a mechanism that is able to map the whole concept onto a scale (say, a scale of intensity), and apply the degree modifier to this derived scale. In any case, the distinction between degree and intersective / manner modification remains intact.

As a last aspect of this distinction, we cannot reasonably suppose that all property dimensions of arbitrary concepts will always involve a scale of ordered values, although this was the case with the three dimensions of colour. The mechanism of restricting sets of feature values sketched in 3.1.2 above is also available for property dimensions without scalar ordering, while degree modification cannot apply in such a case. This is the case with the more complex concepts that I am now turning to.

3.2 Predicates of Light Emission

In this section, the conceptual approach will be applied (with modifications and extensions) to a set of examples that are more crucial for Maienborn’s (2004) argument that certain statives do not show effects of an event argument. Consider her example (12a) along with the
contrast examples (12b-c):

\[\begin{align*}
\text{(12) a. Die Perlen glänzten matt / rötlich / feucht} \\
\text{(The pearls were gleaming + modifiers: dull / reddish / moist)} \\
\text{b. Das Licht war ?? feucht hell / ?? rötlich hell} \\
\text{(The light was moistly / reddishly bright)} \\
\text{c. Die Lampe leuchtete hell / rötlich / ?? feucht} \\
\text{(The lamp was shining brightly / reddishly / moistly)}
\end{align*}\]

Example (12b) (not provided by Maienborn) contrasts with (12a) in the same fashion as the group of examples introduced earlier in (2c): \textit{glänzen} (gleam, glow) allows a whole range of modifiers while the adjective \textit{hell} (bright) does not admit any of them. In spite of the neat contrast between (12a) and (12b) it can already be seen that there is no clear-cut division between just two types of predicates: the verb \textit{leuchten} (shine (intr.)) allows some of the modifiers that may appear with \textit{glänzen}, but not others. This calls for an examination of the conceptual interpretations in more detail.

3.2.1 Re: (12b) Das Licht war ?? feucht hell / ?? rötlich hell

Example (12b) can already be understood on the basis of what has been said in the section on colour concepts above. Modification fails because the conceptual substructure of \textit{hell} (bright) is a simple scale and does not provide isolable property dimensions that manner modifiers could target inside it. There is a slight complication here in that the construction \textit{rötlich hell} is not immediately judged as deviant by many German speakers, but this is arguably due to interference with a compound \textit{rötlich-hell} which does not have \textit{rötlich} (reddish) as a modifier but rather means "reddish and bright", thus not modifying the brightness value itself. This interpretation is irrelevant to the point at hand, however.

3.2.2 Re: (12c) Die Lampe leuchtete hell / rötlich (The lamp was shining brightly / reddish)

With the analysis of the concept \textit{leuchten} / shine we get to cases that do not yield easily to a description in terms of orthogonal feature dimensions, which is one of the things that speak against Gärdenfors' (2000) geometrical interpretation of the conceptual decomposition (in addition to the points raised in Geuder & Weisgerber 2005).

Many concepts require an analysis with a richer structure in which the conceptual dimensions are linked via additional relations and constraints. Such structures have been described e.g. in the frame theory of Barsalou (1992). A first inspection of the model in Barsalou (1992) shows that some of the 'relational links' which his model provides correspond to aspects of the model already given in section 3.1 above. In particular, Barsalou's "TYPE" relation mirrors the relation between conceptual dimensions and their property values, i.e., the "TYPE" relation serves to split a concept into mutually exclusive values that implement it. A further relation which Barsalou calls "ASPECT-OF" is what serves to couple a set of (what we have called) "dimensions" to form a concept. This structuring is thought to be recursive, however: a concept may be decomposed into sub-concepts which themselves exhibit a decomposition into quality dimensions.

A comprehensive review of frame theory is clearly beyond the scope of this paper, and for the present purpose, it will suffice to adapt its major ingredients into a simplified representation. However, a weakness of the system in Barsalou (1992) which must be pointed out is that the "ASPECT-OF" link serves as a cover term for a whole number of different relations without reflecting any further differences. In particular, it treats conceptual dimensions of verb
meanings on a par with participant roles. In my representation of the verb *leuchten / shine*, I will therefore annotate the structure with functor-argument relationships. Hence, the meaning of *leuchten* will be decomposed basically as "(for a source) to emit light", with the appropriate "ARGUMENT" links between these two aspects of the concept, plus a some sub-aspects of each of the main constituents that can be easily identified. The component "light" makes recourse to the concept "colour" which has already been analysed.

(13)

```
leuchten / shine
```

source arg emit arg (light)

loc produce path impact colour/hue

amount rate ...

The conceptual constituent related to "emission" will minimally have to involve the characterisation of a process of light production, a path of the light emitted and a characterisation of what happens at the endpoint ("impact", e.g. visibility). Obviously, the argument relation that connects "emit" with "light" has to be inherited by the subconcepts of "emit". The component "light" functions as an argument, it is true, but does not surface in the argument structure of the verb; therefore it is simultaneously classified as a conceptual dimension (more on this topic below).

Without going too far into the details of conceptual knowledge that are implicit in this decomposition, let me point out that many modifiers can be easily identified as pertaining to specific sorts of sub-concepts or property values:

(14)  

```
hell leuchten (shine brightly) : BRIGHTNESS  
rot leuchten  (shine red)      : COLOUR/HUE  
konstant leuchten (shine constantly) : PRODUCE: RATE  
schwach leuchten (shine weakly) : PRODUCE: AMOUNT & IMPACT ...
```

In this way it becomes clear why the verb *leuchten / shine* supports more modifiers than *hell / bright*: the reason is its greater conceptual complexity. Since *leuchten* includes the conceptual dimension of *hell*, modifiers of the latter carry over to the former.

### 3.2.3 Re: (12a) *Die Perlen glänzten matt / rötlich / feucht* (The pearls were gleaming + modifiers: dull / reddish / moist)

As a next step, let us consider the conceptual structure of *glänzen /gleam*, which involves an additional degree of complexity. First of all, we can observe that nearly all the modifiers that were found to combine with the verb *leuchten / shine* are found here again: we get *hell glänzen, rot glänzen, schwach glänzen*, in parallel to the data in (14). This indicates that *glänzen / gleam* should incorporate much of the conceptual structure of light emission concepts.

An intriguing case, however, is the use of the adjective *feucht* (*moist, wet*) as a modifier. Note the contrast between *glänzen* and *leuchten* in this respect:

(15)  
```
Die Perlen glänzten feucht (the pearls gleamed wet)  
?? Die Kugel leuchtete feucht (the sphere shone wet)
```

---
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This contrast can be explained as being due to a meaning component of *glänzen* that makes reference to properties of a surface and which is absent from *leuchten / shine*. To see this, note that *feucht* as a modifier can only be construed with respect to a surface in this example, although other construals would be allowed by the lexical meaning of the adjective. A log of wood, for instance, can be said to be *feucht* when it is soaked through with moisture. However, in (16) this construal is excluded:

(16) Das Holz glänzte feucht    (the (piece of) wood gleamed wet)

Here, we must be dealing with a situation in which there is water on the surface (it is easier to imagine a piece of wood with a varnished surface, which is wet), not with a piece of wood which is damp and rotten and at the same time has a varnished surface which is gleaming in the sun. How do we know that *feucht* may only refer to a property of a surface when it modifies *glänzen*? The reason must be that the verb does not provide for any other way of linking the modifier to the situation frame. This demonstrates that the notion of a surface is accessible from the verb meaning. And the reason for this is the specific way in which *glänzen / gleam* specifies a concept of light emission: it is light emission by reflexion at a surface. Here is a sketch of the relevant parts of the situation frame:

(17) ![Diagram](attachment:diagram.png)

If we say that there is a "surface" feature which licences the application of the modifier *feucht*, however, we are running into new problems, because not any adjective that is applicable to surfaces can become a manner adverb; for instance we don't get *zerkratzt* or *schmutzig* *glänzen* (gleam + modifiers "scratched /dirty"). And more generally, one might raise the question of how the content of such conceptual representations is to be kept within bounds, and how endless chainings of world knowledge can be avoided: do all kinds of conceptual knowledge that are related to surfaces have to be included in (17) as well?

I propose that, indeed, we need a fixed, and selective, representation of that part of conceptual information that may interact with the semantics. Let us make the general stipulation that event concepts do not automatically inherit the conceptual dimensions of the possible referents of their argument roles — only if a predicate specifies implicit argument roles does their sortal information count as part of the predicate's meaning. This stipulation is also needed to secure the conclusion from the discussion surrounding (16) above: the alternative interpretation which was found unavailable for (16) (a log of wood soaked through with moisture and gleaming for some other reason) would actually correspond to a simple predication of *feucht / moist* on the subject of the sentence. Therefore, we generally have to exclude a construal of modifiers as simply predicating of the subject argument. Arguably, this predicational relationship is only possible in a different grammatical construction, namely a depictive construction. (See Geuder 2004 for details about the semantic delimitation between depictives and adverbial modifiers, and Geuder (2000, ch. 3) for further substantiation of the claim that manner modifiers exclude predication of a syntactic argument but can be licenced by implicit argument roles).

These considerations lead to the conclusion that the shadowed part in (17) is not a possible target for a manner modifier. If this is true, the mechanism of modification in the example *feucht glänzen* must be of a different kind than the one in (13-14). We are led to the conclusion that one of the core conceptual dimensions must undergo modification, not just the
"source / surface" part.

The solution to this problem is that, this time, the modifier applies in an indirect fashion — technically, by invoking what is called a constraint in Barsalou (1992), i.e. a correlation between values which is part of the knowledge base. The very concept of "reflexion of light at a surface", which is at the heart of the meaning of glänzen / gleam, involves knowledge about a correlation between properties of a surface and corresponding qualities of the light emitted by it. To begin with, the surface has to have a certain smooth texture for reflexion to be possible at all, and moreover particular materials, such as water, are associated with their own characteristic pattern of light reflexion. This piece of knowledge must enter into the calculation of the conceptual interpretation of the modifier.

Let us invoke an additional attribute "radiance" in the representation below to capture more differences in the qualities of the light emitted:

\[
\text{(18)}
\]

\[
\begin{align*}
\text{glänzen / gleam} & \\
\text{source} & \text{arg} \quad \text{emit} & \quad \text{arg} \quad \text{(light)} \\
\text{surface} & \quad \text{reflexion} & \quad \text{colour/hue} \\
\text{substance} & \quad \text{:} \{\text{water, varnish,} \ldots\} \\
\end{align*}
\]

Correlation: “Theory of light reflexion”.

Inference: feucht = water on surface

As I have said, manner modification must involve one of the core conceptual dimensions of glänzen. This is indeed possible due to the correlation of "radiance" and probably "brightness" with properties of surfaces — provided that an inference is added that the predication by the modifier feucht concerns a surface. Via the said correlation, this modifier then effects a restriction of property values in the "radiance" and "brightness" dimensions, and thus indirectly targets the conceptual core of glänzen, even though it does not bear a lexical specification that targets these conceptual dimensions.

Let us sum up the findings concerning the indirect restriction of an event property, in which properties associated with entities external to the event concept plus a constraint on correlations of property values yields a restriction on event-internal property values. The shifted interpretation of an adjective A, for application as a modifier to an event concept C then derives as follows:

\[
\text{(19) MANNER}_C (A) \text{ is a set } S \text{ of property values } q \text{ such that for some } a \in A:\n\exists Q \text{ in } C \text{ with } q \in Q, \text{ and } \text{GEN} [a(x) \Rightarrow q(e)] \text{ (for some } x) \\
\text{Interpretation:} \\
\text{MANNER}_C (A) \text{ (C), with } Q_1, \ldots, Q_n \text{ as the conceptual dimensions (attributes) of } C:} \\
\text{=} \text{ the structure } C \text{ with } S \cap Q_i \text{ replacing } Q_i, \text{ unchanged elsewhere.}
\]
3.3 D-States

We have now arrived at a fairly elaborate view on how manner modification may be governed by the conceptual complexity of verb meanings. Naturally, all that could be done here is to lend this claim some credibility; there is no proof in the strict sense, because the argumentation would be complete only after in-depth analyses have been conducted of each single verb type and its modifiers.

In order to provide some further substantiation for the conceptual approach to manner modification, let me now sketch an account for the intriguing contrasts uncovered by Maienborn (2004, 2005) which concern "minimal pairs" such as the following (partly taken from Maienborn, with contrasting examples added to (20b-c):

(20) a. Bardo schläft friedlich. (B. is sleeping peacefully)
    * Bardo war friedlich müde (B. was peacefully tired)

b. Carolin saß reglos am Tisch. (C. sat motionless at the table)
   ? … war reglos aufrecht (? C. was motionless upright)

c. * Carolin war geduldig durstig (* C. was patiently thirsty)
   Carolin schmachtete geduldig in der Hitze
   (roughly: C. was patiently suffering / parched in the heat)

These examples show manner modification with "D-states", i.e. Maienborn’s "eventive" subtype of states. I think it is important to observe that all these modifiers form a coherent semantic class — they speak about "things not happening":

(21) friedlich peaceful = "without disturbance"
    reglos motionless = "without moving"
    geduldig patient = "without losing calmness / without change of attitude"

Accounting for these cases requires a new property dimension, which I would like to identify as "the continuation / termination conditions for a state". Hence, we are dealing here with a feature that is to some extent a dynamic, hence eventive, feature. While this feature is not dynamic in the sense of asserting change, it speaks about potentials of change. A device for representing this is already in place in the framework of Barsalou (1992), namely a link of the type "STATE". This relation serves to specify property values (of object concepts) which cooccur in an event because they appear in a sequence. The particular pattern of sequencing itself is stated separately as a conceptual dimension of its own. Consider the following sketch of the concept schlafen / sleep:

(22) schlafen / sleep

state-quality sequence accompanying events loc ...
    : {ITERATE (sleep-state)} : {snore, murmur, ...}

In this representation, Barsalou’s "STATE" link has been rewritten as an iteration instruction, since we are dealing with a succession of states of the same type. The basic idea is then that event and state concepts may specify termination conditions: it is certainly part of our conceptual knowledge about sleeping that it is terminated by waking up. We can now begin to
understand the meaning of the modifier *friedlich / peaceful* via a correlation between termination conditions and accompanying events of sleeping: the modifier indicates "absence of disturbance", i.e. there are no accompanying events of a kind that could trigger, or come close to triggering, termination of the situation.

The introduction of a conceptual dimension of iteration / termination conditions should suffice to indicate the direction of an analysis; however, for reasons of space, this cannot be elaborated in more detail in this paper. In sum, however, it seems to me that this type of attribute is at the core of Maienborn's (2004, 2005) distinction between "event-like" and "property-like" statives. It should have become clear that this distinction can be modelled without making recourse to different types of referential arguments.

At the same time, however, it would not seem to be incompatible with Maienborn's analysis: predicates referring to abstract objects may well turn out to have a poorer conceptual structure than concrete, eventive predicates. The sortal distinction would then be in parallel to the differences in conceptual structures. In the first place, therefore, the conclusion to be drawn is that the the analysis of manner modification is independent of the issue of neo-Davidsonian arguments with statives. The argument that predicates lack an event argument because they do not support (certain) manner modifiers is not valid.

### 4 Conclusions and Outlook

In the preceding sections, the restrictions on how various verbs and adjectives select their modifiers have been derived from the conceptual content of the predicates in question. I have defended the thesis that it is the factor of conceptual complexity which determines the range of modification options. If a group of predicates is observed to allow fewer modifiers than others, this can therefore be seen as pointing to a smaller conceptual complexity.

We are then led to the expectation that what Maienborn (2004, 2005) identifies as K-states on the basis of manner modification data, is actually to be characterised as a group of concepts with relatively poor conceptual substructure. It has already been pointed out that restrictions on manner modification cannot be used as an argument against a neo-Davidsonian analysis of states, because these two issues are orthogonal. We are now left with the question of whether the results of the conceptual model of modification are at least compatible with the claim of sortal differences.

One thing that casts doubt on having a sortal distinction between two types of statives is that it predicts a clear-cut dichotomy. The analysis of modifiers (e.g. with *bright / shine / gleam*) does not support such a dichotomy. The considerations in section 3.3 rather suggest that between "static" and "dynamic" concepts there is a grey area of concepts variously involving "dynamic potentials". It is not clear that all such concepts can uniformly be analysed as event-denoting and as being in contrast to nondynamic concepts. Deciding this point has to be left for future work, though.

Moreover, we are still not in a position to provide a clean definition of what is a manner adverb and what is not, although, of course, the claim that (certain) statives do not allow manner modification would require such a definition. This problem similarly applies to the work of Katz (2003), who likewise maintains that statives do not have Davidsonian arguments, and who proposes that all modifiers of statives might be explained away as predicate operators, instead of being neo-Davidsonian predicates. From my perspective, this distinction is not so clear-cut. In a way, I have sketched a view in which all kinds of manner modification are reduced to operations on predicates; but this only concerned the level of conceptual analysis, not semantic composition in the clause. My account could be implemented in Logical Form either as composition via predicate operators or via Davidsonian predication. In an extensional, neo-Davidsonian representation, a manner adverb
would appear as a context-sensitive property of events. This is to say, adverbial modifiers, defined via a set of property values as in (19) above can always be mapped onto a set of events, i.e. a neo-Davidsonian predicate of events. The template MANNER\(_{(C)}(A)\) (for a modifier A in the context of an event predicate C) would then represent a lexical operation that shifts an adjective A, initially a predicate of some other sort of entities, to a predicate of events, in a way which is sensitive to the meaning of C. Then, the neo-Davidsonian representations of the modifiers would not reflect their underlying lexical-conceptual format; rather, the neo-Davidsonian semantics for manner modification would have to be seen as a purely compositional device. (This position has already been expressed in Geuder 2000).

In spite of the continuing uncertainty as to the precise delimitation of manner modification, one of the positive results of the present work is that a conceptual definition of "manner modification" is at least within reach. Still, we have various options as to how we can define a class of "manner adverbs" from the background of conceptual structures:

- **Variant 1**: Manner = "Modifiers that restrict some conceptual dimension of a multidimensional concept (a predicate of category V?)"

  This is the most liberal way of defining manner. It would create a minimal contrast between \textit{hell rot} "brightly red" (more than one dimension, hence "manner") and \textit{angenehm hell} "pleasantly bright" (scalar adjective, hence no "manner"). Usually, however, all subsective modifiers of nouns would also be excluded from the class of "manner modifiers", in spite of well-known semantic parallels between many noun and verb meanings; and I have never seen the term "manner" applied to adjectives. It also remains unclear whether all subsective modifiers of verbs should be included.

- **Variant 2**: Manner = "Modifiers that restrict some conceptual dimension of an event-denoting predicate"

  The distinction sounds intuitively appealing, but, evidently, it begs the question as to which predicates denote events! The definition probably creates minimal pairs like: \textit{hell leuchten} "shine brightly" (manner) vs. \textit{hell rot} "brightly red", but it would not contribute to an understanding of the difference.

- **Variant 3**: Manner = "Modifiers that restrict an eventive type of conceptual dimension"

  In this way, not all subsective modifiers of verbs, but only those addressing change-of-state concepts or continuation conditions (etc.) inside a verbal concept would qualify as manner modifiers. This begins to appear overly strict, as it would characterise \textit{friedlich schlafen} "sleep peacefully" as manner modification, but exclude the type \textit{hell leuchten} "shine brightly".

Probably, "manner modification", while not devoid of content, is going to remain a notion without sharp boundaries. All in all, then, I conclude that the facts about manner modification point to a continuum between eventive and stative concepts, and that manner modification cannot be reduced to matters of Logical Form and predication of Davidsonian arguments.
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Abstract

This paper investigates the semantic underpinnings of the distinction between two syntactic types of “manner of movement” verbs in Levin (1993), namely the RUN and ROLL classes. According to Levin's (1993) and Levin & Rappaport's (1995) work on unaccusativity, a semantic factor of “internal causation” should be the trigger for the classification of a movement verb as intransitive (=not-unaccusative), and hence for its belonging to the RUN class. We point out empirical problems for this characterisation, mainly coming from the different readings of the German verb fliegen (fly). From a comparison with other semantically similar verbs, we conclude that the semantic description which underlies the class distinction should be refined: instead of “internal causation”, the crucial semantic factor is described here as “inherent specification for a momentum of movement”. This result indicates that forces, and relations between forces, have to be part of the semantic description of the manner component in movement verbs.

1 Introduction: Manner-of-Movement Verbs

1.1 A Syntactic Distinction

A topic in verb semantics that has continued to attract attention is the distinction between two types of movement verbs, viz. “directed motion” vs. “manner of motion” verbs. In view of the large amount of literature devoted to this distinction, astonishingly few authors have addressed the issue of explicating the notion of “manner of movement”, which lies at the bottom of this whole strand of research. One work which offers at least a subclassification of manner of movement verbs is Levin (1993). Levin notes a major contrast between two classes of manner of motion verbs, which she dubs the ROLL class and the RUN class. Here are some examples:

(1)

<table>
<thead>
<tr>
<th>run-class</th>
<th>roll-class</th>
</tr>
</thead>
<tbody>
<tr>
<td>amble, climb, fly, jump, tiptoe, …</td>
<td>drift, drop, float, revolve, …</td>
</tr>
</tbody>
</table>

This grouping first and foremost reflects a syntactic distinction and is therefore connected to verb semantics only in an indirect fashion. As amply discussed in Levin & Rappaport (1995), the ROLL class consists of verbs whose single argument behaves as an underlying object, i.e. they are unaccusative verbs (even when occurring in isolation), while the RUN class, in contrast, consists of verbs which are intransitive in a strict sense\(^1\), i.e., verbs with an underlying subject argument (even if these verbs may enter into unaccusative constructions when combined with directional PPs).

---

\(^1\) We want to avoid the awkward terminological opposition “unaccusative” / “unergative”, so the term “(strictly) intransitive” will be reserved here for verbs with an underlying subject, as opposed to unaccusative verbs; the cover term which we use for the larger class of verbs with one argument is “one-place verbs”.

An important test for this distinction in English are constructions with a resultative adjective. As a rule, an adjective that adds a resultant state to a process verb can only be predicated of a syntactic object, cf. (2a-b) below. True intransitive verbs may still appear in this construction, but then a dummy reflexive object has to be inserted, as in (2b).

(2) a. John kicked the door open
b. The children ran themselves tired. / * The children ran tired.
c. The door rolled [tired] open

Example (2c) then shows how resultative constructions can be used as an unaccusative diagnostic: unaccusative verbs are a class of seemingly exceptional one-place verbs which may appear in this construction with just their sole argument and without dummy reflexive object. The reason is that the sole argument of an unaccusative verb counts as an object for the purpose of the predication rule.\(^2\)

1.2 Semantic Correlates

Levin & Rappaport (1995) have investigated the question as to the semantic triggers of unaccusativity in great detail. They propose a set of linking rules, whose interaction derives the difference between verbs with underlying objects and underlying subjects. Given that verbs of manner of movement do not intrinsically denote a change of state — which is the single most important factor that triggers unaccusativity — what is most important for us are their “immediate cause linking rule” and the “default linking rule”.

Consider first the formulation of the “immediate cause” linking rule:

(3) **Immediate Cause Linking Rule**

“The argument of a verb that denotes the immediate cause of the eventuality described by that verb is its external argument.”

(Levin & Rappaport (1995), p.135)

One-place verbs which assign such an immediate causer role to their only argument are therefore intransitive. It is important to sort out some fine points in the interpretation of this rule, however. As the authors stress, an immediate cause(r) is not the same as an agent or a participant that exerts control over a situation. For example, verbs like hiccup may describe involuntary actions, but the immediate cause of the situation still lies with the subject. The same is true for verbs of emission, like shine or stink, and for verbs which denote the maintenance of a position or configuration, like kneel. With respect to examples of this kind, the authors explain their concept of causation as follows:

(4) **(Internal) Causation:**

“…The concept of internal causation subsumes agency. However, an internally caused verb need not be agentive … For example, the verbs blush and tremble … can … be considered to describe internally caused eventualities, because these eventualities arise from internal properties of the arguments.”

(Levin & Rappaport (1995, p. 91))

The notion of “internal causation”, which figures here is a subcase of the general concept of causation. If we are to apply the immediate causer rule to movement verbs, then internal causation is what is relevant for manner of movement verbs. In general, the notion of “internal causation” serves to separate verbs like the ones just discussed from “external causation” in which the causer is not involved in the manner of the event but merely sets

\(^2\) For our purposes, it is not necessary to resolve the question of whether the unaccusativity tests really establish a difference in the syntactic position of the argument, or whether they are sensitive to a semantic classification of verbs. For ease of exposition, we adopt the syntactic parlance.
things into motion. This latter class of verbs allows the causer to be dropped, giving rise to the
causative-inchoative alternation, which occurs e.g. with *roll*:

(5) a. They rolled the cheese to the train station
   b. The cheese rolled to the train station

External causers can only appear with transitive verbs, because otherwise the remaining core
of the situation (minus the causer) would not have a participant. One-place verbs therefore
can only appear with internal causers, or be unaccusative, i.e. without causer at all. This leads
us to an additional criterion that supports the classification of movement verbs: If there is a
transitive variant with a meaning of direct causation — like (5a) above — the corresponding
one-place variant was unaccusative, and hence belongs to the \textit{ROLL} class.

When we are dealing with a member of the \textit{RUN} class, there may sometimes be transitive-
causative variants, too, but they invariably have a meaning of indirect causation. Since the
lexical meaning already specifies an internal causer, the addition of another causer subject in
the transitive construction leads to a chaining of causes, i.e. a role of indirect causer for the
highest argument, and a role of immediate causer for the other one. For example, in (6) below,
the subject is an indirect causer because it is understood that it is still the rat itself that does
the running:

(6) The psychologists ran the rat through the maze

Levin & Rappaport (1995) point out that in such examples the directional PP is needed for the
example to be grammatical. This seems to be related to the finding that addition of a
directional PP creates a change in syntactic categorisation, turning any agentive movement
verb into an unaccusative construction. In other words, there is a linking rule according to
which a feature of directionality of movement triggers unaccusativity, and this rule overrides
the causer rule (Levin & Rappaport 1995, p. 158). Apparently, then, what happens is that a
syntactically unaccusative structure is needed as a basis for causativisation to apply. The
conceptual content of the verb's meaning is not lost, however, even if the directional PP
creates a change in syntactic categorisation. Hence, the interpretation is that of indirect
causation.

In sum, we can use causativisation patterns to diagnose a lexical verb as unaccusative,
provided we make sure that the interpretation involves direct causation and that the derivation
also works in the absence of a directional PP. Verbs of the \textit{RUN}-class, in contrast, show a
different causativisation pattern: causatives are confined to structures with directional PPs.

1.3 Unaccusativity as Default

There is one further component of Levin & Rappaport's model that we need to take into
account here:

(7) \textit{Default Linking Rule}

  “An argument of a verb that does not fall under the scope of any of the other linking
  rules is its direct internal argument.”         (Levin & Rappaport (1995, p.154))

We need not be concerned with the question of which other linking rules there are — none of
them would be relevant to the group of manner of movement verbs. But what is important is
the default status of unaccusativity that follows for one-place verbs: if no particular semantic
property is present that triggers linking of a verb’s sole argument to the subject position (or
object position), the single argument will be treated like an object. As a consequence, it would
only be the \textit{RUN}-class which carries a positive semantic specification for a feature “internal
causation”. In contrast, the unaccusative ROLL-class is an “elsewhere” case with no unified semantic definition.

In sum, then, the ROLL class emerges as a class of verbs which appears to be underspecified in two respects: these verbs do not provide a causer of the situation they describe, and they do not exhibit a positive specification that defines them as a unified semantic class. In contrast, RUN verbs are a type of manner of movement verbs which have a positive semantic specification (internal causer) that defines them as a unified class in terms of syntactic and semantic classification.

2 The Problem of Double Classification

We now want to discuss an apparent drawback of the classification of manner of movement verbs shown in (1) above, namely the fact that a large number of verbs is listed by Levin (1993) in both groups simultaneously. In other words, there appears to be a large amount of lexical variability with respect to the semantic factor that determines unaccusativity, and one might ask whether this blurring of the categories is a reason to doubt the lexical-semantic relevance of the grouping.

(8)

<table>
<thead>
<tr>
<th>RUN-class</th>
<th>ROLL-class</th>
</tr>
</thead>
<tbody>
<tr>
<td>amble, climb,</td>
<td>drift, drop,</td>
</tr>
<tr>
<td>fly, jump,</td>
<td>revolve, rotate,</td>
</tr>
<tr>
<td>float, glide,</td>
<td>float, glide,</td>
</tr>
<tr>
<td>slide, roll (!)</td>
<td>slide, roll,</td>
</tr>
</tbody>
</table>

The doubling of the entries in the second line of each cell points to the fact that certain verbs can be construed as internally caused movement or, alternatively, as movement brought about by an implicit external force. The resultative test confirms that these really belong to two separate classes:

(9) a. The curtain rolled [(*itself) open].

   b. The children rolled [the grass flat].  (Levin & Rappaport 1995: 209-10)

Example (9b) is understood as describing a volitional action by the children. The resultative construction displays the structure of intransitive verbs in that it allows an additional object that is not selected by the verb roll but case-marked by it. The appearance of a non-selected object is a phenomenon which is akin to the insertion of a dummy reflexive; unaccusative verbs are unable to support either type of object.

The reason for the fact that only some of the verbs but not all of them allow the alternation in (9) should obviously be sought in their lexical semantics. Levin & Rappaport (1995: 211) state: “The variable behavior of certain verbs of manner of motion is simply the result of the existence of a lexical semantic constant that, by virtue of its nature, is basically compatible with more than one lexical semantic template.” In other words, the manner component in the meaning of the verb roll is neutral with respect to the feature [+internal causation], and so a feature of internal causation may be freely added. We take the quotation to mean that this difference in interpretation can be represented as the augmentation of a semantic template:

(10) \[ \text{x PROCESS}_{\text{ROLL}} \rightarrow \text{x PROCESS}_{\text{ROLL} < \text{INTERNALLY CAUSED}} \]

It may be noted that the variability of ROLL verbs only concerns causation while the manner of movement remains unchanged. Hence, this is not a case of lexical ambiguity, i.e. involving different lexical entries, but an instance of productive polysemy. The augmentation is only possible if the specification of a causer feature is absent from the semantic core of the verb,
and this in turn is exactly a trigger of unaccusativity. Therefore, we conclude that the existence of these two variants is actually not an irregularity that threatens the semantic relevance of the classification, but rather on the contrary, it shows a hallmark of the \textit{ROLL}-class, which is to be predicted from lexical semantics. We have to view the alternating verbs as \textit{ROLL} verbs in their underlying form, with the proviso that they may acquire an additional semantic feature and switch to a grammatical realisation as an intransitive.

In this way, the phenomenon of double classification is a direct result of the semantically underspecified character of \textit{ROLL} verbs noted in section 1.3 above. Note, incidentally that the class of unaccusatives again proves to be heterogeneous, because not all \textit{ROLL} verbs are able to undergo the shift in (10). Hence, it is possible for a verb to belong to the \textit{ROLL} class, and be unaccusative, not because it is unspecified with respect to causation, but because it is negatively specified wrt. the possibility of internal causation and so blocks the application of (10).

3 The Problem of the Verb \textit{fliegen} / \textit{fly}

3.1 Variants: Conceptual Modulation

In this section, we get to a problem that turns out to be the mirror image of the case discussed in section 2, namely a verb that should be expected to switch between classes but which doesn't. The German verb \textit{fliegen}, and its English counterpart \textit{to fly} display a range of uses that seems to replicate the distinction between internally caused and externally caused variants:

\begin{enumerate}
\item[(11)]
\begin{enumerate}
\item Ein Vogel flog durch das Fenster  \\
A bird flew through the window
\item Das Flugzeug flog durch die Wolken  \\
The plane flew through the clouds
\item \{Ein Stein / Eine Gewehrkugel\} flog durch das Fenster  \\
\{A stone / A bullet\} flew through the window
\end{enumerate}
\end{enumerate}

In (11a) it is clear that the bird is an internal causer, since birds fly by moving their wings. For examples like (11b) it is hard to judge to which extent causation is internal (do we have to acknowledge the pilot of the plane as an external causer?), but it is clear that the plane is still generating the movement. (11c) behaves differently from (11a-b) since the bullet is known to have been fired from a gun — the bullet itself is not something that brought about the situation because of its intrinsic properties. In light of the preceding discussion, such examples are expected to class with the \textit{ROLL} verbs. An example that clearly demonstrates that \textit{fly} may describe situations with external causes is (12), where the context explicitly refers to one:

\begin{enumerate}
\item[(12)]
He was shielding his head with his arms, and was hit by a large force of some kind. Nick \textit{flew} through the window, shattering the glass, and …
\end{enumerate}

In spite of all this, we are going to show that there are no indications that \textit{fliegen} / \textit{fly} may ever display unaccusative behaviour (in isolation).\footnote{quizilla.com/users/Sorrow1991/quizzes/Forever} It can also be noted that \textit{fly} is listed only

\footnote{Remember that any kind of movement verb gives rise to an unaccusative construction when combined with directional PPs. Therefore, constructions with a directional PP have to be left out of consideration in our search for the correct lexical classification of the verb \textit{fliegen} / \textit{fly}.}

with the run class in Levin (1993), but in the detailed study of Levin & Rappaport (1995) and in the other literature that we are aware of, there is no discussion on whether this classification is correct, and whether it is in need of explanation. So establishing and explaining the intransitive status of (11c) will be our central concern for the rest of this paper.

The unaccusative pattern of the resultative construction does appear with fly, it is true, but not in the sense of a movement verb:

(13) a. The machine flew to pieces
    b. The door flew open
    c. Old Nathan flew hot frequently, and the anger puffed away like flame from thistledown. But he was capable of cold rages also.  

Example (13a) could simply be about an explosion, it does not mean that pieces came off the machine as a result of flying in the air. Likewise, in (13b) there is no door flying through the air which becomes open as a result of that movement, and (13c) is a metaphorical extension that bears very little resemblance to the movement sense.

Whenever there is a sense of movement through the air, we rather get the intransitive pattern. Compare the unaccusative (13a) above with the intransitive pattern of the resultative in (14), which describes literal flying:

(14) The future looks grim My friends, if Nasa don't [...] start working on a new shuttle, one that doesn't fly itself to pieces. 

Also, we were unable to find German examples with the unaccusative pattern of the resultative construction. Most combinations of fliegen with a resultative adjective sound very marginal. One of the few clear examples is shown in (15) below: imagine an inflated balloon which is flying around as it is emitting the air inside. If, in the end, the balloon is empty, this would have to be expressed as in (15b), not as in (15a):

(15) a. # Der Luftballon ist leer geflogen
    b. Der Luftballon hat sich leer geflogen

Note, however, that this does probably still not count as a case of external causation, even though an agent is lacking. So we are still without a clear test to check the type (11c) above for unaccusativity.

---

5 www.webscription.net/10.1125/ Baen/0671720848/0671720848___1.htm
6 http://blogorants.blogspot.com/
7 Here is our second best attempt at a counterexample: In German you can have an unaccusative resultative construction with a polysemic variant of laufen / run:
   (i) Der Pilot bemerkte, dass der Motor heiß lief.
       The pilot noticed that the machine was running hot
   (ii) [Die Hexe, die den neuen Besen zum ersten mal flog, bemerkte, dass etwas nicht in Ordnung war: ]
       [The witch, who was riding the new broom for the first time, noticed that something was wrong:]
       Der Besen flog heiß
       the broom flew hot

Let us consider its somewhat magical counterpart in a fairy-tale world:

   (ii) [Die Hexe, die den neuen Besen zum ersten mal flog, bemerkte, dass etwas nicht in Ordnung war: ]
       [The witch, who was riding the new broom for the first time, noticed that something was wrong:]
       the broom flew hot

To the best of our judgement, example (ii) is syntactically not acceptable, but it is indeed hard to judge.

8 A surface string like (15a) is syntactically acceptable but only on the irrelevant reading as an adjectival passive, not as a verbal construction with a perfect auxiliary. (15a) as an adjectival passive is the regular outcome of derivation from the verbal construction (15b).
There is a second criterion that can be applied, namely causativisation. If *fliegen* / *fly* had an unaccusative variant (lacking internal causation), one might expect direct causatives. In the case of *fly*, a direct causative would have to be similar to the meaning of “throw”:

(16) * Er flog einen Stein durch mein Fenster
    He flew a stone through my window

What we have to note with respect to this example is a divergence between German and English. The German sentence is clearly impossible with the intended interpretation. For the English version, we do have attestations, although they seem to be rare. Since the point is important, and tricky, we should consult our results from a web search:

(17) hi everyone, need to get a 3rd gen headlight   have a hole in ours where a lorry flew a *stone up* and hit us  
    (www.yotasurf-online.co.uk/ public/forums/showthread.php?p=90648)

(18) Will you *fly a stone* through my window like you used to do?  

(19) Japan and the US began joint research into a next-generation missile defence system shortly after North Korea flew a *missile* over Japan in 1998.  
    (http://news.bbc.co.uk/2/hi/asia-pacific/4104301.stm)

(20) Here’s an accurate analogy of an [Toyota] MR2 being driven fast: It’s like trying to fly an arrow backwards.  

(21) 'Cos You fly an arrow Straight to my heart Blow it apart...  
    (www.lyricshost.com/lyrics.php/95274/Badly_Drawn_Boy_lyrics/Chaos_Theory_lyric)

When going through these examples, it seems hard to judge intuitively whether the semantics is one of direct causation of not. With respect to the example (19) involving a missile, indirect causation is most plausible, as the missile is moving by itself. More importantly, all examples involve a directional complement. This in fact aligns the examples with the derived causatives from agentive intransitive verbs that we introduced in section 1.2. There are very few exceptions with *fly*:

(22) It keeps hundreds, if not thousands, of people who can barely fly a *paper dart* rushing to your LHS to buy brightly coloured boxes covered in shrinkwrap and ...  
    (www.wattflyer.com/forums/showthread.php?t=4400)

(23) Throw a piece of cardboard straight out like you were *flying a paper plane*. It will almost immediately fly at an upward angle  
    (www.yale.edu/ynhti/curriculum/ units/1988/6/88.06.02.x.html)

It is possible, however, that single agentive verbs or even single collocations acquire a lexicalised causative variant; the same happens with *walk the dog* and *run the dog*, which do not generalise so as to yield *The general walked the soldiers* etc. Our impression is that the same is the case with the collocation *fly a paper dart*. A collocation *fly an arrow*, which would be closely analogous, could not be found in an internet search: from roughly 800 attestations of the string “fly an arrow” all relevant ones had as their larger context the construction “let fly an arrow” (with object extraposition). One may speculate that the use of “let” here even points to a conceptualisation of the situation as some kind of self-propelled movement (even though the flying of an arrow is clearly an instance of externally caused movement in terms of physics).
So in sum, the behaviour of the verb *fly* exhibits close parallels to *run*: we have directionals in the productive causativisations, and the exception *fly a paper dart* is an idiosyncratic case which does not generalise.

Another observation can be made which points in the same direction: the causative uses of *fly* attested in (17) through (23) do not have counterparts in German. This seems remarkable in view of the fact that German *fliegen* otherwise exhibits almost exactly the same range of readings as *fly*. It reminds us of the fact, however, that German systematically disallows causative derivations of agentive movement verbs. The following sentences exemplify a pervasive pattern (the a.-sentences translate the German b.-sentences):

(24) a. The cheese rolled to the train station / They rolled the cheese to the train station
   b. Der Käse rollte zum Bahnhof / ok: Sie rollten den Käse zum Bahnhof

(25) a. The soldiers marched to the tent / The general marched the soldiers to the tent.
   b. Die Soldaten marschierten zum Zelt

In order to drive home this point, note that there are also some unaccusative verbs which block causative derivations, probably for reasons of their individual lexical semantics. For example, the verb *rotate* has a causative only in the sense of “turn something around an axis” (*rotate the picture*), but the use which involves movement along a trajectory (*a planet rotates around a star*) does not have a causative (with a hypothetical meaning like “insert into orbit”). This very subtle patterning of causative readings is exactly replicated by German *rotieren* and other German verbs of similar meaning. This parallelism is to be expected if the reason lies in some lexical semantic factor. Hence, the lack of a causativised variant of the movement verb *fliegen* in German is a highly significant indicator for its status as a *RUN* verb: it must be the pattern in (25) that we are dealing with.

We conclude that there are good reasons to believe that all uses of *fliegen / fly* as a movement verb pattern with the *RUN*-class, in spite of the fact that objects like arrows, bullets or stones are unable to act as internal causers of the movement.

### 3.2 Polysemous Variants: Vehicle and Transport Readings

There are more variants of the verb *fliegen* which may give some further indications as to its status as a movement verb. In this paper, we will not consider variants which we think belong to different conceptual domains, like a use which makes German *fliegen* near-synonymous to *fall* (*Er flog in den Matsch* “He fell into the mud”). What is of interest to us here is rather that there are more variants which denote a movement through the air: the German example (26) shows *fliegen* as a vehicle verb, and (27) as a transport verb (the range of usage in English is mostly parallel, though not entirely: many intransitive uses of *fliegen* in the vehicle reading would be translated as *to pilot a plane*). These two types are the only transitive-causative uses that German allows for *fliegen*:

(26) Er flog den Airbus nach Hamburg
    He flew the Airbus to Hamburg

(27) Er flog die Eulen nach Athen
    He flew the owls to Athens

The relevant interpretation of (26) is one in which the subject argument refers to the person who was piloting the airplane. In (27), we normally get the interpretation that the owls were carried as the load of a plane. Since the surface structure of the two sentences is the same, we
get a number of additional interpretational possibilities that can be discarded only on the basis of reasoning from world knowledge, like the transport interpretation for (26) (but a jet will not normally be airfreighted in another one); or a kind of vehicle interpretation for (27) (but live birds would not normally do service as a mount; exceptions belong to the realm of fiction). Note also that no purely causative reading is available for (26) and (27), whether direct or indirect. Example (26), though, comes fairly close to being a causative, because piloting an airplane can be seen as indirect causation of a flying situation. Furthermore, the manner components in this use of the verb are exactly the same as in the intransitive movement variant The Airbus was flying to Hamburg (compare also (11b)). Therefore, the vehicle variant can actually be said to involve the derivation of an indirect causative from the movement verb fly (even though there are other semantic differences along with this).

In sum, the absence of direct causatives in German that are based on flying as movement through the air, and the fact that some extensions of the underlying concept of movement through air display indirect causativity, is further support for the classification of the manner of movement verb fly as a RUN verb. This, however, is severely at odds with the impression that it has uses with external causation.

4 Analysing the Meaning of fliegen /fly

4.1 Decomposing Causation

As argued in section 2, the switch of some ROLL verbs to an interpretation with internal causer does not constitute an instance of deep lexical variation but is due to an underspecified slot in the lexical semantics of the verb. Notably, the manner of the movement, e.g. “rolling”, does not change in this alternation. It could be argued that this is different with the variants of fliegen / fly shown in 3.1. At the very least, flying with the active use of one's wings, as birds do, seems to involve a different manner of movement than flying as of bullets. Therefore, it might be that we are dealing with real lexical polysemy in the case of fly. If the differences in manner point to lexical polysemy, the explanation of the different uses of fly would have to proceed in a way that is entirely different from the simple augmentation model that we sketched for ROLL. The variants of fly also give the intuitive impression that agentive flying is not to be described as an augmented variant of a pure manner of movement involving passive projectiles; since these are felt to be the more marginal variants, the connection should rather work the opposite way: the uses with inactive projectiles would somehow seem to constitute degenerated variants of the prototypical agentive case.

While this is all true, consideration of the manner differences does not really open up a way of analysing fly. One would need a full-blown model for a classification of manner of movement, which we can't accomplish in this paper (although we firmly believe that a calculus for explicating manner is a desideratum in current verb semantics). And to be sure, polysemy would multiply the problem of explaining the behaviour of the verb fly / fliegen, rather than solve it.

In the following, we rather want to show that the puzzle might be resolved by elaborating on the notion of “internal / external causation”; more precisely: by reinterpretting the relevant condition in terms of forces rather than causation. The various manners associated with the variants might then even be taken as belonging to a unified category.

Let us start our analysis with the observation that we must be dealing with more than a bivalent opposition [+internal cause] in our examples, in view of the fact there are many intermediate cases to consider — like for instance:

(28) a. Birds / b. Airplanes / c. Cruise missiles / d. Stones...were flying
The problem is that in the middle range of this continuum, it is unclear to which extent causation should count as “internal”. As a first step to clarify this, we propose to decompose the cause of the situation into two components, which may be dubbed Control and Force. The second refers to the source of the “energy” in the movement; the first is what guides the direction. The notion of control may be further split up into “intention of movement” (in a wide sense) or, alternatively, non-intentional factors that direct the movement. In our prototypical example (11a), all causal factors coincide in the subject argument, the bird. However, the other examples differ in the exact allocation of causal factors.

First, the examples differ in whether the source of energy lies with the subject of ˈflɪːn or not: animals and all kinds of aircraft with engines generate the movement’s FORCE, and with respect to this they appear to be prototypical internal causers. Flying stones and the like do not localise the source of energy in the event of flying; here, it is known that this source must be external to this event, namely it must lie in some other prior event (cf. 12 above).

Similarly, the degree of CONTROL that can be attributed to the subject is decreasing over the items (28a) to (28d). This may mean that either, control devolves on some entity outside the scope of the event description (different types of “remote control” in (28b) and (28c)), or that it is an uncontrolled event. This is what must be posited for (28d). The peculiarity of (28d) is that it is an event which must have an external origin of FORCE, but which nevertheless disallows external CONTROL. More precisely: while the generation of force (by the thrower) may be under control, the event of flying is not. Let us elaborate on this point via a comparison of ˈflieːn with some related movement verbs.

### 4.2 Verbs of Movement Through a Medium

In this section we will elucidate the meaning of ˈflɪːn via a comparison with other verbs that denote movement of freely suspended objects: German ˈʃwebən (float, hover), ˈʃvɪmən (float [in water], swim), and ˈfalən / ˈfɔːl.

German, as can be seen from these examples, does not make a distinction that seems systematically encoded in English: ˈʃwɪmən refers to situations of active movement in water (swim) or passive movement or suspension in water (float). Likewise, ˈʃwebən encompasses passive suspension in air (or water) (float) as well as situations in which an agent invests force to remain in a suspended position (hover). The relevant distinction is one in terms of the forces at play. In the illustrations below, we represent forces that are produced by the participant of the situation as curled arrows, and environmental forces as straight arrows. In a first approximation, this reflects a distinction between internal and external causation:

---

9 Another piece of evidence for this lexical regularity (but of a different semantic type) is the pair bounce / jump, indiscriminately rendered as ˈʃrɪŋən in German.
The external forces at play can be identified as gravitational and buoyant forces. In a situation of falling, a movement is created by gravitation, which at least outweighs buoyancy. Schweben, is depicted in (30) with two upward arrows which are to be understood as alternative, i.e. as underspecified wrt their quality; choosing the curly force arrow would represent hover, the straight arrow float, because the latter relies on the environmental force of buoyancy. Schwimmen, on one reading, is represented via two force components, which secure staying at the surface and locomotion, respectively; the constellation to the right is an alternative interpretation for the German word, which would then correspond to float.

It might be expected that fliegen / fly should exhibit the same variability between self-propelled motion and motion caused by environmental forces. If so, however, there would be an irregularity in that English does not make the lexical distinction which it makes in the cases swim/float and hover/float. A second peculiarity is that float is unspecified as to whether there is movement or not, while in contrast, fliegen has no interpretation with the object being at rest.

(32) a. Eine Feder flog durchs Fenster  
A feather flew through the window  
b. Eine Feder schwebte in der Luft  
A feather floated in the air  
c. # Eine Feder flog in der Luft  
A feather flew in the air  

Example (32c) needs careful analysis: it is acceptable on the interpretation that a feather is flying past, with unspecified direction. However, it does not allow a stationary reading (with, say, the feather being supported in a more or less stationary position by small turbulences in the air; this would not yield a movement path).

We believe that there is good reason why fliegen / fly does not alternate with a stationary interpretation in the same way as other verbs do, like schwimmen, schweben. There is no stable position with fliegen for a reason that is rooted in the very physics of flying: in this special case, the support is created by the motion itself. In other words, fliegen / flying is a situation in which an object carries a momentum of movement that prevents it from going straight downwards.
Thus we claim that the relevant distinction between *fliegen* and *schweben* (*float*) is to be represented as a lexical specification for a movement with an intrinsic momentum.\(^{10}\) *Schweben* / *float*, in contrast, is a verb that describes an equilibrium of buoyancy and gravitational forces; movement is extrinsic to this description and can be freely added. The difference can be illustrated as follows — note that the curly arrows now have to be reinterpreted as referring to inherent as opposed to environmental forces. The momentum, depicted in (33) by a diagonal arrow, can be decomposed into two components, upward and forward, in keeping with the observation mentioned above that flying is a situation in which it is the movement which creates a support vector.

(33)

\[
\text{Fliegen (fly):} \quad \begin{array}{c}
\text{Schweben (float / hover):} \\
\end{array}
\]

\[
\begin{array}{c}
\text{(33) Fliegen (fly):} \\
\text{Schweben (float / hover):}
\end{array}
\]

4.3 Conclusion

If our analysis is correct that *fliegen* requires its participant to carry a momentum of movement, this aligns it with the RUN-class in some sense: it is a factor intrinsic to the participant and to the situation. On the other hand, however, this factor is not the causation of the movement, which must be acknowledged as external in the case of flying stones etc. Therefore, we believe that the crucial semantic factor that distinguishes the RUN-class is not agentivity (even though this class is usually listed under “agentive verbs of manner of motion” even in Levin & Rappaport 1995), nor is it situation-internal cause of the movement. Rather, it has to be inherent specification of a momentum of movement.

An observation which supports this conclusion is that the RUN verbs listed in Levin & Rappaport (1995) in general disallow readings in terms of stationary support or passive movement by environmental forces, as far as we can determine. This is even true for the case of *hover* (which a reviewer mentioned as a potential counterexample). The verb *hover* specifies the exertion of a force in vertical direction which balances gravitation, and so this is another type of intrinsic force specification. It is true that *hover* behaves like *float* with respect to sideward movements, i.e. it is neutral as to whether they occur or not and leaves this to environmental forces; but this parallelism is only due to the fact that *hover* specifies a momentum of force only in one spatial dimension. The verb *float* also describes an equilibrium between two vertical forces (gravitation and buoyancy), but this is an equilibrium of external, environmental forces. A stone or arrow inherits a momentum of movement from

\[^{10}\text{The use of German fliegen in a sense similar to fall mentioned at the beginning of section 3.2 still reflects this, as the interpretation seems to be a falling with a forceful component. However, we continue to assume that it is a separate lexical variant that is connected via a similarity link to the sense of movement through air.}\]
the external force which launched it, and then carries it as its own intrinsic property; as soon as the projectile is flying, it is no longer under external control with respect to this property.

Many situations that may be described by words like roll, spin, etc. are situations in which an object likewise has inherited a momentum of movement. This, however, is merely a fact about the situation, it is not part of the property expressed by the verb. The property denoted by these verbs rather lies in the domain of shape or directionality properties of the movement. By virtue of their not carrying any intrinsic specification concerning momentum of movement, they are classed as unaccusative.
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Abstract

This paper investigates what factors make a particular referent a good antecedent for subsequent pronominal reference. In particular, it explores two seemingly conflicting claims in the literature regarding the effects of topicality and focusing on referent salience. In light of new experimental results combined with a review of existing work, I conclude that neither topicality nor focusing alone can explain referent salience as indicated by patterns of pronoun reference. Rather, the data provide support for a multiple-factor model of salience (e.g. Arnold 1999). More specifically, the results show that grammatical role has a striking effect: being a subject makes a referent more salient than either pronominalization/givenness or focusing alone. Furthermore, the results of the experiment suggest that the likelihood of subsequent pronominal reference is also influenced by structural focusing and pronominalization, but not as strongly as by subjecthood. I argue that these data are best captured by a multiple-factor model in which factors differ in how influential they are relative to one another, i.e. how heavily weighted they are. A single-factor system does not seem adequate for these data.

1 Introduction

The notion of ‘salience’ plays a crucial role in theories of reference resolution, as it is widely assumed that the most reduced (and least semantically informative) referring expressions refer to the most salient referents – i.e., the referents which are most prominent, most accessible at that point in the discourse. This, of course, raises the crucial question of what makes a referent salient. A number of factors have been proposed in the literature, and this paper focuses on two apparently contradictory claims, namely that both topicality and focusing – which are often thought of as opposites – increase referent salience. In light of new experimental results combined with a review of existing work, I conclude that neither topicality nor focusing alone can explain referent salience as indicated by patterns of pronoun reference. Rather, the data provide support for a multiple-factor model of salience, suggesting that a referent’s salience depends on a number of competing factors which differ in the strength of their influence (see Arnold 1998, 1999).

The structure of this paper is as follows. Section 2 provides an overview of the notion of salience, including claims that have been made in the literature regarding the connections between salience and referential form, and discusses four factors that have been argued to influence the salience of entities, namely subjecthood, givenness, pronominalization and focus. In Section 3 we turn to existing research on the question of whether topical or focused entities are more salient, and Section 4 outlines the open questions that this paper aims to tackle. Section 5 presents the results of the sentence completion experiment, and conclusions and wider implications are discussed in Section 6.

* Many thanks to Rebekka Puderbaugh, Sasha Eloi and Joyce McDonough for assistance with the experiment described in this paper. I would also like to thank Christine Gunlogson, Jeffrey Runner, Michael Tanenhaus and the audience at Sinn und Bedeutung for useful feedback and comments.
2 Salience

Many researchers have claimed that there are correlations between different kinds of referential expressions (full NPs, pronouns, demonstratives etc) and the level of salience/accessibility of their antecedents (e.g. Gundel, Hedberg and Zacharski 1993, Givón 1983 and Ariel 1990). The general consensus appears to be that the more reduced an anaphoric expression is, the more salient / accessible its antecedent has to be. In this research, the term ‘salient’ is generally used to mean entities that are currently at the center of attention, i.e. those that are most prominent at that point in the discourse. The view that most researchers assume is summed up in this quote from Arnold (1998): “Loosely speaking, all researchers have observed that pronouns are used most often when the referent is represented in a prominent way in the minds of the discourse participants, but more fully specified forms are needed when the representation of the referent is less prominent” (Arnold 1998:4).

However, in order for the claim that salient referents are referred to with reduced anaphoric forms to be meaningful, the notion of salience needs to be defined. More specifically, if we accept the claim that the most salient entities are referred to with the most reduced forms, then we can use pronouns as a tool to investigate the notion of salience in more detail. In other words, we can probe what factors make an entity likely to be referred back to with a pronoun, and assume that these factors are what influence salience.1 A number of factors have been put forth in the literature as increasing the likelihood of subsequent pronominalization (see Arnold 1998 for an overview), many of which could be regarded as increasing the topicality of a referent. These include occupying the grammatical position of subject, being given information and being realized as a pronoun.

However, before we go any further, it is worth pointing out that the term ‘topic’ is used differently by different researchers. Strawson (1964) defines the topic of an utterance as “what is of current interest or concern” (Strawson 1964:104). Reinhart (1982) defines the topic of a sentence as “the expression whose referent the sentence is about” (Reinhart 1982:5). Gundel (1985) characterizes topics in terms of ‘shared knowledge’; “the topic of a speech act will normally be some entity that is already familiar to both speaker and addressee” (Gundel 1982: 92). In more recent work, Prince (2003) and Beaver (2004) use the term ‘topic’ to refer to the backward-looking center in Centering Theory (Grosz, Joshi & Weinstein 1995); a use which links topicality with pronominalization and givenness. As will become clearer later, in this paper my aim is not to provide an exhaustive definition of topicality; rather, I would simply like to point out that many of the factors that have been claimed to influence referent salience (and which I try to ‘pull apart’ in order to see what their individual contributions are) have also been linked to the general notion of topicality.

1 The assumption that degree of salience and degree of ‘reduction’ of the referential form are related is not entirely unproblematic (see Kaiser 2003, Kaiser & Trueswell in press). In particular, it seems that not all referential forms (e.g. pronouns vs. demonstratives in languages like Finnish that allow both to have human antecedents) are sensitive to the same supposedly salience-influencing factors, which argues for a more complex mapping between referential forms and degree of salience of the antecedent that is normally assumed (for details, see Kaiser 2003, Kaiser & Trueswell in press). However, in this paper we are focusing only on one referential form, namely personal pronouns in English, and thus the conclusions should be interpreted as restricted to this form. For the purposes of this paper, we assume that English personal pronouns can be used as a tool to probe referent salience. Even if one wants to argue that this assumption is problematic (e.g. due to the nature of the mapping between salience and referential forms, or due to differences in bottom-up and top-down processing), the results are still relevant: Even if one wants to argue that they do not shed light on the factors that influence salience per se, they still shed light on the factors that influence pronoun interpretation (e.g. whether pronoun interpretation is sensitive to only one factor or several differently-weighted factors) as well as the processes that underlie reference resolution.
In contrast to the claims that topicality-related factors make a particular referent especially salient and hence a good antecedent for a pronoun, some researchers have claimed that focusing is what makes a referent salient. In this section, we briefly review these two claims, which seem to conflict, at least at first glance. We will first consider claims regarding subjecthood, givenness and pronominalization, which could be regarded as being related to topicality, and then move onto a discussion of the claims regarding the effects of focusing.

2.1 Subjecthood

A number of researchers have claimed that grammatical role is correlated with salience; more specifically, that entities realized in subject position are more salient than those in non-subject positions (Brennan, Friedman & Pollard 1987, Matthews & Chodorow 1988, Crawley & Stevenson 1990, Stevenson et al. 1994, and McDonald & MacWhinney 1995, inter alia). Both corpus evidence and psycholinguistic research support this claim. For example, in a sentence completion study, Crawley & Stevenson (1990) found that when given sentence fragments such as “Shaun led Ben along the path and he….”, participants tended to continue the sentence such that the pronoun referred back to the preceding subject more often than to the object. These findings are corroborated by self-paced reading studies, such as Gordon, Grosz and Gilliom (1993) and Stevenson & Urbanowicz (1995), which also found that the grammatical role of an antecedent influences reading times for subsequent pronouns.

2.2 Givenness

Another factor that has been claimed to increase the salience of a referent is givenness, i.e. being ‘old’ information. For example, Strube & Hahn (1996) argue that the salience of referents is determined by “the functional information structure (IS) of the utterance” (Strube & Hahn 1996:272); more specifically, that “any context-bound expression…is given the highest preference as a potential antecedent of an anaphoric or elliptical expression” (Strube & Hahn 1996:272). In other words, when a sentence with a discourse-old referent and a discourse-new referent is followed by an anaphoric expression, the anaphor refers to the discourse-old referent. In related work, Ballantyne (2004) conducted a corpus study of Yapese (Oceanic language in Micronesia) and found that givenness is a better way of ranking referents (in Centering-theoretic terms, leads to more coherent transitions between utterances) than grammatical role or linear order.

2.3 Pronominalization

A number of researchers have found that the referential form with which an entity is realized can affect that entity’s salience. Kameyama (1999) claims that a pronominalized referent in non-subject position gains in salience by virtue of being pronominalized, and becomes so salient that it ‘competes’ in salience with a non-pronominalized entity in subject position. Similarly, Beaver (2004) suggests an Optimality-theoretic approach to anaphora resolution that includes a constraint called SALIENT FORM, which states that “If in the previous sentence discourse entity \( \alpha \) was realized by a more minimal form than discourse entity \( \beta \), then \( \alpha \) is more salient than \( \beta \)” (Beaver 2004:31). It is important to note that the constraint SALIENT FORM is different from the idea that the most salient referents are referred to with the most reduced forms, since, as Beaver point out, SALIENT FORM “implies that being pronominalized makes a referent salient in the future” (Beaver 2004:31 fn 30, italics added, see also Kehler 2001:169).

As mentioned above, factors such as subjecthood, givenness and pronominalization could all be regarded as increasing the topicality of a referent. Thus, one might be tempted to conclude...
that a salient referent is a topical referent. However, as we will see in the next section, not all researchers agree that salience is necessarily linked to topicality. In addition, not all researchers agree that a conglomeration of factors is what determines salience. Some researchers seem to either assume or claim that salience is determined by only one factor (e.g. see Strube & Hahn 1999), whereas others argue in favor of a multiple-factor view (e.g. Ariel 1990, Arnold 1998, see also Givón 1983). We return to this question in Section 4.

2.4 Focus

This section reviews claims that focused referents are more salient than non-focused referents. Like the term ‘topic’, the term ‘focus’ would also benefit from some clarification. Focus is often divided into contrastive focus (or identificational focus, to use Kiss’s (1998) term) and presentational focus (information focus, according to Kiss). The existing psycholinguistic work investigating focusing has tended to look at the effects of contrastive focus, since it has used structures such as it-clefts (‘It was Mary who called Lisa’), which are usually regarded as expressing contrastive (identificational) focus.2 The experiment, described in Section 5, uses both clefts and in-situ focus constructions, but due to the context in which they occur, both involve contrastive focus. (Green and Jaggar (2003) claim that in-situ focus can also be interpreted contrastively.) Thus, the claims made in this paper regarding focus only apply to contrastive focus. The effects of presentational focus are an important direction for future work (see also Hajičová, Kubon & Kubon 1992).

Now, let us turn to the research that supports the claim that (contrastively) focused entities are more salient than non-focused ones. In a cognitive psychology experiment, Hornby (1974) presented participants with pictures and sentences, and asked people to say whether the sentence matches the picture. When participants were presented cleft sentences (e.g. ‘It is the girl who is riding the bicycle’), Hornby found that the participants were better at detecting mismatches when the mismatching information was focused than when it was presupposed. This suggests that participants attend more to the non-presupposed, focused part of the sentence (but see Delin 1990). In related work, Singer (1976) probed people’s memory of focused and non-focused referents using sentences such as ‘It was the king who led the troops’ and ‘It was the troops that the king led.’ He found that focused referents are remembered better than non-focused referents. Thus, it seems that focused information is noticed and remembered better than non-focused information, which could be regarded as result of its being perceived or represented differently from non-focused information due to its being more salient.

Extending this work to reference resolution, Almor (1999) conducted a reading time study which found that reference to focused referents is read faster (i.e., presumably processed with greater ease) than reference to non-focused referents. Almor tested sentence pairs such as those in (1) (with focused subjects) and (2) (with focused objects), and found that (1a) is read faster than (1b), and (2b) is read faster than (2a), suggesting that an anaphoric expression (e.g. the bird, the fruit) is interpreted faster when it refers to an antecedent that is in focus than when it refers to an antecedent that is not focused (in this case, presupposed).

(1) a. It was the robin\textsubscript{focus} that ate the apple.  
    The bird\textsubscript{focus} seemed very satisfied.

2 It is important to note that corpus studies have shown that regarding all clefts as structures where the clefted constituent is contrastively focused and the rest of the sentence is presupposed is a gross oversimplification (see e.g. Delin 1990). However, the it-clefts used in the experiment described in Section 5 were all very simple in that the focused constituent was new information and the rest of the sentence was given (see example (8)).
b. It was the robin\textsubscript{focus} that ate the apple.  
\textit{The fruit} was already half rotten.

(2) a. What the robin ate was the apple\textsubscript{focus}.  
\textit{The bird} seemed very satisfied.  

b. What the robin ate was the apple\textsubscript{focus}.  
\textit{The fruit} was already half rotten.

If we assume that a referring expression referring to a highly salient referent is read faster (processed with greater ease) than one referring to a low-salience referent, these results indicate that the focus of a cleft is more salient than the non-focus. These findings also appear to be compatible with the claim that clefts involve low topic continuity (Givón 1983), which can be roughly paraphrased as stating that a cleft is used when the discourse is shifting to a new center of attention, namely the entity that is focused in the cleft.

In a different tradition, Hajičová, Kubon & Kubon (1992) claim, on the basis of computationally-oriented corpus work on Czech, that entities in the focal part of an utterance are the most salient, and entities in the topical part are less salient. In contrast to the other research on focus, however, Hajičová et al. use the term ‘focus’ to refer not to the focus of clefts, but to the ‘contextually non-bound’ parts of an utterance, i.e. those parts which are, roughly, new information. Moreover, it is worth noting that according to Hajičová et al., certain pronominal forms tend to refer to focused entities and others prefer topical entities – i.e. even though they explicitly claim that focused referents are more salient than topical referents, they do not claim that the most reduced referring expressions refer to the most salient (i.e. focused) referents.

Thus, there exists an intriguing division in the literature. On the one hand, a number of factors have been claimed to render a particular referent highly salient and thus a good antecedent for a subsequent anaphor, and many of these factors could also be argued to be related to the general notion of topicality. On the other hand, it has also been argued that (contrastively) focused referents are especially salient and prominent in people’s mental models of the discourse. In the next section, we turn to some existing experimental work that aims to shed light on this seeming contradiction.

3 Topic vs. focus: Which is more salient?

In light of the contrasting claims presented in the preceding sections, let us now turn to existing experimental work (Arnold 1999, Cowles 2003) that aims to resolve the conflicting claims regarding the salience of topics and the salience of foci.

Arnold (1999) conducted a number of psycholinguistic experiments investigating the salience of topics and foci. She used pronouns as a tool for probing which referent in the preceding discourse is the most salient. To test whether topical and focused referents are more salient than other referents, she tested three-sentence ‘mini-narratives’ such as (3) and (4) in a rating study. She manipulated whether the second sentence was clefted\textsuperscript{3} or not, whether the subject of the third sentence referred to the first- or second-mentioned character of the second sentence ((c) vs. (c’)), and whether the subject of the third sentence was a pronoun or a name. The subscripts on the examples illustrate which constituents Arnold assumes to be topics and

\textsuperscript{3} Arnold used clefts with ‘the one’ rather than it-clefts or wh-clefts, but she notes that the ‘one’-construction has been called a cleft with a lexical head by Prince (1978). In Arnold’s cleft sentences, strictly speaking, the subject and object of the matrix copular sentence (e.g. ‘the one [+ relative clause] was Emily’) both refer to the same entity, namely the focus. The topic in these one-clefts is the subject of the relative clause modifying ‘one’ (e.g. ‘the one [he decided on at last] was Kysha’). This is in contrast to the it-clefts used in the experiment described in this paper, where the topic is either the matrix subject or the matrix object.
foci. It is important to note that she constructed these sentences such that the non-clefted ones contained a topic (she follows existing research in assuming that the subject functions as a topic) but no syntactically marked focus, and the clefted ones contained a clear focus but no strong topic. This was done because the aim of this experiment was to investigate topics and foci independently of each other.

(3) a. The guests were nervously standing around in the living room, trying to decide which person to talk to.
   b. Ann\textsuperscript{topic} decided to say hi to Emily\textsuperscript{4} first. (NON-CLEFT)
   c. Emily/She looked like the friendliest person in the group.
   c'. Ann/She hated to be in a room full of people where no-one was talking.

(4) a. The guests were nervously standing around in the living room, trying to decide which person to talk to.
   b. The one Ann\textsuperscript{3} decided to say hi first was Emily\textsuperscript{focus}. (CLEFT)
   c. Emily/She looked like the friendliest person in the group.
   c'. Ann/She hated to be in a room full of people where no-one was talking.

The results of the rating study indicate that, in general, topics and foci are more salient than other referents. More specifically, with nonclefted sentences (3), participants prefer pronouns in the third sentence to refer to the subject of the second sentence (the topic), as in (3c'), and with clefted sentences (4), participants prefer pronouns to refer to the object of the second sentence (the focus), as in (4c). Furthermore, for referring to entities other than the topic in non-clefts and the focus in clefts, full names are preferred.

To investigate what happens when topics and foci are directly pitted against each other, Arnold conducted a production study, where participants were given sequences of sentences such as those in (5), ending in either a clefted or an non-clefted sentence ((5a) vs. (5b)). In this experiment, Arnold established a particular referent as the discourse topic by introducing it in the subject position of the first sentences, and referring back to it with a pronoun in the next two sentences. The participants’ task was to provide a continuation for the story.

(5) Ron was looking through his address book, trying to make up his mind.
   He had an extra ticket to the opera, but he didn’t know which friend to invite.
   a. The one he\textsuperscript{topic} decided on at last was Kysha\textsuperscript{focus}/Fred\textsuperscript{focus}. (CLEFTED)
   b. At last he\textsuperscript{topic} decided on Kysha\textsuperscript{focus}/Fred\textsuperscript{focus}. (NON-CLEFTED)

An analysis of the pronouns occurring in participants’ continuations reveals a strong preference to use pronouns to refer to the subject of the preceding sentence (the topic), regardless of whether the sentence was clefted (97%) or not clefted (98%). This suggests that topics are more salient than foci, regardless of the syntactic form of the sentence.

In a third experiment, Arnold investigated the difference between a well-established discourse topic (as in (5), a referent that has already been mentioned in preceding discourse by the time it is realized, as a pronoun, as the topic of a cleft) and a sentence topic (as in (4), a referent that is realized, as a full NP, in the topic position of a cleft but had not been mentioned in the preceding discourse). The results of a rating study indicate that when a clear discourse topic exists, participants prefer the focus of the cleft to be referred to with a name, but when no discourse topic is present, there is no such preference. Arnold concludes that this is because the absence of a clear discourse topic makes it possible for the focus to be relatively more salient than it could be in the presence of an overwhelmingly salient discourse topic; in other

\textsuperscript{4} As Arnold notes, this referent is realized as an oblique object, and not syntactically marked for focus.

\textsuperscript{5} Note that this referent is realized as an embedded subject, which Arnold notes is not highly topical. It is also new information.
words, she regards salience as a competitive phenomenon, where “where the representations of different referents in a particular discourse compete for activation” (Arnold 1999:28).

Using a different methodology, Cowles (2003) reaches a somewhat different conclusion. She uses cross-modal priming to investigate the impact of discourse-topicality, sentence-topicality and contrastive focus on referent salience. She uses clefts to mark focus, and uses the term ‘discourse topic’ for referents that have been realized twice in subject position, and the term ‘sentence topic’ for referents that have been realized once in subject position. The results indicate that “[a]ll three information statuses [discourse topic, sentence topic and contrastive focus, EK] appear to make their referent more likely to be interpreted as the antecedent of a subsequent pronoun” (Cowles 2003:93). In fact, in contrast to Arnold who found that established discourse topics are more salient than foci, Cowles concludes that “two information structure types that are considered distinct …. appear to have the same psychological effect” (2003:94). However, it appears that Cowles tested referents that were subjects whereas Arnold tested subject topics and object foci. It seems that their studies differ not only in methodology but also in the nature of the materials, which may be partly responsible for the different findings.

In sum, although existing experimental work suggests that topics and contrastive foci are more salient than other referents (see also Navarretta 2002), the results conflict when it comes to the question of which is more salient, a topic or a focus.

4 Effects of different factors

As we saw in Section 2, subjecthood is very often regarded as being correlated with salience/topicality, but based on the research discussed in Section 3, it appears that (to the best of my knowledge) existing experiments on pronoun resolution have not fully investigated possible consequences of grammatical role on the effects of topicality and focusing. In light of the claim that grammatical role influences salience, I would like to suggest that in order to improve our understanding of how topicality and focusing influence salience, we should investigate both subject and non-subject topics and foci. For example, how do topics in object position compare to foci that are objects?

Let us briefly consider the nature of the relation between subjects and topicality. As already noted, many researchers have observed that entities realized in subject position tend to be interpreted as topical. However, it seems that this does not always have to be the case. Consider the example below:

(6) After serving little more than a year in jail, Cruz-Mendoza was deported for a third time in January, records and interviews show. U.S. Border Patrol agents arrested him in Arizona a month later. At that point, he could have been charged with a felony….

(Los Angeles Times, October 30, 2005)

Most approaches would agree that the topic of the second sentence is the referent of the object pronoun ‘him’ and not the subject of the sentence ‘U.S. Border Patrol agents’ (see e.g. Prince 2003 on Centering Theory, Beaver 2004 and others)6. Thus, it is not the case that topics are restricted to occurring in subject position. In the case of foci, it is also clear that they are not restricted to occurring in object position, as illustrated by examples such as (7) below. Here we see a subject it-cleft, where the subject ‘Lisa’ is in focus:

6 Of course, this statement would not be compatible with a theory where the notion of topic is inherently linked to subjecthood. However, the burden would then be on such a theory to show that ‘U.S. Border Patrol agents’ is more topical than the referent of ‘him.’
Mesmerized, I called them up and asked for an interview to discuss how they cast applicants for reality TV. First, I talked to Debbie, who said she’d get back to me. Instead, it was Lisa who returned my call.

(www.themorningnews.org/archives/manufacturing_reality/mirror_mirror.php)

If we combine the observation that topics do not have to be subjects and foci do not have to be objects with the well-known claim that subjecthood influences referent salience, it becomes clear that investigating subject topics and object foci, for example, may result in overestimation of the effects of topicality as a result of associating it with subjecthood. However, looking only at subject foci and subject topics may also be insufficient, since if subjects turn out to be highly salient simply due to their subject status, then this could potentially ‘wash out’ effects of the topic/focus distinction. One of the main aims of the experiment described in this paper is to investigate subject-topics, subject-foci, object-topics and object-foci (in both clefted and unclefted sentences) in order to see which factors are the most influential in determining which referents are good antecedents for subsequent pronouns.

More generally, these issues are related to the larger question of how different factors interact during reference resolution. In particular, as mentioned earlier, is it the case that a single factor determines which entities can be referred to with pronouns in subsequent discourse, or might it be the case that a number of factors, perhaps with different degrees of influence (different weights) all play a role? In other words, if we accept the claim that the most salient entities are referred to with the most reduced referential forms, then we can use pronouns as a tool to ask: Does one unique factor determine salience, or can multiple factors interact? If multiple factors interact, are they all weighted equally, or are some more influential than others? These are the questions that the experiment in the next section explores.

5 Experiment

In order to shed light on the issues sketched out above, this experiment investigates how subjecthood, pronominalization, semantic focusing and syntactic focusing influence subsequent pronoun use. The specific aim of the experiment is to pull apart the subject-topic / object-focus correlation that is common in previous experimental work. On a more general level, in disassociating these factors the experiment will also help us to better understand the issues sketched out above regarding the interaction and degree of influence of different kinds of information during reference resolution.

We manipulated syntactic form (cleft vs. SVO) and the grammatical role of the topical/focused constituent, as illustrated in example (8). Thus, there are four conditions, which will be referred to with the following shorthand labels: [SVO.Object=focus], [SVO.Subject=focus], [Cleft.Object=focus] and [Cleft.Subject=focus]. The referent marked as ‘focus’ in (8) is always semantically focused thanks to the context, and in the clefted conditions it is also structurally focused as a result of being in the focus position of the cleft. The referent subscripted as ‘topic’ in the example in (8) is discourse-old and pronominalized, and follows Prince’s (2003) and Beaver’s (2004) use the term ‘topic’ to refer to the Centering Theory notion of backward-looking center. (However, my use of the subscript ‘topic’ in (8) is not intended to convey the claim that the referent of the pronoun is more salient than the focused expression. See Section 5.1.)

The participants’ task was to provide a natural-sounding continuation sentence using the pronoun prompt that followed each critical sentence. They were told to imagine that someone has just made the claim in part A, and that they were now responding to this other person by saying part B and providing a continuation. Participants were recorded using a Tascam digital tape recorder and a Shure unidirectional headmounted microphone.
All verbs were agent-patient verbs, as defined by Stevenson et al (1994). This was done in order to control for any potential verb focusing effects. Both human referents mentioned in the sentences were of the same gender; either both (stereotypically) male or both (stereotypically) female. There were 16 target items and 16 fillers.

(8) A: The maid scolded the bride.
   a. B: No, that’s wrong! She\textsubscript{topic} scolded the secretary\textsubscript{focus}. She….
   b. B: No, that’s wrong! The secretary\textsubscript{focus} scolded her\textsubscript{topic}. She…
   c. B: No, that’s wrong! It was the secretary\textsubscript{focus} that she\textsubscript{topic} scolded. She…
   d. B: No, that’s wrong! It was the secretary\textsubscript{focus} who scolded her\textsubscript{topic}. She…

Participants’ (n=24) continuations were digitized and transcribed, and the referent of the prompt pronoun in each of the continuations was double-coded by two coders working independently. Disagreements were resolved by discussion. If it was not clear who the pronoun refers to, the item was coded as ‘unclear.’ Table 1 provides some examples.

| (i) A: The waiter criticized the sailor.  
  | B: No, that’s wrong! He criticized the businessman. He gave him too small a tip.  
  | \textit{Coded as: he = businessman, i.e. object} |
| (ii) A: The waiter criticized the sailor.  
  | B: No, that’s wrong! He criticized the businessman. He didn’t get a very good tip.  
  | \textit{Coded as: he = waiter, i.e. subject} |
| (iii) A: The maid scolded the bride.  
  | B: No, that’s wrong! She scolded the secretary. She told me about it after it happened.  
  | \textit{Coded as: she = unclear} |

Table 1. Coding samples

5.1 Predictions

As mentioned earlier, there are different hypotheses regarding the nature of the relation between factors such as subjecthood and focusing. In particular, some researchers seem to espouse a single-factor view, which assumes that one factor plays a decisive role in determining which referents can be subsequently referred to with pronouns, whereas others appear more supportive of a multiple-factor view.

Let us start by considering the predictions that a single-factor view would make for the factors investigated in this experiment, namely subjecthood, pronominalization, semantic focusing and syntactic focusing.\footnote{These factors are not fully crossed in this design – partly due to the nature of the phenomena being investigated. For example, syntactically focused entities are also necessarily semantically focused, but not vice versa. Furthermore, in this design pronominalization and focusing are in complementary distribution in the sense that a particular referent is either pronominalized or focused, but never neither and never both.} If subjecthood is the one factor that determines referent salience, the prediction is that prompt pronouns will refer to preceding subjects, regardless of NP form or topic/focus status. In contrast, if pronominalization (and givenness) determines referent salience, we predict that prompt pronouns will refer to whatever is pronominalized in the preceding sentence, regardless of whether it is the subject or the object, clefted or unclefted. However, if semantic focusing is the one factor that determines referent salience, prompt
pronouns are predicted to refer to the focused referent, regardless of syntactic role or sentence structure (cleft vs SVO). If structural focusing (clefting) alone is what determines referent salience, the prediction is that prompt pronouns will refer to the focus of the cleft in clefted sentences, but it is not clear what the prediction would be for unclefted sentences.

Let us now turn to the multiple-factor view, according to which two or more factors could be influencing referent salience, and hence the likelihood of subsequent pronominal reference. Let us assume, for expository ease, that all four factors are relevant and weighted equally. The rightmost column of Table 2 summarizes which referent in each condition is predicted to be most likely to be referred to with a subsequent pronoun.

In the [SVO.Object=focus] condition (line A of Table 2), two factors (subjecthood and pronominalization) contribute to the salience of the subject. Semantic focusing contributes to the salience of the object. This could also be cast in terms of activation in the participant’s mental model of the discourse: both subjecthood and pronominalization increase the level of activation of the subject, and semantic focusing increases the activation level of the object. Thus, if all factors are weighted equally, the subject ‘wins’ over the object; it is more activated. In the [SVO.Subject=focus] condition (line B), pronominalization points towards the object, but subjecthood and semantic focusing both point towards the subject. Thus, if all factors are weighted equally, we again predict that the subject wins out over the object. Note that in this condition the subject is focused, whereas in the preceding condition it was the discourse-old, pronominalized referent.

Now, turning to the first of the two cleft conditions, in the [Cleft.Object=focus] condition (line C) we see that both subjecthood and pronominalization increase the salience of the subject, but structural and semantic focusing both point towards the object. Thus, in contrast to the [SVO.Object=focus] condition, now the object is focused both structurally and semantically. Assuming that this would have a stronger effect than semantic focusing alone (see also Navarreta 2002 on the effect of information-structural devices being used to mark focus) leads us to the prediction that in the [Cleft.Object=focus] condition, the subject and object are tied. Put differently, they have equal levels of activation. Finally, in the [Cleft.Subject=focus] condition (line D), everything except pronominalization is pointing towards the subject: subjecthood status, structural focusing and semantic focusing. This leads to the prediction that the subject has a higher level of activation than the object.

It is important to note that I have been assuming that all factors are weighted equally; i.e. that they make equal contributions to the salience levels of the subject or the object. Of course, this might very well not turn out to be the case. In fact, in constraint-based models of language processing (e.g. MacDonald et al., 1994, Tanenhaus & Trueswell, 1995, Trueswell et al., 1994, see also Bates and MacWhinney, 1989) which claim that language processing is guided by weighted constraints, the constraints differ in their weights and hence can differ in magnitude of the impact they have on language processing, depending also on the number of competing alternatives (see also Arnold 1998).

<table>
<thead>
<tr>
<th></th>
<th>Subject</th>
<th>Pronom</th>
<th>Sem foc</th>
<th>Str foc</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>She scolded the SECRETARY.</td>
<td>S</td>
<td>S</td>
<td>O</td>
<td>…</td>
</tr>
<tr>
<td>B</td>
<td>The SECRETARY scolded her.</td>
<td>S</td>
<td>O</td>
<td>S</td>
<td>…</td>
</tr>
<tr>
<td>C</td>
<td>It was the SECRETARY that she scolded.</td>
<td>S</td>
<td>S</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>D</td>
<td>It was the SECRETARY who scolded her.</td>
<td>S</td>
<td>O</td>
<td>S</td>
<td>S</td>
</tr>
</tbody>
</table>

Table 2. Multiple-factor view (if each factor is weighed equally)
5.2 Results and discussion

Overall, participants’ continuations reveal an overall preference to interpret prompt pronouns as referring to subjects, regardless of whether the subject was a topic or a focus. This is illustrated in Figure 1, which shows the average subject advantage scores for the four conditions. These scores were calculated by taking the proportion of subject continuations in each condition and subtracting from that the proportion of object continuations. Thus, a positive subject advantage score indicates more subject continuations than object continuations, and a negative subject advantage score indicates more object continuations than subject continuations. As Figure 1 clearly shows, the subject advantage score is positive in all four conditions, indicating that there were more subject continuations than object continuations. Participants were more likely to interpret the subsequent pronoun as referring to the subject than to the object.

The overall subject preference indicates that subjecthood matters more than pronominalization, more than semantic or structural focusing. It seems that subjecthood makes both topics and foci good antecedents for a subsequent pronoun.

![Subject advantage](image)

Figure 1. Subject advantage scores (proportion of subject continuations minus proportion of object continuations)

However, let us now look more closely at the different conditions. Let us first compare conditions with clefted and non-clefted focused objects. As Figure 1 shows, in the conditions with focused objects, there is a greater subject advantage in the non-clefted condition [SVO.Object=focus] than in the clefted condition [Cleft.Object=focus]. Why is this? A possible reason for the weaker subject preference in the [Cleft.Object=focus] condition is that in this particular condition, both semantic and structural focusing point towards the object. In other words, the only difference between the [SVO.Object=focus] and the [Cleft.Object=focus] conditions is structural; the latter is clefted (see also Navarreta 2002 for related corpus work on clefts in Danish). Thus, the difference between these conditions can be straightforwardly captured if one assumes, as Arnold (1999) suggests, that salience is a competitive phenomenon. More specifically, I hypothesize that the combination of syntactic and semantic focusing increases the salience of the object sufficiently so that it can compete
with the subject and weaken the subject advantage in the clefted version. Thus, the results indicate that clefting a focused object increases its chances of being referred to by a subsequent pronoun, compared to a non-clefted focused object.\(^8\)

However, if this is the reason for the difference that emerges between the [SVO.Object=focus] and [Cleft.Object=focus] conditions, then why do the [SVO.Subject=focus] and [Cleft.Subject=focus] conditions not show as strong a subject preference as the [SVO.Object=focus] condition does? Why do they both show a subject preference comparable to that in the [Cleft.Object=focus] condition, as Figure 1 clearly illustrates? In the two Subject=focus conditions, there is no structurally focused object to pull participants away from the subject, so that cannot be the reason for the weakened subject preference. However, it is important to note that in the Subject=focus conditions, subjecthood and pronominalization are pitted against each other. As we saw in Section 2, in previous work both of these factors have been found to influence referent salience. Again, if we assume that salience is a competitive phenomenon, then it follows that the conflict between subjecthood and pronominalization is responsible for the weaker subject preference we see in the Subject=focus conditions, since pronominalization increases the salience (or activation) of the object, which leads to it being better able to compete with the subject.

It is worth noting that in these particular conditions, the SVO vs. cleft distinction does not appear to have any effect on the strength of the subject advantage; it is not the case that the [Cleft.Subject=focus] condition has a stronger subject preference than the [SVO.Subject=focus] condition. However, in light of the claim that subjecthood is more heavily weighted than structural focusing, this is not entirely surprising, as it could be explained simply by the much greater influence of subjecthood masking or 'swamping' the effects of structural focusing. In other words, structural focusing seems to have a stronger effect on the salience of objects than on (already ‘inherently’ salient) subjects.

Taken as a whole, the results support the multiple-factor model. However, it is clearly not the case that all factors are weighted equally. The results suggest that subjecthood is more influential (weighted more heavily) than either pronominalization or structural or semantic focusing. However, the effects of subjecthood are modulated by structural focusing and pronominalization. As we saw, the contrast between the [SVO.Object=focus] and the [Cleft.Object=focus] conditions suggests that structural focusing can increase the salience of a referent. Furthermore, the finding that the subject advantage is stronger in the [SVO.Object=focus] condition than in the [SVO.Subject=focus] and [Cleft.Subject=focus] conditions suggests that if pronominalization and subjecthood are pitted against each other, the effects of subjecthood are weakened. In sum, even though the pattern of results is fairly complex and will of course need to be investigated more in future work, it seems clear that we are dealing with a competition-based system sensitive to multiple factors which are weighted differently.

6 Conclusions

Let us now return to the conflict sketched out at the beginning of this paper, namely the seemingly contradictory claims that topics are the most salient or that foci are the most

---

\(^8\) One might also wonder whether parallelism is at work here. According the Smyth’s (1994) parallelism account, pronouns prefer antecedents that are in the same syntactic position as the pronoun itself. However, this preference only holds, according to Smyth, when the relevant sentences both have the same global constituent structure and the thematic roles of the verbs in the two sentences match. Consider, for example, a sentence like ‘Peter hit John. Alex pinched him.’ However, an examination of participants’ continuations suggests that the required degree of matching across sentences does not seem to be consistently present. This casts doubt on the idea that parallelism is at work here.
salient. The results of the sentence completion experiment suggest that both claims are partly right, but that the picture is actually more complex and involves multiple interacting factors mediating between referents competing for salience. Crucially, the results show that subjecthood makes both topics (pronominalized, discourse old referents) and foci good antecedents for a subsequent pronoun. The observation that being a subject makes a referent more salient than pronominalization / givenness or focusing alone suggests that looking only at subject topics and object foci may result in an inadvertent overestimation of the effects of topicality, and that looking only at subject topics and subject foci may not be very fruitful due to the overwhelming effects of subjecthood.

However, subjecthood is not the only thing that matters; there are also effects of structural focusing and pronominalization. As mentioned in Section 5, the subject advantage difference between sentences with clefted and unclefted focused objects suggests that structurally clefting a focused object influences its salience – but to a lesser degree than subjecthood. Furthermore, we also saw in Section 5 that the finding that the [SVO.Subject=focus] and [Cleft.Subject=focus] conditions do not show as strong a subject preference as the [SVO.Object=focus] can be straightforwardly explained if we assume that pronominalization increases the salience of a referent. Like structural focusing, pronominalization has an effect on the salience of a referent, but is not as ‘powerful’ a factor as subjecthood.

Of course, many questions still remain open, and further research is needed to investigate the validity of the hypotheses presented here, both in English and other languages. For example, given data suggesting that different factors are weighed differently, I would like to know more about the reasons or causes of these weight differences, as well as the extent of crosslinguistic variation in this domain. In future work, I would also like to investigate the intonational patterns used in these kinds of contexts, in particular in the in-situ focus sentences as compared to the clefts, in order to see how prosodic information is contributing to the reference resolution process. The distinction between stressed and unstressed pronouns is also a crucial question for future work. Another issue that would benefit from further research is the relation between agentivity and subjecthood. This experiment only investigated agentive subjects, and thus confounds agentivity and subjecthood. Comparing agentive and non-agentive subjects (e.g. experiencers) would shed light on the question of whether it is the structural notion of subjecthood or the semantics of agentivity that is behind the subjecthood effect observed in the sentence completion experiment.

In sum, the results of the experiment presented here suggest that in order to begin to untangle the seemingly conflicting claims regarding the impact of topicality and focusing on salience, subjecthood must be taken into account. Furthermore, the results indicate that the strong effect of subjecthood on referent salience is modulated by effects of pronominalization and structural focusing. Thus, as a whole, the data presented here are best captured by a multiple-factor model in which factors differ in how influential they are relative to one another, i.e. how heavily weighted they are, and referents compete for activation (see Arnold 1998, 1999, *inter alia*). A single-factor system does not seem adequate for this kind of data, and thus it seems reasonable to conclude that salience (at least insofar as we are measuring salience by looking at likelihood of subsequent pronominal reference) is not a monolithic concept.

---

9 It would also be very interesting to see whether the findings reported here could be captured in an Optimality-theoretic system, perhaps similar to the one in Beaver (2004).
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Abstract

According to standard Binding Theory, pronouns and reflexives are in (nearly) complementary distribution. However, representational NPs (e.g. ‘picture of her/herself’) allow both. It has been suggested that in English, reflexives in representational NPs (RNPs) have a preference for ‘sources of information’ and that pronouns prefer ‘perceivers of information.’ We conducted two experiments investigating the effects of structural and non-structural (source/perceiver) factors on the interpretation of two kinds of RNP structures in a typologically different language, namely Finnish. Our results reveal source/perceiver effects for postnominal but not for prenominal RNPs in Finnish, with a difference in the degree of sensitivity that pronouns and reflexives exhibit to the source/perceiver manipulation, and our results also suggest that morphological differences in Finnish reflexives correspond to interpretation differences. As a whole, these results support a multiple-factor model of reference resolution, which assumes that multiple factors can play a role in reference resolution and that the relative contributions of these factors can be different for different anaphoric forms (Kaiser 2003b, Kaiser & Trueswell in press).

1 Introduction

According to standard binding theory, pronouns and reflexives are in (nearly) complementary distribution. This complementarity breaks down in representational NPs (e.g. picture of (her/herself)), and it has been suggested that in English, non-Binding Theory compatible reflexives in representational NPs are acceptable if they refer to “sources-of-information” (e.g. Kuno 1987) and pronouns with local antecedents are acceptable if they refer to “perceivers-of-information” (Tenny 2004). Psycholinguistic experiments support these claims for English (Kaiser, Runner, Sussman & Tanenhaus 2005, in press). In this paper, we present two experiments investigating whether these claims hold for a typologically different language, Finnish, whether they arise in more than one structural domain, and whether morphological differences in Finnish reflexives correspond to interpretational differences.

The structure of this paper is as follows. In Section 1.1, we discuss the basics of Binding Theory, and in Section 1.2 we turn to some of the structures where traditional Binding Theory runs into trouble, including so-called representational noun phrases. Section 1.3 considers some of the non-structural factors that have been argued to influence anaphor resolution in cases where Binding Theory is not sufficient. Section 2 summarizes the psycholinguistic work we have conducted on English, investigating the role of nonstructural factors in anaphor resolution, and Sections 3 and 4 present the experiments we conducted on Finnish. Section 5 is the conclusion.

* We gratefully acknowledge support from NSF grant BCS-0110676 and NIH grant HD-27206.
1.1 Basics of Binding Theory

It is well known that pronominall and reflexive noun phrases in English have a nearly complementary distribution, as illustrated in (1).

(1) a. Julius saw him\(_i/j\).
   b. Julius saw himself\(_i/j\).
   c. Julius saw a picture of him\(_i/j\).
   d. Julius saw a picture of himself\(_i/j\).

Principles A and B of Chomskyan Binding Theory (BT) offer a structural account of this complementarity (e.g. Chomsky 1981, 1986). Principle A states that an anaphor (a reflexive pronoun) must be bound (by a c-commanding antecedent) in a local domain, whereas Principle B states that a pronoun must be free in a local domain. For the purposes of this paper, we can simply regard the clause as the relevant local domain. For the most part, we will use the term ‘reflexive’ rather than ‘anaphor’, but the two terms can be regarded as synonymous.

1.2 Where traditional Binding Theory runs into trouble

Although Binding Theory captures many of the configurations in which reflexives and pronouns can and cannot appear, it has been known for a long time that there are certain structures where the predicted complementarity between pronouns and reflexives does not arise. Some naturally-occurring examples of non-Binding Theory compatible reflexives (reflexives without local antecedents) are given in (2), and examples of non-Binding Theory compatible pronouns (pronouns with local antecedents) are in (3).

(2) a. Bismarck’s impulsiveness has, as so often, rebounded against himself. (quoted in Zribi-Hertz 1989)
   b. Warren says it’s a good time to be an astrophysicist. Fifteen years ago, “we were starved for observations,” he says. Now it’s the opposite: Theorists like himself are drowning in data from modern telescopes. (from The New Mexican newspaper in Santa Fe, NM, 6/28/04)

   b. Except he could not throw the ball because he was getting tackled. He was about to hit the ground. He had to do something else. He saw someone behind him. He flipped the ball in desperation. (www.wildbillschiefs.com/news/data/604.txt)

The existence of such examples raises the question of what guides the choice of one form over the other in these contexts. This question has been investigated by a number of researchers, focusing primarily on English (e.g. Cantrall 1974, Kuno 1987, Zribi-Hertz 1989, Pollard & Sag 1992, Reinhart & Reuland 1993, Tenny 1996, 2003, 2004), who have suggested that choice of referential form in these contexts is influenced by semantic and/or discourse factors.

In this paper we will focus on a subclass of structures known to be problematic for standard Binding Theory, so-called representational NPs (RNPs), e.g. ‘a picture of her/herself’, ‘a story about him/himself’, which are well-known for showing clear discourse/semantic effects\(^1\) for

\(^1\) We often use the hybrid label ‘discourse/semantic factors’ when discussing the effects of non-structural factors on pronouns and reflexives. One could argue that the source/perceiver manipulation to be discussed below is a semantic, thematic role manipulation. However, it could also be argued that source/perceiver is related to

Let us first consider reflexives in RNPs. Strikingly, example (4a) is acceptable, although the antecedent of ‘himself’ is not in the same sentence as the reflexive, and thus cannot bind ‘himself’. The contrast between (4a) and (4b) (both from Pollard & Sag 1992) shows that pragmatic factors such as ‘point of view’ can have a strong influence on the acceptability of such reflexives. Example (4a) is judged to sound better than (4b), and Pollard & Sag suggest that this is because (4a) – but not (4b) – is from John’s point of view. In other words, it appears that reflexives referring to ‘point of view’-antecedents are acceptable, even if the antecedent does not bind the reflexive as required by Binding Theory.

(4) a. John was going to get even with Mary. [That picture of him/himself] in the paper would really annoy her, as would the other stunts he had planned.

b. Mary was quite taken aback by the publicity John was receiving. [That picture of him/himself] in the paper would really annoy her, as would the other stunts he had planned.

More generally, Kuno (1987) argues that factors like point of view, awareness and semantic roles influence whether a given entity can act as the antecedent for a non-BT compatible reflexive (see also Pollard & Sag 1992, Reinhart & Reuland 1993). We focus on the hypothesis in (6), based on Kuno’s claims (see his example (5)) and drawing on Sells (1987)’s definition of source as the one who is the intentional agent of the communication

(5) John heard from Mary about a damaging rumor about ?herself/?her (that was going around). (Kuno 1987:175)

(6) Hypothesis for reflexives: BT-incompatible reflexives in RNPs are acceptable if they refer to sources-of-information.

Let us now turn to the question of what kinds of pragmatic factors have been claimed to influence pronouns in RNPs. According to standard Binding Theory, none of the examples in (7) (based on Reinhart & Reuland 1993) should be grammatical, since in each case the pronoun is c-commanded by a local antecedent.

(7) a. Lucie saw the picture of her.
   b.* Lucie took the picture of her.
   c. Max heard the story about him.
   d. * Max told the story about him.

However, (7a) and (7c) tend to be judged as more acceptable than (7b) and (7d). Tenny (2003) calls these kinds of pronouns short-distance pronouns (SDPs) and notes that “verbs that provide a sentient, perceiving antecedent are especially conducive to SDPs” (Tenny 2003:42). She continues that “…SDPs in representational contexts […] are especially felicitous with perceiving subjects” (Tenny 2003:42). In light of this claim, it is not surprising that (7a) and (7c) are judged to sound better, since in both cases the antecedent is a perceiver. Thus, for pronouns we investigate the hypothesis in (8):

(8) Hypothesis for pronouns: BT-incompatible pronouns in RNPs are acceptable if they refer to perceivers-of-information.

Although Kuno and Tenny do not comment on this, the hypotheses in (6) and (8) can be regarded, in some sense, as ‘two sides of the same coin’ – given that verbs like tell/hear involve both a source-of-information and a perceiver-of-information. Thus, it might turn out to be the case that BT-incompatible pronouns and reflexives have a (non-structurally driven) complementary distribution.

perspective-taking, which can be regarded as a discourse-related factor. The semantics/discourse distinction is an important question for future work.
1.3 What kinds of information contribute to anaphor resolution?

The more general theme underlying our investigation of pronouns and reflexives in RNPs concerns the question of what kind of information contributes to reference resolution – in particular, how structural and non-structural information interact in the course of reference resolution. RNPs provide an ideal tool to further test the ‘multiple-factor model’ of reference resolution argued for by Kaiser (2003b) and Kaiser & Trueswell (in press). According to this approach, different referential forms are sensitive to different kinds of information (e.g. syntactic, semantic, discourse) to different degrees. For example, certain referential forms are primarily sensitive to syntactic factors, whereas others are influenced mainly by discourse-level factors such as referent salience. In other words, the claim is that the relative contributions of different factors for each referential form can vary. Kaiser (2003b) (see also Kaiser & Trueswell, in press; Brown-Schmidt, Byron & Tanenhaus, 2005) argues in favor of the multiple-factor model on the basis of reference resolution across clauses in Finnish, Dutch and Estonian, and RNPs provide an ideal tool for testing whether the same model can be applied to reference resolution within clauses, which is a domain that has traditionally been regarded as more constrained by syntactic factors than across-clause reference resolution.

In this paper, we compare the predictions of a multiple-factor approach (which we will refer to as an interactive/modulation view in this paper) to those of two ‘single-factor’ approaches, which we will refer to as the pure structural view and the pure discourse/semantic view. We focus on the interpretation of pronouns and reflexives in sentences such as those in (9):

(9) a. Peter told Andrew about the picture of {him/himself} on the wall.
    b. Peter heard from Andrew about the picture of {him/himself} on the wall.

According to the pure structural view, only syntactic factors are relevant for determining the antecedents of pronouns and reflexives, and differences only on the level of verb semantics do not lead to differences in binding patterns. The prediction is that reflexives always refer to local c-commanding antecedents (here, subjects) and pronouns to non-commanding antecedents (here, objects; see also footnote 2). In contrast, the other extreme of the scale is the pure discourse/semantic view, according to which the antecedents of pronouns and demonstratives in RNPs are determined on basis of discourse/semantic role only. According to this approach, reflexives are predicted to refer to sources of information (e.g. the subject of ‘tell’ and the object of ‘hear’) and pronouns to perceivers of information (e.g. the subject of ‘hear’ and the object of ‘tell’) – regardless of grammatical role. Finally, according to the interactive/modulation view (which assumes that multiple factors can be relevant), both structure and discourse/semantics play a role. The predictions are, therefore, that reflexives will have more non-BT compatible object-antecedents with ‘hear’ than with ‘tell’ (since the object is the source with ‘hear’), and pronouns will have more non-BT compatible subject with ‘hear’ than ‘tell’ perceivers than sources (since the subject is the perceiver with ‘hear’).

2 Representational NPs in English: Previous work

In earlier experimental work (Kaiser, Runner, Sussman & Tanenhaus 2005, in press), we explored the three hypotheses sketched out in section 1.3 for pronouns in picture NP constructions in English (ex.(9)). We opted to investigate these issues experimentally because judgments concerning these kinds of constructions are notoriously variable. With an experimental approach, we can manipulate the structural and pragmatic/semantic variables that we are interested in test, and we can collect a set of data from a large group of participants that can then be statistically analyzed to see whether there are any reliable patterns. In addition, using eye-tracking methodology (see Kaiser et al. in press), we can obtain incremental, real-time information about interpretation. Thus, we obtain information about participants’ final referential choices and also about the possible referents they consider
before they make a choice. These kinds of data can shed further light on the nature of the relation between syntactic and discourse/semantic factors in anaphora resolution.

Our results show that the interpretation of pronouns and reflexives in RNPs in English is influenced by the source/perceiver manipulation. More specifically, pronouns exhibit a strong preference for perceivers, and reflexives show a weaker preference for sources. Thus, as a whole the results support the modulation view, which posits that both structural and discourse/semantic information play a role in the processing and interpretation of pronouns and reflexives in RNPs. Furthermore, as the asymmetrical nature of the results reveals, the effects are not equally strong for reflexives and pronouns. Pronouns display a much greater sensitivity to non-structural factors. This supports Kaiser (2003b)’s multiple-factor model, which claims that not only are multiple factors relevant, but the relative contributions of different factors for each referential form can vary. In other words, the Kaiser et al. (in press) results show that in English, the relative strength of discourse/semantic factors, when compared to structural factors, is greater for pronouns than for reflexives.

In this paper we focus on three questions left unanswered by our work on English. As will become clear later, Finnish is very well-suited for shedding light on these issues.

(i) Are the source/perceiver effects and the pronoun/reflexive asymmetry English-specific or do they extend to a typologically distinct language as well?

(ii) Is the source/perceiver preference for reflexives and pronouns respectively limited to one particular syntactic structure (RNPs where the pronoun/reflexive is embedded in a PP), or does it also show up in other syntactic configurations? This question will shed light on the question of whether different syntactic structures differ in how impervious they are to the effect of non-structural factors.

(iii) Given that many other languages exhibit greater morphological complexity in their pronominal and reflexive systems than English does, is it the case that morphological differences correspond to interpretational differences? For example, if a language has two reflexive forms, do they differ in their sensitivity to non-structural information? The multiple-factor model’s claim that the relative contributions of different factors for each referential form can vary suggests that this could indeed be the case.

To investigate these questions, we conducted two experiments on Finnish. The first one investigates different referential forms in prenominal RNPs and the second one turns to postnominal RNPs.

3 Experiment 1: Finnish prenominal RNPs

3.1 Finnish possessives

In Finnish, possession is represented by a system of possessive pronouns and possessive suffixes (Px’s). In this paper we will focus on the third person possessive suffix, which surfaces as [-nsA] or [-An] (the capital letter indicates that the vowel undergoes vowel harmony and can surface as [a] or [ä]). In third person possessive constructions with pronominal possessors (e.g. ‘his car’), the possessive suffix is present on the possessed noun. However, the possessive pronoun itself is null in certain contexts: According to the judgments reported in the literature, when an overt possessive pronoun is not present, then – ‘reflexive-style’ – the referent of the subject of the sentence is the possessor (Vilkuna 1996:228-230, Nelson 1999:13)

(10) a. Mari näki hänen autonsa.
    Mari-NOM saw s/he-GEN car-ACC-3Px
    ‘Mari, saw her (someone else’s) car.’
Various analyses have been proposed concerning the Finnish possessive suffix and its relation to the possessive pronoun, and we briefly consider three of them here. One approach analyzes the possessive suffix as an anaphor (e.g. Vainikka (1989), Nelson (1998)). According to this view, third person possessive suffixes are anaphors which must be bound by the subject of the sentence or by a third person possessive pronoun (e.g. Nelson 1998:187-188; see Trosterud 1993 for a somewhat different account of the role of the third person possessive pronoun).

A different analysis is proposed by van Steenbergen (1991), who claims that possessive constructions without an overt possessive pronoun contain an empty element (pro). According to van Steenbergen’s analysis, pro is an empty anaphor which can only be bound by the subject and occurs whenever ‘it corefers with a c-commanding NP’ (van Steenbergen 1991:234). She claims that the possessive suffix marks nominal inflection (van Steenbergen 1991:232). (It is worth noting that in this paper, we will often refer to constructions with no overt possessive pronoun as containing a null possessive pronoun. However, the question of whether such constructions contain a null possessive that acts as a reflexive or whether it is the suffix that acts as the reflexive is not central to our aims in this paper, and our choice of terminology should not be regarded as endorsing one theory over the others.)

A third approach is presented by Toivonen (2000) within Lexical Functional Grammar (LFG). She argues that the third person possessive suffix [-nsA] is ‘a single phonological form [that] corresponds to two distinct sets of lexical features’ (Toivonen 2000:34). She claims that when the third person possessive suffix occurs without an overt possessive pronoun in a context where the subject is the possessor, the possessive suffix is a subject-bound reflexive pronoun. In contrast, when the suffix occurs in the presence of an overt possessive pronoun and with a subject disjoint in reference, she argues that the possessive suffix is an agreement marker (Toivonen 2000:30).

Despite the important differences between these accounts, it appears that they resemble one another in terms of the predictions they are expected to make regarding the factors that influence the referential properties of reflexives and pronouns. In other words, all three accounts would presumably predict that sentences with no overt possessive pronouns should be influenced by whatever factors influence the referential properties of anaphors (reflexives), and that in sentences with overt possessive pronouns, the referential properties of the possessed NP should be influenced by whatever factors influence the referential properties of pronouns.

Before moving on to the details of the experiment, let us consider another form, besides the overt possessive pronoun, that Finnish offers for indicating reference to a non-subject: the demonstrative pronoun tämän ‘this-GENITIVE’. In Finnish, tämä can be used to refer to human referents, and this form has been claimed to be used for human antecedents that are not highly salient (e.g. Varteva 1998, Kaiser & Trueswell in press). Note that use of genitive tämä does not permit a possessive suffix on the possessed noun.

(10) c. Mari näki tämän auton.
   Mari-NOM saw this-GEN car-ACC.
   ‘Marii saw herj (someone else’s) car.’

The fact that both overt pronouns and the demonstrative can be used when the possessor is not the subject raises the question of how they differ. As far as we know, this question has not been investigated in the literature in any depth, although both forms are wide-spread in Finnish language use. Thus, in addition to the aims sketched out above, we also hoped that
Experiment 1 might be able to shed light on potential differences between the overt pronoun and the demonstrative.

### 3.2 Experimental design

In this experiment, we manipulated verb type (kertoa ‘to tell’ vs. kuulla ‘to hear’) and anaphoric form. Participants (n=32) read sentences and chose whose picture was mentioned in the sentence. They were able to choose among four options: subject / object / both are possible / someone else. Sample stimuli and their glosses and translations are shown below.

(11) a. Null/Reflexive with ‘told’

Mari kertoi Liisalle muotokuvastaan.

Mari-NOM told Liisa-ALL Ø portrait-ELA-3Px

‘Mari told Liisa about her portrait.’

a.’ Null/Reflexive with ‘heard’

Mari kuuli Liisallta muotokuvastaan.

Mari-NOM heard-from Liisa-ABL Ø portrait-ELA-3Px

‘Mari heard from Liisa about her portrait.’

b. Pronoun

Mari kertoi Liisalle (kuuli Liisalta) hänen muotokuvastaan.

Mari-NOM told Liisa-ALL (heard-from L-ABL) s/he-GEN portrait-ELA-3Px

‘Mari told Liisa (heard from Liisa) about her portrait.’

c. Demonstrative:

Mari kertoi Liisalle (kuuli Liisalta) tämän muotokuvasta.

Mari-NOM told Liisa-ALL (heard-from Liisa-ABL) this-GEN portrait-ELA-3Px

‘Mari told Liisa (heard from Liisa) about her portrait.’

In Finnish, with both kertoa ‘to tell’ and kuulla ‘to hear’, the noun ‘portrait’ is in elative case (ELA). With kertoa ‘to tell’, the perceiver of information is marked with allative (ALL) case. With kuulla ‘to hear from’, the source of information is marked with ablative (ABL) case. According to Nikanne (1993), both ALL and ABL are semantic cases, which he distinguishes from the grammatical cases NOM, ACC, PART and GEN. Nikanne argues for the same structural analysis for both ALL and ABL.²

### 3.3 Predictions

Let us now consider the predictions that we can make based on the three different approaches mentioned above, namely the pure structural view, the pure discourse/semantic view and the interactive/modulation view (see also Table 1 below). According to the pure structural view, only structural information is relevant and thus the verb manipulation is predicted to have no effect on antecedent choice. More specifically, null possessive pronouns are predicted to refer to the subject, and overt pronouns and demonstratives to the object, regardless of verb. In contrast, the pure discourse semantic view claims that structural information is irrelevant and only source/perceiver preference matter. Thus, the prediction is that ‘reflexive-style’ null possessive pronouns will be interpreted as referring to the source of information (the subject

² Thus, Finnish allows us to sidestep the potential structural complication that at first glance seems to arise for English, namely that ‘hear from someone’ involves a preposition but ‘tell someone’ does not. Depending on what is assumed to be the syntactic position of the direct object, one could argue that in English the direct object of a verb like tell—unlike the object of a preposition, as with hear from—c-commands the RNP (see Contreras 1984, inter alia) and the direct object is therefore a possible antecedent for a reflexive pronoun and not a possible referent for a pronoun. However, as we show in Kaiser et al (in press), this alternative account for differences between tell and hear from does not receive support from the empirical data from our experiments on English.
with ‘tell’ and the object with ‘hear’), and that overt pronouns will refer to the perceiver of information (the object with ‘tell’ and the subject with ‘hear’). It is not clear what this approach predicts for demonstratives, since they do not fall clearly into the reflexive class or the pronoun class.

<table>
<thead>
<tr>
<th>Tell</th>
<th>Null</th>
<th>Pronoun</th>
<th>Demonstrative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Syntax</td>
<td>Subject</td>
<td>Object</td>
<td>Object</td>
</tr>
<tr>
<td>Discourse</td>
<td>Subject</td>
<td>Object</td>
<td>??</td>
</tr>
<tr>
<td>Interactive</td>
<td>Subject</td>
<td>Object</td>
<td>Object</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Hear</th>
<th>Null</th>
<th>Pronoun</th>
<th>Demonstrative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Syntax</td>
<td>Subject</td>
<td>Object</td>
<td>Object</td>
</tr>
<tr>
<td>Discourse</td>
<td>Object</td>
<td>Subject</td>
<td>??</td>
</tr>
<tr>
<td>Interactive</td>
<td>??</td>
<td>??</td>
<td>Object</td>
</tr>
</tbody>
</table>

Table 1. Predictions for Experiment 1.

Finally, let us turn to the interactive/modulation view, which claims that both structural information and discourse/semantic information interact, and that both can influence the choice of antecedent. Let us assume, for reasons of expository ease, that both structural and discourse/semantic factors are weighted equally. As Table 1 shows, according to this view, a null possessive occurring with ‘tell’ has two kinds of information pushing it towards the subject of the sentence: the binding-theoretic preference towards the sentence subject and the discourse/semantic preference for the source of information. An overt pronoun occurring with ‘tell’, on the other hand, is pushed towards the object by both Binding Theory and the discourse/semantic perceiver preference. In the case of demonstratives, structurally speaking we expect an object preference, but it is not clear what, if any, effect there will be of the source/perceiver status of potential antecedents.

The picture is more complex with ‘hear’, however, since structural information and discourse/semantic information are pitted against each other in the case of both null and overt possessive pronouns, as shown in the bottom half of Table 1. Overall, then, we might predict more object choices with null pronouns occurring with ‘tell’ than null pronouns occurring with ‘tell’, as well as more subject choices for overt pronouns occurring with ‘hear’ than overt pronouns occurring with ‘tell’. In other words, we predict that in the conditions with ‘hear’, the discourse/semantic factors will pull overt and null pronouns away from the structurally-predicted antecedents. In the case of demonstratives, as mentioned above, it is not clear what effects, if any, we expect the verb manipulation to have.

3.4 Results and discussion

Figure 1 illustrates the results for null possessive pronouns, overt possessive pronouns and demonstrative pronouns with the two verbs. Even a brief glance reveals a striking absence of any verb-driven effect. The pattern of responses is the same with both ‘told’ and ‘heard’ regardless of anaphoric form. Considering each anaphoric form in turn, we see that the null possessive pronoun clearly has a strong preference for the preceding subject and the demonstrative has a strong preference for the preceding object. The overt pronouns fall in between these two extremes. Although they are more likely to be interpreted as referring to the preceding object than the preceding subject, this preference is not as strong as in the case of the demonstratives.
What influences the referential properties of reflexives and pronouns in Finnish?

The fact that the object preference for possessive pronouns is not as strong as for demonstratives might seem rather surprising in light of the traditional claims that overt possessive pronouns cannot be interpreted as coreferential with the subject of the sentence. However, as Kaiser (2003a) notes, native speaker judgments on the referential properties of overt possessive pronouns seem to not be as clear as the literature might lead one to expect. This effect might be due to the influence of colloquial Finnish/Finnish dialects (see Paunonen 1995, see also Hakulinen et al. 2004:1240), given that in a number of Finnish dialects, it seems that an overt genitive pronoun can be interpreted as being coreferential with the subject as well as the object. (It is well-known that ‘it’ can be used in many Finnish dialects to refer to human as well as non-human referents without any derogatory connotations, in contrast to its use in Standard Finnish. Standard Finnish is the ‘official’ form of the language and used in formal writing and public/official speech (e.g. TV newscasts, speeches etc.), but virtually all Finns can speak both standard Finnish and a colloquial dialect of Finnish; they choose which register to use depending on the situation and the modality of language use.)

(12) Liisa kerto Marille sen muotokuvasta.
    Liisa-NOM told Mari-ALL it-GEN portrait-ELA
    ‘Liisa told Mari about her portrait.’ (colloquial southern urban Finnish)

As a whole, the results of Experiment 1 support the pure structural view, which posits that the referential properties of pronouns and reflexives are determined by only structural factors. In the prenominal domain in Finnish, in contrast to what was observed for RNPs in English, we see no sign of source/perceiver effects for pronouns or reflexives.

4 Experiment 2: Postnominal RNPs in Finnish

In the second experiment, we turn to a different structural configuration, namely postnominal RNPs. These are structurally more parallel to the English RNPs than the Finnish prenominal RNPs investigated in Experiment 1, and thus – if it the case that different syntactic configurations differ in how impervious they are to non-structural factors – we might expect postnominal RNPs in Finnish to be more likely to exhibit source/perceiver effects.
The Finnish counterparts of ‘a picture of herself/her’ are shown in (13). Here the contrast is not between absence and presence of an overt genitive pronoun, but rather between the reflexive form \( \text{itsei} + \text{Px} \) ‘self+Px’ (13a) and the pronoun \( \text{hänestä} \) ‘s/he-ELATIVE’ (13b). (The same reflexive form, \( \text{itsei} + \text{Px} \), with the appropriate case marking, is also used in direct object position in sentence such as “Liisa saw herself.”)

(13)  

\begin{align*}
a. & \quad \text{Liisa näki kuvan itsestään.} \\
& \quad \text{Liisa-NOM saw picture-ACC self-ELA-3Px} \\
& \quad \text{‘Liisa saw a picture of herself.’} \\
b. & \quad \text{Liisa näki kuvan hänestä.} \\
& \quad \text{Liisa-NOM saw picture-ACC s/he-ELA} \\
& \quad \text{‘Liisa saw a picture of her/him.’}
\end{align*}

In addition to these ‘canonical’ forms, we will also consider two other post-nominal reflexive forms, which have not received as much attention in the existing literature, namely a pronoun-reflexive compound form and an emphatic reflexive form. First, let us turn to the pronoun-reflexive compound \( \text{hänestä itsestään} \) (she/he-ELA self-ELA-3rd.Px) ‘(about) his/her+himself/herself’. This form appears to be ambiguous between (i) a pronominal with an ‘emphatic’ reflexive, akin to English structures like he himself, and (ii) a reflexive preceded by an ‘emphatic’ pronoun (see also Featherston 2002 on the ambiguity of German \text{ihm selbst}/\text{ihn selbst}). In Experiment 2, in addition to testing whether Finnish pronouns and reflexives in postnominal RNPs are sensitive to the source/perceiver manipulation, we will also test whether the pronoun-reflexive compound patterns more like pronouns or like reflexives in its sensitivity to source/perceiver and structural information, with the aim of shedding light on the question of whether this compound form should be regarded as pronominal or reflexive.

In Experiment 2 we also investigate the referential properties of the emphatic reflexive construction \( \text{omasta itsestään} \) (own-ELA self-ELA-3rd.Px) ‘(about) own+himself/herself.’ This is presumably an unambiguous reflexive preceded by the emphatic marker ‘own,’ given that \( \text{omasta} \) cannot occur independently in post-nominal RNP constructions. Thus, the question arises whether it differs from the standard reflexive form (13a) in its sensitivity to the source status of the antecedent.

4.1 Experimental design

In this experiment we manipulated verb type and anaphoric form, as illustrated in (14). A different group of participants (n=32) read sentences and indicated who the joke was about. As in Experiment 1, participants were given four choices: subject / object / both are possible / someone else.

(14)  

\begin{align*}
a. & \quad \text{Reflexive:} \\
& \quad \text{Mari kertoi Liisalle vitsin itsestään.} \\
& \quad \text{Mari-NOM told Liisa-ALL joke-ACC self-ELA-3Px} \\
& \quad \text{‘Mari told Liisa a joke about herself.’} \\
b. & \quad \text{Pronoun:} \\
& \quad \text{Mari kertoi Liisalle vitsin hänestä.} \\
& \quad \text{Mari-NOM told Liisa-ALL joke-ACC she-ELA} \\
& \quad \text{‘Mari told Liisa a joke about her.’} \\
c. & \quad \text{Compound:} \\
& \quad \text{...hänestä itsestään} \\
& \quad \text{...she-ELA herself-ELA-3rd.Px} \\
& \quad \text{‘(her/him) + (herself/himself)’}
\end{align*}
d. **Emphatic reflexive:**

…omasta itsestään

…own-ELA herself-ELA-3rd.Px

…”own + {herself/himself}”

### 4.2 Predictions

In this section we consider the predictions made by the pure structural approach, the pure discourse/semantic approach and the interactive/modulation approach (Table 2). First, according to the pure structural view, we predict that pronouns will be interpreted as referring to the preceding object, regardless of the verb manipulation. Reflexives are predicted to be interpreted as referring to the subject of the sentence, again regardless of the verb, given that reflexives need to be bound by a local c-commanding antecedent. The predictions are less clear for the compound form and the emphatic reflexive. As mentioned above, the compound form seems to be ambiguous between a pronoun and a reflexive, and has not received much attention in existing work. As for the emphatic reflexive, we might expect it to show a subject preference, regardless of verb, since it is presumably a fundamentally reflexive element.

The predictions of the pure discourse/semantic view are different. According to this approach, source/perceiver preferences guide the reference resolution of referential forms in RNPs, and thus we predict that pronouns will opt for the object with *tell* (perceiver) and the subject with *hear* (perceiver), and that reflexives will be interpreted as referring to the subject with *tell* (source) and the object with *hear* (source). The emphatic reflexive might well pattern like ‘regular’ reflexives, and again the referential properties of the ambiguous compound form will presumably depend on whether it turns out to be pronominal or reflexive.

<table>
<thead>
<tr>
<th>Tell</th>
<th>Pronoun</th>
<th>Reflexive</th>
<th>Compound</th>
<th>Emphatic refl</th>
</tr>
</thead>
<tbody>
<tr>
<td>Syntax</td>
<td>Object</td>
<td>Subject</td>
<td>??</td>
<td>Subject?</td>
</tr>
<tr>
<td>Discourse</td>
<td>Object</td>
<td>Subject</td>
<td>??</td>
<td>Subject?</td>
</tr>
<tr>
<td>Interactive</td>
<td>Object</td>
<td>Subject</td>
<td>??</td>
<td>Subject?</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Hear</th>
<th>Pronoun</th>
<th>Reflexive</th>
<th>Compound</th>
<th>Emphatic refl</th>
</tr>
</thead>
<tbody>
<tr>
<td>Syntax</td>
<td>Object</td>
<td>Subject</td>
<td>??</td>
<td>Subject?</td>
</tr>
<tr>
<td>Discourse</td>
<td>Subject</td>
<td>Object</td>
<td>??</td>
<td>Object?</td>
</tr>
<tr>
<td>Interactive</td>
<td>??</td>
<td>??</td>
<td>??</td>
<td>??</td>
</tr>
</tbody>
</table>

Table 2. Predictions for Experiment 2.

Now, let us turn to the interactive/modulation view. According to this approach, both structural information and discourse/semantic information influence the choice of antecedent. Let us assume, as we did above, that both structural and discourse/semantic factors are weighted equally. As in the first experiment, we find that with *tell*, both syntactic and discourse factors are pushing in the same direction, but with *hear*, they are pitted against each other. As a result, we predict that if discourse/semantic factors are playing a role, we should

---

3 Corpus example:

(a) …sitä samaa inhoa, jota omaa moraalikäsitystään vastaan rikkonut ihminen tuntee katsoessaan peiliin ja
nähdessään kuvan omasta itsestään… (www.virhe.org, posted 12/16/2002)

 ‘…the same hatred that is felt by someone who has acted against his own sense of morality, as he looks into the mirror and sees a picture of **himself**...’
see more non-BT compatible responses with hear than with tell for both reflexives (perhaps also emphatic reflexives) and pronouns, since in the hear condition the discourse/semantic factors are pulling the referential choices towards the non-BT compatible antecedents (objects in the case of reflexives; subjects in the case of pronouns). The predictions are less clear for the compound form, since its predicted behavior depends on whether it should be analyzed as a pronoun or a reflexive.

4.3 Results and discussion

As Figure 2 illustrates, a perceiver preference arises with pronouns. Participants chose subjects as antecedents (i.e., go against Binding Theory) significantly more often with hear than tell. However, the pattern of responses indicates that structural factors also play a role. With tell, we see a clear difference between the rate of object choices and the rate of ‘both are possible’ choices, but with hear, the numbers are very close. As Table 2 shows, this is a pattern we would expect if both structural and discourse/semantic factors are relevant. In other words, it seems that with hear, the discourse/semantic factors were able to push participants away the object, but did not obliterate the effects of structural factors.

In contrast to pronouns, the reflexive and the compound pronoun+reflexive conditions show no clear verb effects. With reflexives, we see a very strong subject preference with both verbs (>90%), and no effect of the source/perceiver manipulation. Thus, it appears that reflexives, even in postnominal RNPs in Finnish, are sensitive to structural factors only. The compound form, however, is split between subject and object choices with both verbs. This, unfortunately, does not shed as much light on the status of the compound form as one might have hoped. Its referential properties show that it does not pattern like regular reflexives since it does not exhibit an overwhelming subject preference, and thus one could argue that the compound form should not be regarded as fundamentally reflexive in nature. However, its referential properties do not closely match those of pronouns either, although numerically they are in the same direction (slightly more subject choices and ‘both’ choices with hear than with tell, slightly more object choices with tell than with hear). Thus, one could argue that the compound form appears to pattern somewhat more like a pronoun than a reflexive, but further research is clearly needed.
Interestingly, the data show that the emphatic reflexive is sensitive to verb manipulation, as there are significantly more ‘both’ answers with hear than tell. In other words, participants are significantly more likely to consider both subject and object as possible antecedents with hear than with tell. That is, when the object is the source-of-information, it is more likely to be considered. However, given that the source preference shows up as an increase in the number of ‘both’ responses, rather than as an increase in the number of object responses, suggests that this effect is fairly weak. In contrast to the pronoun condition, where the number of subject choices increased significantly as a result of the verb manipulation, here it is the proportion of ‘both’ choices that increases. In other words, with the emphatic reflexive, participants are unwilling to abandon the BT-compatible subject choice, even though they are willing to consider an object choice as well if the object is the source.

The results indicate that the effect of the discourse/semantic factors is weaker with emphatic reflexives than with pronouns, which suggests that although the data support the modulation/interactive hypothesis, the structural and the discourse/semantic factors are not weighted equally for pronouns and emphatic reflexives. More specifically, it seems that discourse/semantic factors have a stronger effect on pronouns than on emphatic reflexives, even though structural factors are clearly also playing a role in both cases well. Thus, these data – like our findings for English – support Kaiser’s (2003b) and Kaiser & Trueswell’s (in press) multiple-factor model which claims that different referential forms are sensitive to different kinds of information to different degrees.

5 Conclusions

In this paper we reported on two experiments that were designed to investigate what kinds of information contribute to the interpretation of pronouns and reflexives in Finnish RNPs. The results show that different syntactic configurations differ in their sensitivity to non-structural factors: Experiment 1, which investigated prenominal RNPs, showed no source/perceiver effects, but such effects arose in Experiment 2, which looked at postnominal RNPs. The findings of Experiment 2 indicate that the source preference for reflexives and the perceiver preference for pronouns (discussed by Kuno (1987) and Tenny (2003), and found experimentally by Kaiser et al. in press for English) also arise in a typologically different language, i.e. these effects do not appear to be a purely English-only phenomenon.

As the results of Experiment 2 show, morphological differences in Finnish reflexives seem to correlate with interpretational differences. The different reflexive forms differ in their sensitivity to the verb manipulation, which means that a fine-grained approach is necessary for capturing the referential properties of different anaphoric forms. Such a finding is fully compatible with the multiple-factor model, which assumes that multiple factors can play a role in reference resolution, and crucially also posits that the relative contributions of these factors can be different for different anaphoric forms (Kaiser 2003b, Kaiser & Trueswell in press). This approach can also straightforwardly capture the finding that in Finnish, as in English, discourse/semantic factors contribute more to the interpretation of pronouns than to the interpretation of reflexive-type elements.

As a whole, our data from Finnish provide further support for a multiple-factor model of reference resolution. Hopefully future work can further investigate the validity of the multiple-factor model in other languages and other domains, and also shed light on whether representational NPs in languages other than Finnish and English show similar kinds of source/perceiver effects.
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Abstract

Starting from the basic observation that, across languages, the anticausative variant of an alternating verb systematically involves morphological marking that is shared by passive verbs, the goal of this paper is to provide a uniform and formal account of these arguably two different construction types. The central claim that I put forward is that passives and anticausatives differ only with respect to the event-type features of the verb but both arise through the same operation, namely suppression by special morphology of a feature in \( v \) that encodes the ontological event type of the verb. Crucially, I argue for two syntactic primitives, namely \textit{act} and \textit{cause}, whereto I trace the passive/anticausative distinction. Passive constructions across languages are made compatible by relegating the differences to simple combinatorial properties of verb and prepositional types and their interactions with other event functors, which are in turn encoded differently morphologically across languages. New arguments are brought forward for a causative analysis of anticausatives. Agentive adverbials are examined, and doubt is cast on the usefulness of \textit{by}-phrases as a diagnostic for argumenthood.

1 Introduction

As is well-known, across languages, the anticausative alternant of an alternating pair systematically involves morphological marking that is shared by passive predicates. For instance, in Albanian, similar to Latin and Modern Greek (MG), both the sentence in (1a) containing an anticausative and the sentence in (1b) containing a passive are rendered homomorphously as in (2).  

\begin{enumerate}
\item a. The vase broke.
\item b. The vase was broken.
\end{enumerate}

\begin{enumerate}
\item \textbf{Vazoja } *(u) thye. (Albanian)
\textit{vase}_{\text{NOM}} \quad \textit{NACT} \quad \text{broke.AOR.3S}
\item \textit{‘The vase broke.’}
\item \textit{‘The vase was broken.’}
\end{enumerate}

While both anticausatives and passives arguably lack an external argument (Marantz 1984), only the latter, but not the former, sanction \textit{by}-phrases identifying the so-called logical subject, and can combine with purpose clauses and agent-oriented adverbs, as shown in (3) through (5).

---

\* The research for this paper was funded by the Austrian Science Fund, grant T173-G03.

\1 The following abbreviations are used in the glosses in the examples: \textit{AOR} (for aorist), \textit{CL} (for clitic), \textit{DAT} (for dative case), \textit{IMP} (for imperfective), \textit{NACT} (for non-active voice), \textit{NOM} (for nominative case), \textit{S} (for singular).
(3) a. The window was broken by Pat / the earthquake.
b. *The window broke by Pat / the earthquake.

(4) a. The boat was sunk to collect the insurance.  (Roeper 1987:268)
b. *The boat sank to collect the insurance.  (Roeper 1987:268)

(5) a. The ship was sunk deliberately.
b. *The ship sank deliberately.

Depending on the theory, these facts have been taken to show that the external argument in
the passive is still expressed in the syntax, albeit in an alternative manner (Baker, Johnson and
Roberts 1989, Emonds 2000), or that the syntactically suppressed argument of a passive verb
is present in argument structure (Roeper 1987, Grimshaw 1990), that is, that passives have an
implicit argument. In contrast, the fact that anticausatives cannot combine with by-phrases,
purpose clauses, or agent-oriented adverbs (Manzini 1983, Roeper 1987) is taken as evidence
that the suppression of the external cause takes place in the mapping from the lexical semantic
representation to argument structure (Levin and Rappaport Hovav 1995). In other words, in
spite of differences of opinions concerning the proper treatment of passives, the consensual
view has been that anticausatives are lexically reduced (see also Chierchia 1989, 2004 and
Reinhart 1996).

In this paper, I examine certain properties of passives and anticausatives that to the best of my
knowledge have hitherto not been systematically discussed in the literature, and the ensuing
ramifications for a universal theory of these constructions. Specifically, I challenge the view
that passives and anticausatives are formed in different modules of the grammar and offer a
uniform analysis for both constructions. The paper is organized as follows. Section 2
investigates the distribution of by- and from-phrases across English, Albanian, Latin and MG
and its significance for theories of passives and anticausatives. Based on a discussion of less
well-known data, section 3 provides evidence for two primitives, namely act and cause,
which I contend, underlie the passive/anticausative distinction. In section 4, I put forward a
novel account for the distribution of purpose clauses and agent-oriented adverbs in passives.

2  By- vs. from-phrases and the significance of the comparison

2.1  English

While anticausatives in English do not sanction by-phrases, as Piñón (2001) notes, they can
combine with from-phrases identifying the (external) cause of an event. This is shown in (6a)
vs. (6b).

(6) a. *The window cracked by the pressure.
b. The window cracked from the pressure.

However, though from-phrases identifying causes are generally fine with anticausatives, they
are bad when the cause is not an event, as shown in (7).\footnote{It follows then that animate cause(r)s are exempted from anticausatives.}

(7) *The window cracked from John / the book.

The contrast between (6b) and (7) is also replicated with non-alternating unaccusatives, as in
(8a) vs. (8b), though there also are unaccusatives that do not combine with a from-phrase
introducing a cause, as in (8c).
Moreover, \textit{from}-phrases are uniformly disallowed in passives, irrespectively of whether they introduce events, as in (9a), or non-eventive participants, as in (9b).

(9) \begin{enumerate} \item *Eva was killed from cancer. \item *Eva was killed from John / the book. \end{enumerate}

To generalize over the data presented in this section, it seems that only what Levin and Rappaport Hovav (1995) refer to as external causation verbs can combine with a \textit{from}-phrase identifying a cause.

2.2 Albanian (and Latin and MG)

Unlike in English, as we saw in (2), passives and anticausatives in Albanian, as in Latin and MG, can be formally indistinguishable. This is so for two reasons. First, these languages use two distinct conjugational paradigms, namely active versus non-active (Albanian and MG), or active versus passive (Latin), a distinction which often though not always corresponds to the transitive/unergative vs. unaccusative verb classes. Second, like Latin and MG, Albanian collapses (the distribution of) \textit{by}-phrases and \textit{from}-phrases. As this latter fact would lead us to expect, the santonign of \textit{by}-phrases, which is taken to be one of the most salient properties of the passive in English and one that distinguishes passives from anticausatives, does not apply in Albanian (as in Latin and MG). To illustrate, the Albanian counterparts of the sentences in (6b) and (7) are given in (10a) and (10b), respectively. As expected then, the grammaticality contrast in the English examples in (6b) and (7) is not replicated in Albanian.

(10) \begin{enumerate} \item Dritarja \text{u} kris nga presioni. \item Dritarja \text{u} kris nga Xhon / libri. \end{enumerate}

\text{‘The window cracked from the pressure.’} \text{‘The window was cracked by John / by the book.’}

\[ ^3 \text{The sentence in (8c) is of course fine if the prepositional phrase is interpreted as locative.} \]

\[ ^4 \text{The correspondence of the active vs. non-active distinction to the transitive/unergative vs. unaccusative verb classes is rough by virtue of the fact that while transitives/unergatives are always active morphologically, some unaccusative verbs appear in this voice (i.e., are morphologically unmarked) too. Crucially, however, in all three languages unergatives cannot be formally non-active/passive, just as passives and (lexical) reflexives cannot be formally active. For details, see Kallulli (1999a,b) on Albanian, Gianollo (2000, 2005) on Latin, and Alexiadou and Anagnostopoulou (2004) on Greek.} \]

\[ ^5 \text{Alternatively, the Albanian, Latin, MG counterparts of \textit{by}-phrases are ambiguous between \textit{by}- and \textit{from}-phrases. While in Latin and MG the same word is used both for \textit{by} and \textit{from} in passives and anticausatives, Albanian has two distinct prepositions, namely \textit{nga} and \textit{prej}, each meaning both \textit{by}- and \textit{from}. (Due to space considerations, in this article I only use \textit{nga} throughout.) Both \textit{nga} and \textit{prej} phrases are always interchangeable, or have identical distribution (i.e., they entail each other). Consequently, \textit{by}- and \textit{from}-phrases are indistinguishable in Albanian.} \]
Taken together, the arguments presented in this section, in particular the fact that the distribution of by- and from-phrases in English cannot be captured by appealing merely to the distinction between unaccusatives (whether anticausative or other) and passives, as well as the fact that there are languages that altogether collapse the distinction between by- and from-phrases, suggest that the significance granted to the fact that by-phrases are sanctioned with passives but not with anticausatives is simply not justified. It is clear that once we draw into the picture languages that do not make the distinction between by- and from-phrases, the ability to license a by-phrase irrespective of the ability to license a from-phrase cannot be granted such a theoretical status as it has in studies that focus on the English verbal passive. In other words, if the ability of a passive verb to combine with a by-phrase is taken as evidence for the existence of the external argument in passives (irrespective of whether this argument is syntactically expressed or implicit, depending on the theory), so should the ability of an anticausative verb to combine with a from-phrase identifying the (external) cause of the event. Under this view, anticausatives cannot be lexically reduced, contrary to Chierchia (1989, 2004), Levin and Rappaport Hovav (1995) and Reinhart (1996). I suggest then that by-phrases and from-phrases are more closely related than has been assumed in discussions on the sanctioning of by-phrases in passives in English.

Interestingly, as Clark and Carpenter (1989) note, children commonly use from-phrases instead of by-phrases in passives in English, too.

3 Two primitives and one account of the distribution of by- and from-phrases

The central claim of this paper is that the passive/anticausative distinction boils down to an event-based difference, namely the difference between an activity and a causative event, which I contend is syntactically relevant. In other words, while not attempting an exhaustive ontology of event types, I submit that act and cause are two syntactic primitives.

Let us first consider the evidence for the primitive status of act and cause.

Many languages share the construction in (11), in which a dative (or in some languages, a genitive) combines with a non-active (or reflexive) core yielding among other interpretations a reading that in previous work (Kallulli 2006) I have referred to as ‘unintended causation’.6

(11) Beni-u thye një vazo. (Albanian)

BenDAT himCL-NACT break.AOR.3s a vase

‘Ben unintentionally broke a vase.’

On the other hand, many languages also share the construction in (12), where a dative combines with a non-active (or reflexive) core yielding among other interpretations what in previous work I have referred to as an involuntary state reading, rendered for lack of a better alternative through ‘feel like’ in the English translation.7

6 The other possible readings are a possessor reading (‘A vase of Ben’s broke’), and an affected (in the sense: benefactive/malefactive) reading (‘A vase broke on Ben’). I have shown in Kallulli (2006) that the unintended causation reading is not due to pragmatic factors but is really part of the semantics of the verb (root), that is, the sentences in (11) are not vague but truly ambiguous. Therefore I will not dwell on this issue here specifically, though one argument for this view is presented further down in this section.

7 Indeed the construction has sometimes been referred to as the ‘feel-like construction’ (Dimitrova-Vulchanova 1999, Marušić and Žaucer 2004, to appear). Marušić and Žaucer (2004, to appear) also provide an extensive survey of previous analyses of this construction across several languages.
Formally, the sentences in (11) and (12) are identical. Yet, their interpretations vary greatly. Moreover, while the unintended causation reading is missing in (12), both the involuntary state reading and the unintended causation reading may obtain with one and the same verb, as illustrated through the Albanian examples in (13).

(13) a. Benit i-u thye një vazo.
    BenDAT himCL-NACT break.AOR.3S a vase
(i) ‘Ben unintentionally broke a vase’
(ii) *‘Ben felt like breaking a vase’

b. Benit i thy-hej një vazo.
    BenDAT himCL break-NACT.P.IMP.3S a vase
(i) ‘Ben felt like breaking a vase’
(ii) *‘Ben unintentionally broke a vase’

Formally, the Albanian sentences in (13a) and (13b) constitute a minimal pair; they differ only with respect to their grammatical aspect. As is obvious from the glosses of these sentences, Albanian has two forms for the past tense, which differ in their aspectual value: Aorist, which is aspectually perfective, and Imperfective. Only the perfective sentence in (13a) but not the imperfective in (13b) can get an unintended causation reading. On the other hand, with imperfective aspect only the involuntary state reading but not the unintended causation reading obtains. That is, the semantic complementarity in (13a) vs. (13b) is effected solely by the choice of the aspectual morpheme. Note, however, that the verb in (13a) and (13b) is what Levin and Rappaport Hovav (1995) refer to as an external causation verb.

Consider now the Albanian examples in (14).

(14) a. Benit i-u hëngër një mollë.
    BenDAT himCL-NACT ate.AOR.3S an apple
(i) ‘Ben felt like eating an apple’
(ii) *‘Ben unintentionally ate an apple’

---

8 In Albanian the non-active paradigm is built by employing three different linguistic means with a well-defined distribution. The definition of the distribution of non-active realization (adapted from Trommer 2005) is as in (i):

(i) If the clause contains perfective:
    express Non-active by choice of the auxiliary

Else: If the clause contains Tense (Present or Imperfect) but not Admirative:
    express Non-active by an inflectional affix

Else: express Non-active by a reflexive clitic
b. Benit i ha-heji një mollë.

\[
\text{Ben}_{\text{DAT}} \quad \text{him}_{\text{CL}} \quad \text{eat-}NACT.P.IMP.3S \quad \text{an apple}
\]

(i) ‘Ben felt like eating an apple’

(ii)*‘Ben unintentionally ate an apple’

Formally, (14a) and (14b) differ from each other in exactly the same way that (13a) and (13b) differ, that is, with respect to their grammatical aspect only: (14a), which is a repetition of (12), is aspectually perfective, whereas (14b), is aspectually imperfective. However, in spite of this difference, only the involuntary state reading but not the unintended causation reading obtains. That is, the semantic complementarity observed in (13a) vs. (13b) does not replicate in the examples in (14), despite the fact that morphologically (14a) is identical to (13a) and (14b) is identical to (13b). The question then arises as to why the semantic complementarity in (13a) vs. (13b) does not replicate in (14a) vs. (14b). The only possible explanation must be that non-active morphology interacts differently with different (feature) primitives. That is, the (lexical, and consequently, syntactic) feature composition make-up of eat must be different from that of break. In fact, one such difference is already argued for in Levin and Rappaport Hovav (1995), who distinguish between internal and external causation as a syntactically relevant meaning component. According to Levin and Rappaport Hovav (1995), break but not eat is an external causation verb. Capitalizing on this difference, I will assume that break-type verbs (or their roots) differ from eat-type verbs (or their roots) in that the former project a cause feature, whereas the latter an act feature in the syntax. In other words, the features [+cause] and [+act] represent two syntactic primitives that reflect an ontological event-type difference.\(^9\) Note, however, that though I assumed that the features [+cause] and [+act] in V have the status of syntactic primitives, in principle, one could be derived from the other through morphological operations that take place before the projection of these features in the syntax. That is, under some version of the lexicalist hypothesis, one of these features could be the outcome of lexical (de)composition. A case in point here is that though the verb break is a cause verb and will ceteris paribus therefore project a [+cause] feature in V, due to a procedure such as event composition (Pustejovsky 1991) in the lexicon (i.e., prior to syntactic structure building), it could project a [+act] feature in the syntax instead. Specifically, if imperfective morphology is an event functor that invariably shifts the event type of a lexical item into an activity as I have argued in Kallulli (2006), then we could explain how break projects a [+act] and not [+cause] feature in syntax. So the idea is that reiteration of a causative event (e.g. breaking events) will yield an (e.g. breaking) activity.\(^10\) This point is crucial for the derivation of the involuntary state reading of (13b), which I will however not dwell into here. (The interested reader is referred to Kallulli (2006), where I have detailed the derivation of dyadic unaccusative constructions such as those in (13) and (14)).

Adopting the basic structure in Chomsky’s (1995) shell theory, where the “internal” arguments of a verb occupy the positions of specifier and complement of V, with the external argument occupying Spec of vP, the difference between a causative predicate and an activity predicate can be depicted structurally as in (15) vs. (16). That is, unless event composition has applied previous to syntactic composition, break-type verbs project a [+cause] feature in V, as in (15), whereas eat-type verbs project a [+act] feature in V, as in (16). In other words, I contend that V contains at least one (lexical-semantic) feature encoding the ontological event type of the verb, and further, that it is precisely the need of this feature to be saturated, or

\(^9\) See also Wunderlich (1997:56) and Doron (2003).

\(^10\) Interestingly, Davis (1997) and Demirdache (2005) argue that in St’át’imcets all activity predicates are morphologically derived from causative predicates.
checked off, that makes Spec of vP an argumental position. Therefore, (non-oblique) argument realization proceeds because of the need to check off lexical-semantic features in a predicate structure (here: v and/or other heads involved in predication). Consequently, when v contains a [+cause] feature, the argument in Spec of vP will be interpreted as Cause(r), whereas when v contains a [+act] feature in v, the argument in Spec of vP will be interpreted as an Actor.

(15) The basic structure of a causative verb

(16) The basic structure of an activity verb

Abstracting away from further details, in Kalluli (2006), I define non-active (and/or reflexive) morphology as an operation that suppresses a feature in the syntactic structure of a predicate. Building on this proposal, I claim that while the passive is derived from an activity predicate through suppression by special (e.g., non-active or reflexive) morphology of a [+act] feature in v, the anticausative is derived from a causative predicate through suppression of a [+cause] feature in v. If non-active morphology suppresses the feature in v that encodes the ontological event type of the verb, as I claim, when operating on the structures in (15) and (16), it will suppress the [+cause] or the [+act] feature, respectively. If, as I suggest, (non-oblique) arguments are realized in the specifier positions of verbal projections whose heads have at least one (lexical-semantic) feature that encodes the ontological event type of the verb, it follows that no arguments can be realized in Spec of vP once the feature [+cause] or [+act] in it is stricken out by non-active morphology. That is, the resulting structures will be strictly monadic (that is, containing only one internal argument), as in (17).
However, in spite of the effect of non-active morphology, namely the suppression of the feature [+cause] or [+act] in \( v \) and the consequence that Spec of \( vP \) is in this way rendered inert, both the cause in anticausatives and the actor in passives can be realized obliquely, namely in a from-phrase and a by-phrase, respectively.

Assuming that accusative case is assigned in \( v \) (that is, that accusative case is checked in Spec of \( vP \)) and, that the complementarity of theta-checking (here: theta-feature-checking) and case-checking is a general property of the theory (Bennis 2004), then Burzio’s Generalization follows trivially: the internal argument will need to have its case features checked by a higher head, namely T, which assigns nominative.

The question however arises why languages vary with respect to whether they obfuscate the distinction between oblique actors and oblique causes, as is the case in Albanian, Latin, MG, English child language (Clark and Carpenter 1989) and Old English, or articulate this difference, as is the case in adult present-day English. One obvious difference between Albanian, Latin, MG on the one hand and adult present-day English on the other is precisely the fact that in English anticausatives and passives are always morphologically distinct, whereas, as already pointed out, in Albanian, Latin and MG passives and anticausatives are often identical morphologically. That is, there might exist some implicational relation between verbal morphology and the ability to distinguish between by- and from-phrases (i.e., oblique actors and oblique causes). Specifically, the generalization seems to be that languages that collapse the morphological distinction between passives and anticausatives also fail to differentiate between by- and from-phrases.

Consider now how the claim that the distinction passive vs. anticausative boils down to an event-based difference can accommodate the fact that break-type (i.e., causative) verbs can passivize, as in (18).

(18) The window was broken by Pat.

Emonds (2000) suggests that due to the fact that English lacks a verbally finite synthetic passive, both verbal and adjectival passives are in a sense “more adjectival” than in languages like Albanian, Latin and MG, which have a (partially) verbal finite synthetic passive. Indeed anticausatives are more eventive than passives in English, a point that cannot be made for Albanian, which as discussed above collapses the morphological distinction between passives and anticausatives. The idea then is that the passive in English in a sentence like (18) implies that the breaking event was more sustained, or involved an activity on Pat’s part, as compared to the breaking event in an anticausative, which happens spontaneously, or all-at-once. That is, the English passive, whether or not due to its special (adjectival) morphology, induces an implicature of activity, or open-endedness, even for external causation verbs, which is obvious when comparing it to an anticausative like the one in (19).
(19) The window broke.

Note that the feature [+act] entails an actor, that is, animacy. The question then arises how to account for sentences such as (20) where a natural force, namely the earthquake combines with the preposition by.

(20) The window was broken by the earthquake.

I suggest that these forces are conceptualized as animate, as opposed to inanimate forces that can cause breakage such as a construction fault, which is indeed ungrammatical in a by-phrase. Interestingly, judgments on a sentence like (21) with a cause like pressure rising in a by-phrase seem to vary.

(21) (?)The window was broken by the pressure rising.

My interpretation of this fact is that a cause like the one in (21) could be seen as a very slow but nevertheless animate force, or else as a more stationary force. In the former case it would be acceptable in a by-phrase; in the latter it would not.

Turning to the distinction between passives/anticausatives on the one hand and middles on the other, I believe this is due to the presence of a dispositional aspectual operator in the latter. That is, the middle construction is derived when the verb in the structures in (17) is under the scope of a dispositional operator (Lekakou 2005), such as the imperfective.

4 The distribution of purpose clauses and agent-oriented adverbs revisited

Let us now turn to the facts illustrated in (4) and (5), repeated again here for ease of reference, namely that passives but not anticausatives can combine with purpose clauses and agent-oriented adverbs.

(4) a. The boat was sunk to collect the insurance. (Roeper 1987:268, (3b))
   b. *The boat sank to collect the insurance. (Roeper 1987:268, (3a))

(5) a. The ship was sunk deliberately.
   b. *The ship sank deliberately.

Virtually all existing work on this distinction takes these facts to indicate: (i) the presence of an argument in the passive, which depending on the theory, is either syntactically expressed (Baker, Johnson and Roberts 1989, Emonds 2000) or implicit (Roeper 1987, Grimshaw 1990); and (ii) the lack of such an argument in unaccusatives (Levin and Rappaport Hovav 1995 and references therein).

However, all that purpose clauses and so-called agent-oriented adverbs do is identify an intention-bearing (i.e., animate) event participant as the source or initiation of the event named by the verb. Passives, but not anticausatives, control into purpose clauses and combine with agent-oriented adverbs because purpose clauses and agent-oriented adverbs simply make reference to participants capable of intentionality (i.e., actors). And as was stated earlier, unlike [+cause], the feature [+act] implies an actor, that is, a participant capable of wilful agency. However, this does not entail that the animate participant in passives is a non-oblique argument. One obvious alternative is that the animate participant here is not introduced by a non-oblique argument, but by a by-phrase, and this may in turn be either overt or implicit. If, as established in section 3.1, animate causers are disallowed with from-phrases in English and, anticausatives only license from-phrases but not by-phrases, then the inability of anticausatives to combine with purpose clauses and agent oriented adverbs follows straightforwardly without further stipulations. Further evidence for the view that it is the animate participant in an overt or implicit by-phrase that controls into the purpose clause involves the fact that whenever a purpose clause is licit, a by-phrase can be inserted overtly.
Note in this context that agent-oriented adverbs are not incompatible with unaccusative syntax. The Italian examples in (22) show that the unaccusative verbs cadere ‘fall’ and rotolare ‘roll’ continue to exhibit the characteristic essere ‘be’ (vs. avere ‘have’) selection, even in the presence of an adverb like “on purpose”.

(22) a. Gianni é caduto /*ha caduto apposta. (Folli and Harley 2004: 47)
    John is fallen / has fallen on purpose.

b. Gianni é rotolato /*ha rotolato giu apposta.
    John is rolled / has rolled down on purpose.

The example in (23) shows that the same fact holds in German, as witnessed by the fact that the auxiliary sein ‘be’ and not haben ‘have’ is selected.

(23) Peter ist / *hat absichtlich eingeschlafen.
    ‘Peter fell asleep on purpose’

To account for the facts in (22) and (23), I suggest that the so-called agent-oriented adverbs here do not necessarily tell anything about whether the event participants that they modify really act agentively (i.e., intentionally). These adverbs are rather interpreted at the pragmatic interface, that is, they merely provide information on the beliefs of the utterer of the sentences in which they occur.

5 Conclusion

In this article I have discussed a variety of – to my knowledge – new empirical arguments, which show that the picture depicted for the passive in English is quite idiosyncratic, and that the properties that have attained the status of identificational criteria of the passive are simply not revealing or even maintainable when looking at other languages. In particular, unlike generally assumed, neither by-phrases nor purpose clauses or agent-oriented adverbs witness the presence of a non-oblique argument (either implicit or syntactically encoded, depending on the theory). In contrast, the analysis that I have laid out here derives the properties of the passive and anticausative both in Albanian and English uniformly. The main conclusion here is that universally anticausatives and passives differ only with respect to the ontological event type feature in \( v \) which can be affected by morphological operations in the syntax. The distinction between by- and from-phrases in English is a simple reflection of this feature: a by-phrase introduces an oblique actor upon suppression of the act feature in \( v \), whereas a from-phrase introduces an oblique causer upon suppression of the cause feature in \( v \). I have shown that the English verbal passive can be made more compatible with its Albanian (or Latin and MG) cousin by relegating the differences to simple combinatorial properties of verbs and prepositional types and their interactions with other event functors, which are in turn encoded differently morphologically across these languages.
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Abstract
This paper discusses a semantic analysis of three syntactic types of English each, namely, floated each, binominal each, and prenominal each. It is argued that floated each consists of two parts, a quantifier and an inaudible element which functions as its restrictor, which together form a tripartite quantificational structure when they compose with the predicate. Binominal each and an associated NP such as two topics (which is generally called the ‘distributive share’) are syntactically analyzed as forming a subject-predicate relation within a DP in which the NP undergoes so-called ‘predicate inversion’. Semantically, binominal each is analyzed as having the same semantic value as floated each, while prenominal each is shown to have a different logical type from floated and binominal each. As can be seen from analogous constructions in some Romance languages, it does not lexically contain its restrictor.

1 Three types of each

English each can occur in several distinct syntactic contexts, three of which are exemplified in (1):\(^1\)

(1) a. Prenominal each
   [Each student] picked two topics.
 b. Floated each
   The students have [each picked two topics].
 c. Binominal each
   The students picked [two topics each].

Each exemplified in (1a) occurs in a prenominal position and forms a syntactic constituent with the following NP, whose head noun must be singular. Each exemplified in (1b) occurs in a preverbal position on the surface. This is a so-called floated quantifier (FQ), like floated all and floated both. In the syntax literature (e.g. Sportiche 1988), an FQ construction such as (1b) has generally been taken to be related to the prenominal quantifier construction in (1a) via a transformation. Under such a hypothesis, the FQ is underlyingly a determiner, only it is dislocated in the surface form.\(^2\) On the other hand, in the semantics literature FQs have generally been analyzed as adverbial elements (e.g. Link 1983, Dowty and Brodie 1984, Roberts 1986, Junker 1990). Each exemplified in (1c) always occurs right-adjacent to an NP, which almost always contains a numeral. This each is generally referred to as binominal each (sometimes also as shifted each) (e.g. Safir and Stowell 1987, Choe 1987, Moltmann 1991, Zimmermann 2002a,b). In the syntax literature it has been shown that binominal each forms a syntactic constituent with the NP left adjacent to it.

\(^1\) In this paper we do not discuss other types of each such as that in reciprocal each other.

\(^2\) Under Sportiche’s (1988) stranding account, the quantifier and its associating NP are generated as a DP in the VP-internal subject position (Spec VP), and in an FQ sentence the quantifier remains in this position when the NP moves to spec IP position so that EPP feature may be checked.
On the surface, then, prenominal each looks like a determiner, floated each looks like an adverb, and binominal each looks something that is neither a determiner nor an adverb. Nonetheless, it is not the case that each may occur just anywhere. Rather, the positions in which each appears are quite limited. The simplest hypothesis is that each has a single semantic value and logical type. Thus, the goal of all analyses of each is to show how its distribution can be captured while maintaining this basic assumption. This is the objective of this paper as well, though we will not quite reach it.

In attempting to formulate a unified analysis of each, it can be useful to start with the native speaker intuitions of a linguist. Consider the following observation of Vendler (1966):

(2) “….the phrase each one of them is somewhat redundant. It looks as if each here already implies one and draws our attention to individual elements….” (p. 76)

Vendler’s observation suggests that something similar to the meaning of one may lie hidden in the lexical content of each. That is, each might actually mean something like ‘each one’. Such a hypothesis becomes quite plausible when we consider the semantics of the floated numeral quantification in a language that has such FQ, namely Japanese. A Japanese numeral e.g. san ‘three’ systematically co-occurs with a classifier e.g. nin ‘CL’ (unit for counting human individuals). According to Kobuchi-Philip (2003), the classifier functions as the restrictor for the numeral, denoting a set of just atoms. Thus, numeral quantifier san-nin ‘3-CL’ refers to ‘three individuals (persons)’. This hypothesis can be extended to FQ each by analyzing it as consisting in the quantifier each plus a phonetically null, atom-denoting, restrictor. This is the hypothesis we will develop in this paper. Let us start by reviewing the background assumption of the hypothesis, that is, the analysis of Japanese numeral quantification proposed in Kobuchi-Philip (2003).

2 Japanese floated numeral quantifiers

As mentioned earlier, in the syntax literature it has frequently been suggested that the FQ is transformationally derived from a prenominal quantifier, i.e. that it is a dislocated determiner (e.g. Sportiche 1988, Kitahara 1992). However, in the case of the Japanese floated numeral quantifier (FNQ), there is strong evidence that, syntactically, the FQ must be an adverb. The reader is referred to Kobuchi-Philip (2003) for a review of the syntactic evidence supporting this claim. Here we give just one piece of particularly striking evidence, originally noted by Fukushima (1991). As shown in (3), the Japanese FNQ can be coordinated with an ordinary adverb:

(3) a. shoonin-ga [[san-nin] katsu [tashikani]]
    witness-NOM 3-CL and certainly
    sono jiko-o mokugekishita
    the accident-ACC witnessed
    (lit.) ‘Witnesses [three and certainly] witnessed the accident.’
    ‘Three witnesses certainly witnessed the accident.’

b. Mary-ga raamen-o
   M-NOM soup noodle-ACC
   [[san-bai] katsu [kireini]] tairageta
   3-CL and completely ate up
   (lit.) ‘Mary ate up soup noodles [three and completely].’
   ‘Mary ate up three bowls of soup noodles completely’
In (3a), the FNQ *san-nin* ‘three persons’ is construed with the subject ‘witness’, but it is coordinated with the adverb *tashikani* ‘certainly’. We might literally translate (3a) as “Witnesses three and certainly witnessed the accident.” To capture its meaning with a grammatical English sentence, however, we must say something like “three witnesses certainly witnessed the accident.” In (3b), the FNQ *san-bai* ‘three bowls’ is construed with the direct object ‘soup noodles’ and this FNQ is coordinated with an adverb *kireini* ‘completely’. Again, literally, this sentence means “Mary ate up soup noodles three and completely.” In sum, the fact that an FNQ can be coordinated with an adverb strongly suggests that the FNQ is itself an adverb.

Next, observe that the classifier in the Japanese FNQ is semantically significant in that it functions as the restrictor for the preceding numeral. Consider (4):

\[(4)\]
\[
a. \text{gakusei-ga, go-nin kita.} \quad \Rightarrow 5: \text{the number of persons} \\
\quad \text{student-NOM 5-CL came} \\
\quad \text{'Five \textit{individual} students came.'}
\]
\[
b. \text{gakusei-ga, go-kumi kita.} \quad \Rightarrow 5: \text{the number of groups} \\
\quad \text{student-NOM 5-CL came} \\
\quad \text{'Five \textit{groups} of students came.'}
\]

The sentences in (4a) and (4b) form a minimal pair in which the only difference is the classifier. In (4a), the classifier is *nin*, a unit for counting people, and the sentence means that five individual students came. In contrast, in (4b), the classifier is *kumi*, a unit for counting groups, and the sentence means that five groups of students came. The NQ *go-nin* refers to five persons, and the NQ *go-kumi* refers to five groups. This shows that what the numeral counts is precisely what the classifier refers to. Our claim, then, is that the classifier actually denotes a set of objects, just like an ordinary noun, and functions as the restrictor for the numeral.

Next, we will show that the nuclear scope for the numeral in Japanese FNQ quantification is the predicate denotation. Consider the sentence in (5a):

\[(5)\]
\[
a. [\text{narande hashitteita suu-dai-no torakku]}_{DP-\text{ga}} \\
\quad \text{in a row running several-CL-NO truck-NOM} \\
\quad \text{(prenominal NQ)} \\
\quad [\text{san-dai gaadoreeru-ni butsukatta]}_{VP}. \quad \text{(Inoue, 1978)} \\
\quad \text{3-CL guardrail-to hit} \\
\quad \text{(FNQ)}
\quad \text{'Three of the several trucks that were driving in tandem hit the guardrail.'}
\]
\[
b. \text{Conservativity test} \\
\quad \text{Three \textit{dai}-objects (i.e. machines) are \textit{dai}-objects that hit the guardrail.}
\]

(5a) is an example of a special construction in which a prenominal NQ and an FNQ appear in the same clause. The classifier in both NQs is *dai* which is a unit for counting machines. *San-dai* ‘three dai’, refers to three machines. Now, consider what the numeral 3 of the FNQ is counting. This sentence can be translated into English as “three of the several trucks that were driving in tandem hit the guardrail.” Thus, ‘three’ counts the number of machines that hit the

---

3 Note that the co-occurrence of a prenominal NQ and an FNQ in a single clause cannot be accounted for under the stranding account of the FQ, since under this account the quantifier appears either in the stranded position or the prenominal position (in case it moves along with the associating NP), but never both at the same time.
guardrail. That is, ‘three’ is the number of things that have the properties of being a machine and being a guardrail hitter. The classifier denotation and the predicate denotation intersect with each other, and the numeral of the FNQ indicates the number of elements in this intersection. Thus, the predicate denotation is the nuclear scope for FNQ quantification. This analysis is supported by the conservativity test in (5b). Note that the subject, ‘several trucks that were driving in tandem’, is not part of the meaning of ‘three’ at all. FNQ quantification has nothing to do with the material outside the verbal domain. To summarize, the Japanese FNQ is an adverb, and the three components of FNQ quantification are as shown in (6):

(6) Quantificational Analysis  (Q=Quantifier, R=Restrictor, NS=Nuclear Scope)

The numeral, the classifier, and the predicate, function as the quantifier, the restrictor and the nuclear scope, respectively. Note that under this analysis the quantificational structure is directly mapped from the surface syntactic structure, strictly adhering to the principle of compositionality.

One point that calls for some elaboration is the observation that the classifier must denote a set of atoms. In other words, it must be a singular term. That the denotation of the restrictor is a set of atoms is a basic logical requirement for counting or enumeration in general (e.g. Kratzer 1989, Chierchia 1998, Landman 2000). Consider the verification of an English sentence such as (7a) with respect to a context containing boys a, b, c and d. Under the traditional analysis of numeral quantification, for (7a) to be true there must be (at least) three elements in the set of boys which are also elements in the set of individuals who jumped. Now, assuming that the denotation of boys is as shown in (7b), which includes atoms and sums, consider two hypothetical verifications of (7a), namely (7c) or (7d):

(7)  a. Three boys jumped.
    b. \([\text{boys}] = \{ a+b+c+d, a+b+c, a+b+d, a+c+d, b+c+d, a+b, a+c, a+d, b+c, b+d, c+d, a, b, c, d \} \)
    c. \([\text{boys}] \cap [\text{jumped}] = \{ a+b+c+d, c+d, d \} \)
    d. \([\text{boys}] \cap [\text{jumped}] = \{ c+d, c, d \} \)

In both (7c) and (7d), there are three elements, thus numeral quantification yields truth. However, if we count the number of boys in these three elements, we find that in (7c) there actually are four of them, and in (7d) there are only two, rather than three. The discrepancy between the number of elements and the number of individuals are summarized in (8):

(8) \[ 7c \rightarrow \frac{\text{number of quantified elements}}{\text{number of boys}} = \frac{3}{4} \]  

\( \text{namely} a+b+c+d, c+d \text{ and d} \)

\( \text{namely} a, b, c \text{ and d} \)

---

4 Here we use a plus sign to represent the sum symbol. This corresponds to the plus sign within a circle in Link (1983), and the square union sign in Landman (2000).
The problem is that all sentences of the form [three boys X-ed], where X is any predicate, are wrongly predicted to be true of any situation as long as the number of the elements is three, regardless of the number of boys involved. In order for the noun phrase three boys to have its true meaning, the numeral three must count only individual boys, not any collection of boys. For this to happen, we must have a model in which x-many elements entail x-many individuals in them. In short, what is required is to exclude sums from the restrictor. Let us call this the ‘atomicity condition’ (on the restrictor of the numeral quantifier). In order to satisfy the atomicity condition, we must have an analysis of numeral quantification in which the restrictor includes only atoms, i.e. a denotation such as (9):

\[
\{ a, b, c, d \}
\]

In conclusion, the Japanese FNQ quantification has the following semantic properties:

(10) The semantic properties of Japanese FNQ quantification
    a. Japanese FNQs are adverbs of type "<<e,t>,<e,t>>."
    b. FNQs contain a classifier, which functions as the restrictor, and form a tripartite quantificational structure with the predicate.
    c. The restrictor denotes a set of atoms.
    d. FNQ quantification is computed within the verbal domain.

3 Floated each

Adopting the above account of Japanese numeral quantification, let us now consider English each. If we assume that the Japanese FNQ has the properties that it has because it is an ordinary sub case of FQs in general, as assumed in the literature, then we might expect the basic semantic properties of the Japanese FNQ to be found in all FQs. In other words, rather than treating the Japanese FNQ as an exception, let us consider the possibility that it is the norm. As with any norm, we expect to find marked exceptions in one language or another, but, generalizing from (10) above, we obtain the following hypotheses as to the general semantic properties of the FQ:\textsuperscript{5}

(11) The hypothetical general semantic properties of FQ quantification
    a. FQs are adverbs of type "<<e,t>,<e,t>>."
    b. FQs contain a nominal element that functions as the restrictor and forms a tripartite quantificational structure with the predicate.
    c. The restrictor denotes a set of atoms.
    d. FQ quantification is computed within the verbal domain.

The first claim of the hypotheses in (11a), which is taken for granted in much of the semantics literature, has abundant empirical motivation not only from Japanese but also from English and other Indo-European languages (e.g. Doetjes 1997). The second claim in (11b) calls for

\textsuperscript{5} For example, in a language such as Straits Salish an adverbial quantifier occurs as a morpheme attached to a verb (Jelinek 1995). The precise quantificational mechanism of such a language must be examined and considered in comparison to other languages. Here, however, we limit the scope of our examination to English floated each.
some independent motivation, a matter we will address shortly. The third claim in (11c) is simply the atomicity condition discussed above. Finally, (11d) is a corollary of (11a-c).

Let us now consider how English FQ *each* can be analyzed in accordance with (11b). Since there is no overt classifier adjacent to *each* in (12a) below, we must assume that element denoting the restrictor is phonetically null. Given this auxiliary assumption, (12a) is analyzed as (12c), on a par with the analysis of a Japanese FNQ, as schematically represented in (12b).

(12) a. The students each picked two topics.

b. Host NP       [   Floated NQ       Predicate   ]       (Japanese)

```
    n       CL
     |       |       |
     Q       R       NS
```

c. The students   [      each          [picked two topics]].

```
    each     one
     |       |       |
     Q       R       NS
```

Under this analysis, *each* is taken to be semantically a combination of a quantifier and its restrictor. The inaudible element is taken to mean something like *one*. Thus, literally, *each* literally means ‘each one’, in accordance with Vendler’s intuition. This analysis receives some indirect support from the following Romance language data:

(13) a. Les enfants ont *chacun* acheté deux bonbons. (French)

‘The children each bought two candies.’

b. Los estudiantes escogieron *cada uno* dos temas. (Spanish)

‘The students each picked two topics.’

As shown here, in these languages the lexical element corresponding to English floated *each* is associated with an overt nominal element meaning ‘one’. Assuming, then, that these two elements correspond to the first two components of quantification, it is reasonable to assume that they form a tripartite quantificational structure with the predicate, with the predicate functioning as the nuclear scope.

Pursuing this line of analysis, the constituent structure of an FQ sentence such as *the students each picked two topics* would form the semantic tree shown in (14a). For concreteness, we propose that the semantic value of *each* is as shown in the second line of (14b). The complete interpretation yields a distributive reading, as shown in (14c):

---

6 We speculate that (11d) is the defining property of the FQ in general. That is, the FQ is distinct from the quantifier which composes syntactically with a nominal element (e.g. prenominal and/or determiner quantifier) in that it composes directly with the predicate.

7 Note that so-called adverbs of quantification such as *always* and *sometimes* can also be taken to consist of morphological combination of a quantifier and its restrictor:

```
(i) all + ways  (ii) some + times
    Q       R            Q       R
```
In the proposed semantic value of each in (14b), P represents an <e,t> element which denotes a set containing both atoms and sums. Here P picks up the value of the predicate picked two topics, i.e. the set of two-topic pickers. This could include two-topic pickers who are not students, but it also includes both the individual two-topic pickers and all their sums. AT, which represents a set of atomic individuals, intersects with this set and this intersection is the set which contains only the atomic individuals which are two-topic pickers. Thus, if a, b, and c are the students in the domain of discourse, and if the sentence is true, then these three elements are in the intersection. The formula in (14c) states that there is a set K which is a subset of the intersection. Thus, if we designate K to contain precisely a, b, and c, then the sum of the elements of this K turns out to be identical with the supremum denoted by the students. When the sentence is true, this is how its truth conditions are satisfied. Note here that AT is part of the lexical value of each, rather than being introduced by an additional operator. Under this analysis, the restrictor is part of the lexical content of the quantifier each. Its function is to form a singular term denotation out of a plural term denotation.

4 Binominal each

Next, let us consider binominal each, an example of which is shown in (15):

\[ (15) \quad \text{The students} \ \text{picked} \ [ \text{two topics} \ \text{each} ]_{DP}. \]

In such a sentence, the subject DP the students is generally called the ‘distributive key’ and the NP containing a numeral, namely two topics, is called the ‘distributive share’ (Choe 1987). In one of the few syntactic analyses of this construction, Safir and Stowell (1987) show that the NP containing the distributive share forms a syntactic constituent with each. Semanticists have handled binominal each in various ways (e.g. Choe 1987, Moltmann 1991, Zimmermann 2002a,b). Let us consider the most recent analysis, i.e., that of Zimmermann...
Here the nominal constituent containing the distributive share and *each* is analyzed as a DP as shown in (16a). The proposed syntactic analysis is as shown in (16b):

(16) Zimmermann (2002a,b)

a. The students picked [two topics each]$_{DP}$.

b. 

\[
\text{DP} \quad \text{PrP} \\
\text{the students} \quad \text{picked} \quad \text{D}^0 \\
\text{DP} \quad \text{Pr'} \\
\text{2 topics} \quad \text{Pr}^{0} + \text{Pr}^{0} \\
\text{PP} \\
\text{t}_j \quad \text{QP} \\
\text{Q} \quad \text{NP} \\
\text{each} \quad \text{e}_i
\]

\((e_i \text{ is an NP-proform})\)

c. Each student picked two topics.

According to Zimmermann, there is a small clause inside the DP *two topics each*, represented as a Predicate Phrase, and its subject is *two topics*. The predicate, on the other hand, is taken to be *each*, which has the proform complement *e*. This proform is coindexed with the distributive key, i.e. the subject *the students*. In this way, *each* and the distributive key are semantically related. Thus, Zimmermann basically treats the binominal *each* sentence (16a) as semantically equivalent to the corresponding prenominal *each* sentence in (16c).

It seems reasonable to assume that the nominal constituent *two topics each* is a DP, given that a verb such as *picked* is a transitive verb. Furthermore, the small clause analysis is certainly plausible. In the syntax literature, there is a substantial amount of research devoted to so-called ‘predicate inversion’ within DP, which assumes the presence of a small clause within DP. This line of analysis has proved to be quite useful in accounting for data in languages such as English and Dutch (Kayne 1994, Den Dikken 1995, 1998, Bennis, et al 1998, Corver 1998, 2001). Thus, Zimmermann’s approach is attractive in principle. Nevertheless, we propose a modification.

First, consider the subject-predicate relation inside the small clause. If the subject is *two topics* and the predicate is *each*, then what would a maximally simple representation of this subject-predicate relation be? Consider (17):

(17) The underlying proposition in [two topics each] (according to Zimmermann)

<table>
<thead>
<tr>
<th>Subject</th>
<th>two topics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predicate</td>
<td>each</td>
</tr>
<tr>
<td>Proposition 1</td>
<td>Two topics are each.</td>
</tr>
<tr>
<td>Proposition 2</td>
<td>Two topics are (for) each (of the students)</td>
</tr>
</tbody>
</table>

Proposition 1 is incomplete. Including the proform *e* co-indexed with the distributive key, we arrive at Proposition 2. However, here we have to provide a significant meaning component,
namely ‘for’ in order to make sense of Proposition 2. What we wish to claim here is that a much more natural and empirically sound analysis would be as follows:

(18) The underlying proposition in [two topics each] (according to our analysis)

<table>
<thead>
<tr>
<th>Subject</th>
<th>each (one)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predicate</td>
<td>two topics</td>
</tr>
<tr>
<td>Proposition</td>
<td>Each one is (a set of) two topics.</td>
</tr>
</tbody>
</table>

The basic intuition in (18) is that each is not directly related to the distributive key the students. Rather, each is again analyzed as containing a hidden lexical component meaning one, so that the meaning of binominal each is analogous to ‘each one’. The motivation again comes from the French and Spanish data, where the binominal each construction overtly contains the meaning component ‘one’:

(19) a. Les enfants ont acheté deux bonbons chacun. (French)
the children have bought two candies each+one
‘The children bought two candies each.’

b. Los estudiantes escogieron dos temas cada uno. (Spanish)
the students picked two topics each one
‘The students picked two topics each.’

The idea we are pushing here is that each understood literally as ‘each one’ refers to the unit of the distributive share which is distributed over the distributive key. The predication relation between each and the NP containing a numeral, then, is a proposition about the quantity of objects in the distributive share. This is quite distinct from Zimmermann’s underlying proposition in (17). In (17), the distributive share is taken to be the subject, and the predicate is are (for) each (of the students). This proposition is about the distribution itself and what the distributive share is distributed over.

Let us now consider more closely the claim that a binominal each sentence such as (19a) is semantically equivalent to a prenominal each sentence such as (19b):

(19) a. The boys bought three sausages each.

b. Each boy bought three sausages.

This equation results precisely from the syntactic analysis in which each is associated with the distributive key by coindexation. Putting aside the fact this coindexation seems rather ad hoc and inconsistent with a strict interpretation of the principle of compositionality, the hypothetical equivalence of (19a) and (19b) clashes with native speaker intuitions that there is some difference between these two sentences. Our analysis captures this intuition because we argue that, just as the surface forms suggest, prenominal each composes first with student while the binominal each composes first with two topics. Pursuing this line of reasoning, we are all the more motivated to formulate distinct semantic analyses for the two syntactic constructions.

In view of these considerations, we suggest that the syntactic structure of the binominal each construction is as shown in (20):

---

---

---

8 One difference that can be identified is that the domain presupposition of each is already set by the boys in (19a) before interpreting each, whereas in (19b) quantification and presupposition accommodation must occur simultaneously (thanks to Bill Philip p.c. for pointing this out).

\[
\begin{align*}
\text{a.} & \quad \text{DP} \\
& \quad \text{D} \quad \text{FP} \\
& \quad \text{F} \quad \text{XP(=SC)} \\
& \quad QP \quad \text{each} \quad \text{NumP} \\
& \quad \quad 2 \text{ topics} \\
\text{b.} & \quad \text{DP} \\
& \quad \text{D} \quad \text{FP} \\
& \quad \text{F}+X_i \quad \text{XP(=SC)} \\
& \quad QP \quad t_i \quad t_j \\
& \quad \quad 2 \text{ topics} \\
\end{align*}
\]

Here, each is the subject and 2 topics is the predicate in the small clause within DP, as shown in (20a). Subsequently, the predicate NumP is raised over the subject as an instance of predicate inversion, as shown in (20b).

When the syntactic structure in (20b) is semantically interpreted, the only structure visible to the interpretation mechanisms is the basic constituent structure shown in (21a). Here, we assume the presence of an inaudible determiner whose position corresponds to the head D position in (20b). Assuming the same denotation of each as floated each, we obtain the interpretation of the binominal each sentence as shown in (21b):

(21) a. the students picked two topics each t

\[
\text{the students } e \quad \text{picked two topics each } <e,t> \\
\text{picked } <<<e,t>,t>,<e,t>> \quad \text{two topics each } <<<e,t>,t>> \\
\emptyset(a <<<e,t>,<e,t>,t>>>) \quad \text{two topics each } <e,t> \\
\text{two topics } <e,t> \quad \text{each } <<<e,t>,<e,t>>> \\
\]

b. two topics: \(\lambda x_e[2t(x)]\)

\[
\text{each: } \lambda P,<e,t>,\lambda y_e \exists K[K \subseteq (AT \cap P) \wedge +K=y] \\
/ \\
\text{two topics each: } \lambda y \exists K[K \subseteq (AT \cap 2t) \wedge +K=y] \\
\quad a: \lambda P,<e,t>,\lambda Q,<e,t>,\exists x_e[P(x) \wedge Q(x)] \\
/ \\
(a) two topics each: \lambda Q \exists x[\exists K[K \subseteq (AT \cap 2t) \wedge +K=x] \wedge Q(x)] \\
\quad picked: \lambda T,<e,t>,\lambda v_e[T(\lambda s_e[(picked(s))(v)])] \\
/ \]
picked two topics each: $\lambda v[\exists x[(AT \cap 2t) \land +K=x] \land (picked(x))(v)]$

the students: $\sigma(*$student$)$

the students picked two topics each:

$$\exists x[\exists K[K \subseteq (AT \cap 2t) \land +K=x] \land (picked(x))(\sigma(*$student$))]$$

c. If a, b, and c are the students in the domain of discourse,
and $\alpha$ is a set of two topics and $\beta$ is another set of two topics in the set $K$,
then $\sigma(*$student$)=a+b+c$, and $x = \alpha+\beta$, thus,$$
\exists x[\exists K[K \subseteq (AT \cap 2t) \land +K=\alpha+\beta] \land (picked(x))(\sigma(*$student$))]
\quad = \exists K[K \subseteq (AT \cap 2t) \land +K=\alpha+\beta] \land (picked(\alpha+\beta))(a+b+c)$$

An example verification of the logical representation in the last line of (21b) is partially shown in (21c). The last line of (21c) can be described as follows: Suppose student a picked a set of two topics $\alpha$, student b picked a set of two topics $\alpha$, and student c picked a set of two topics $\beta$ (e.g. $\alpha$ represents the Civil War and the slavery, $\beta$ represents Vietnam War and the Hippie movement). Thus, $K$ can be determined to contain $\alpha$ and $\beta$. Then, (picked ($\alpha+\beta$)) denotes a set containing every $\alpha$-picker and $\beta$-picker, and all their sums, which then include the sum $a+b+c$.

Note that, under this analysis, binominal each is of type $<<e,t>,<e,t>>$, just like floated each. In both cases, the quantifier is assumed to contain a hidden lexical component which denotes a set of atoms and which functions as the restrictor. However, while floated each syntactically composes with a verbal predicate, binominal each syntactically composes with an NP. This allows a unified analysis which is more strictly compositional since semantic interpretation is closely related to the surface form. In the next section we examine prenominal each, which turns out to be quite distinct from the two types of each we have discussed so far.

5 Prenominal each

Let us now consider prenominal each. Since we have shown how floated and binominal each can be taken to have identical semantic value, we might attempt to extend the analysis to cover prenominal each as well. However, prenominal each in fact looks quite distinct from floated and binominal each. Again, the clue comes from the Romance languages. Consider (22):

(22) Three types of each in French, Spanish and English

<table>
<thead>
<tr>
<th>Language</th>
<th>Float/Binominal</th>
<th>Prenominal</th>
</tr>
</thead>
<tbody>
<tr>
<td>French</td>
<td>chacun</td>
<td>chaque (N)</td>
</tr>
<tr>
<td>Spanish</td>
<td>cada uno</td>
<td>cada (N)</td>
</tr>
<tr>
<td>English</td>
<td>each</td>
<td>each (N)</td>
</tr>
</tbody>
</table>

As we observed earlier, in French and Spanish, the lexical elements which correspond to English floated and binominal each are chacun and cada uno, respectively, which include the overt meaning component ‘one’. However, this component disappears in the prenominal use of the same lexical item. This suggests a sharp distinction between floated and binominal each, on one hand, and prenominal each, on the other. Specifically, it seems to be the case that prenominal each does not contain a hidden lexical component denoting a set of atoms that functions as the restrictor. Recall now that the original reason for positing a hidden classifier-like element for floated each follows from our hypothesis that FQ each needed this restrictor in order for the three components of FQ quantification to apply within the verbal
domain. Thus, if prenominal *each* does not contain a restrictor, an immediate question is what functions as the restrictor and the nuclear scope.

In fact, prenominal *each* must be followed by a singular noun. This is also the case in French and Spanish and a singular noun denotes a set of atoms (Link 1983, Landman 2000). This suggests that, in accordance with the traditional analysis, the singular noun adjacent to it functions as the restrictor for prenominal *each*. Assuming that prenominal *each* and the singular noun adjacent to it are a quantifier and its restrictor, the predicate must be the nuclear scope, as shown in (23):

(23)  
Each boy picked two topics.

If this is the case, prenominal *each* does indeed seem to be a determiner. This explains why prenominal *each* cannot co-occur with a determiner, as illustrated in (24a), and this constraint applies to the analog of *each* in the Romance languages as well, as illustrated in (24b,c):

(24)  
a. *the each N  
b. *le chaque N  
c. *de cada N

To account for the determiner status of prenominal *each*, we hypothesize that here *each* the quantifier has incorporated into the definite determiner, as shown in (25):

(25)  
each boy

[the each]

In the syntax literature, a quantifier such as *all* has been argued to occupy the head position of QP, which is generally assumed to be generated above DP as the top-most maximal projection within the nominal domain, as shown in (26a) below. Such a structure accounts for the word order of the phrase such as *all the students*:

(26)  
The internal structure of the nominal domain (Giusti 1991, Shlonsky 1991, etc.)

a.  
Q
   └── QP
      └── DP
         └── all
             └── D
                 └── the
                     └── N
                         └── students

b.  
Q
   └── QP
      └── ∅
         └── each
             └── NP
                └── students

We could assume that floated and binominal *each* occupy the same Q-head position as shown in (26b) and that this QP is inserted in the appropriate positions in the sentence structure (a
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Each VP-adjoined adverbial position for FQ *each*, and subject position within DP for binominal *each*). However, since prenominal *each* combines with a noun and has lexically merged with the definite determiner, we suggest that prenominal *each* is not a Q-element but a D-element, as shown in (27):

(27)     DP
            D
            NP
              each
                N
                  boy

The semantic tree for a sentence with prenominal *each* would look like (28a) below. We suggest that the denotation of prenominal *each* is as shown in the first line of (28b). The outcome is as shown in (28c):

(28) a. each student picked two topics t
     each student <<e,t>,t> picked two topics <e,t>
     each <<e,t> <<e,t>,t>> student <e,t>

b. each: \( \lambda P_{e,t} \lambda Q_{e,t} [ P \subseteq Q ] \)
   \[ \text{student} : \lambda x_{e} [ \text{student}(x)] \]
   /
   each student: \( \lambda Q [ \text{student}(x) \subseteq Q ] \)
   \[ \text{picked two topics: } \lambda x_{e}[p2t(x)] \]
   /
   each student picked two topics: \( \lambda x [ \text{student}(x)] \subseteq \lambda x[p2t(x)] \)

c. student : \{ a, b, c \}
\[ \lambda x [ \text{student}(x)] \subseteq \lambda x[p2t(x)] : \]
\[ a = \text{an individual two-topic picker} \]
\[ & b = \text{an individual two-topic picker} \]
\[ & c = \text{an individual two-topic picker} \]

Prenominal *each* first combines with a singular noun, in this case *student*. This denotes a set containing only atoms. If there are three students in the domain of discourse, then it denotes \{a, b, c\}. This singular noun functions as the restrictor and it intersects with the predicate denotation, though the intersection is itself the set denoted by the singular noun. That is, it is a subset of the predicate denotation. Thus, each member of the set denoted by the singular noun, namely a, b, and c, is an atom and has the property of having picked two topics.

6 Summary and further questions

In this paper, we have examined three manifestations of the English lexical element *each*, namely, floated *each*, binominal *each* and prenominal *each*. On the basis of a general mechanism of FQ quantification induced from a recent semantic analysis of Japanese floated
numeral quantifier, we have proposed that English floated *each* lexically contains an inaudible nominal element which denotes a set of atoms and which functions as the restrictor. As for binominal *each*, we modified the syntactic analysis suggested by Zimmermann (2002a,b) by means of a predicate inversion analysis. That allows for a simpler unified account of floated and binominal *each* that is more strictly compositional than previous accounts and that accords with native speaker intuitions. Prenominal *each*, however, turned out to be distinct from the other two types of *each* in the sense that, as suggested by Romance data, it does not contain the restrictor as a lexical component. Instead, prenominal *each* was analyzed as a determiner quantifier in the traditional sense except that, under our analysis it derives morphologically from FQ *each*. This derivation, which is probably historical rather than synchronic, is possible because the right-adjacent noun is singular and therefore can be a proper restrictor (satisfying atomicity condition).

The analysis given here is based on some novel assumptions. Obviously, these assumptions themselves require more thorough examination. Furthermore, under our analysis the denotations of floated and binominal *each* are very different from that of prenominal *each*. The syntax and the syntax-semantics interface issues of prenominal *each* must be investigated further. Specifically, future research questions posed by our analysis are: How can determiner *each* be analyzed as deriving from the internal components of floated *each*? What properties of UG makes this possible or obligatory? These are entirely new questions since in all prior research it was assumed, without question, that FQs derive from determiners.
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Abstract

We propose a compositional analysis for sentences of the kind “You only have to go to the North End to get good cheese”, referred to as the Sufficiency Modal Construction in the recent literature. We argue that the SMC is ambiguous depending on the kind of ordering induced by only. So is the exceptive construction – its cross-linguistic counterpart. Only is treated as inducing either a ‘comparative possibility’ scale or an ‘implication-based’ partial order on propositions. The properties of the ‘comparative possibility’ scale explain the absence of the prejacent presupposition that is usually associated with only. By integrating the scalarity into the semantics of the SMC, we explain the polarity facts observed in both variants of the construction. The sufficiency meaning component is argued to be due to a pragmatic inference.

1 Introduction

Adverbial only has been recently argued to require special treatment when occurring in sentences expressing sufficient condition. The following sentence, first discussed in (von Fintel and Iatridou 2005), proved to be problematic for the existing analyses of only:

(1) To get good cheese you only have to go to the North End.

According to the observation in (Bech 1955/57), sentences like (1) are equivalent to:

(2) To get good cheese it suffices to go to the North End.

This suggests that only can ‘reverse’ the relation of necessity, expressed by the embedded have to, giving rise to the sufficiency reading.

Another striking fact about (1) and others of its kin is that they do not entail the truth of the prejacent, the propositional complement of only. In other words, in uttering (1), we do not convey that the embedded anankastic conditional in (3) is true.

(3) To get good cheese you have to go to the North End.

In other cases with only the prejacent is true, which is derived in one way or another from the meaning of the adverb. Interestingly, the absence of the prejacent presupposition in the sufficiency modal construction (SMC), as (von Fintel and Iatridou 2005) call (1), is limited to the positive cases, i.e. the negation of (1) does imply (3).

According to (von Fintel and Iatridou 2005)’s cross-linguistic survey of the morphosyntax of the SMC, a set of languages, like French, Modern Greek, etc., employs a negative adverb and an exceptive phrase instead of only:

(4) Si tu veux du bon fromage, tu n’as qu’à aller à North End.

The goal of this paper is to develop a compositional analysis for “only have to” sentences and their “neg+except” counterparts. We claim that the data in question can involve scalar uses of only and except, which enables us to account for the the lack of the prejacent entailment/presupposition and derive the sufficiency meaning. In the literature on only the term
‘scalar’ is used to describe the fact that only triggers an ordering on the alternative propositions it operates on. This can be either an ordering based on logical implication, or one based on a contextually salient scale. We reserve the term ‘scalar’ for the cases that are not implication-based. We argue that both kinds of orderings can occur in the SMC as it is the case in simple sentences with only. Except and the scalar version of only appear to be polarity sensitive, which receives a pragmatic explanation in our approach.

Further, we show that the choice of the modal in the SMC depends on the ordering in question and on the properties of the modal itself. Thus, embedding an existential modal in the SMC gives meaningful results only if we use the implication-based ordering. The can-variant in (5) does not seem to have a scalar reading:

(5) You can only take your wife to Italy to please her.

Finally, our analysis predicts that (2) is not equivalent to (1) and (4) but rather is a pragmatic inference from them.

The structure of the paper is the following: section 2 gives a brief overview of the existing analyses of the SMC and their problems; in section 3 we make a new proposal and give precise semantics and pragmatics for only and except; section 4 deals with the polarity issues and section 5 addresses the choice of modals in the SMC.

2 Problems with Previous Analyses

We will discuss two recent proposals for the analysis of the SMC – (von Fintel and Iatridou 2005) and (Huitink 2005) – and we will show what problems they run into while struggling to solve the “prejacent problem”.

To solve the “prejacent problem” (von Fintel and Iatridou 2005) pursue a lexical decomposition alternative, assuming that only splits into the negation and except, drawing on the parallel to the “ne que” construction in French. Moreover, they allow the modal to intervene between the two operators:

(6) Splitting only hypothesis:
    “only have to VP” = Neg > have to > other than VP

These assumptions would result in the LF in (7).

(7)  

Thus, (von Fintel and Iatridou 2005) derive the following truth conditions for (1):

(8) In some of the good cheese worlds you don’t do anything other than going to the North End.

This truth condition combined with the presupposition in (9) does not entail the prejacent. (9) is an existential presupposition triggered by only, as assumed in (Horn 1996).

(9) In all of the good cheese worlds you do something.
The SMC is thus predicted to express the possibility to achieve the goal expressed by the subordinate clause if the condition in the matrix clause is fulfilled. However, this semantics appears too weak to account for those sentences that involve sufficiency in the logical sense:

(10) For the bomb to explode, you only have to press the button.

The condition in (8) would wrongly predict that (10) is true in a world in which pressing the button does not trigger an explosion. (von Fintel and Iatridou 2005) are aware of this fact, but claim that this is the desired result.

There are another two aspects in their theory that we find problematic. The first one concerns the observation that the negated SMC sentence does imply its prejacent.

(11) You don’t only have to go to the North End to get good cheese.

\[ \sim \text{You have to go to the North End to get good cheese.} \]

Adding a negation on top of the LF in (7) fails to explain (11).

Finally, by ignoring the scalarity of the construction, (von Fintel and Iatridou 2005) predict that (1) comes out true if you can get good cheese in the North End, regardless of the other possibilities for getting good cheese, i.e. even if there are easier ways.

Another proposal, due to (Huitink 2005), is to analyse only as a universal modal with reversed order of arguments and to use the notion of modal concord to displace the semantic contribution of have to. The truth condition she arrives at is:

(12) In all North End worlds you get good cheese.

which renders (1) equivalent to (2). This, similar to (von Fintel and Iatridou 2005)’s analysis, makes wrong predictions in case there are easier ways for obtaining good cheese than going to the North End. If you can as well get good cheese in the nearest shop, (1) is predicted true contrary to our intuitions. The general problem with the modal analysis is that it fails to capture the fact that the SMC does not only introduce a sufficient condition, but also ranks it as the easiest possible.

We can conclude that it is crucial to integrate the notion of ‘scale’ into the semantics of the SMC, which we will turn to in the next section.

3 Scalar Meaning of SMC

We saw that it is important to take into account the scalarity of the construction. It seems natural to assume that the presence of a scale is due to the semantics of only. Two major inferences associated with (1) are that:

• none of the ways of achieving the goal ranked higher on an effort scale than the one that appears in the sentence ( \{ ne \} ) are necessary

• none of the ways of achieving the goal ranked lower on an effort scale than \{ ne \} are sufficient

Intuitively, the effort scale is constructed based on the comparative difficulty of actions described by different propositions. According to an observation of (von Fintel and Iatridou 2005), the scale consists not only of ways of achieving the goal, but may also include other propositions.

3.1 The Scale

The effort scale ranks propositions according to the degrees of difficulty they are assigned in the world of evaluation. To define the scale, we suggest that the degree of difficulty of a
proposition corresponds to its possibility in the actual world. Thus, we take the comparative possibility relation from (Lewis 1973) and use it for ranking:

(13) \( \forall p, q, w: p \text{ is at least as difficult as } q \text{ in } w \iff q \preceq_w p \) (i.e. \( p \text{ is at most as possible as } q \text{ in } w \))

In the degree talk:

(14) \( \forall p, q, w: p \text{ is at least as difficult as } q \text{ in } w \iff D(w)(p) \leq D(w)(q) \),

where \( D(w) \) is a function from propositions to their possibility degrees in \( w \).

We can also define the relations of sufficiency and necessity between a degree and a proposition based on the corresponding relations holding between propositions:

(15) \( \forall q \in D_{st}, d \in D_{d}, w \in D_{s} (d \text{ is sufficient for } q \text{ in } w) \iff (\exists p \in D_{st}: p \text{ is } d\text{-possible in } w \land \text{ sufficient}_w(p, q)) \)

(16) \( \forall q \in D_{st}, d \in D_{d}, w \in D_{s} (d \text{ is necessary for } q \text{ in } w) \iff (\exists p \in D_{st}: p \text{ is } d\text{-possible in } w \land \text{ necessary}_w(p, q)) \)

Informally, for a degree \( d \) to be sufficient for a proposition \( q \) in a world \( w \), there has to be another proposition \( p \) corresponding to \( d \), which is sufficient for \( q \) in \( w \). The same holds for necessity.

Further on, we assume that in the scalar context necessity and sufficiency are related in a certain intuitive way. We say that a degree \( d \) is sufficient for some proposition \( q \) in a world \( w \) iff any smaller degree \( d' \) is not necessary for \( q \) in \( w \). This relation between sufficiency and necessity is formally defined in (17). It should be noted, that according to (14) greater degrees correspond to less effort on the scale, as can be seen on the diagram in (17). Here, the degree ‘1’ corresponds to the propositions that are true in the world of evaluation, i.e. propositions that require zero effort to be fulfilled. The degree ‘0’, on the other hand, corresponds to the propositions that are impossible in the world of evaluation, i.e. they cannot be fulfilled.

(17) \( \forall q \in D_{st}, d \in D_{d}, w \in D_{s} (d \text{ is sufficient for } q \text{ in } w) \Rightarrow (\forall d': d' < d \rightarrow d' \text{ is not necessary for } q \text{ in } w) \)

Using (17) we can derive the monotonicity properties of sufficiency and necessity, formalised in (18) and (19). (18) states that if a degree \( d \) is sufficient for a proposition \( q \) in a world \( w \), then all smaller degrees are also sufficient for \( q \) in \( w \), i.e. sufficiency is monotone decreasing in its degree argument. According to (19) if a degree \( d \) is necessary for a proposition \( q \) in a world \( w \), then all greater degrees are also necessary for \( q \) in \( w \), i.e. necessity is monotone increasing in its degree argument.

(18) \( \forall q \in D_{st}, d \in D_{d}, w \in D_{s} (d \text{ is sufficient for } q \text{ in } w) \Rightarrow (\forall d': d' < d \rightarrow d' \text{ is sufficient for } q \text{ in } w) \)

(19) \( \forall q \in D_{st}, d \in D_{d}, w \in D_{s} (d \text{ is necessary for } q \text{ in } w) \Rightarrow (\forall d': d' < d \rightarrow d' \text{ is necessary for } q \text{ in } w) \)
∀q ∈ Dst, d ∈ Dq, w ∈ Ds (d is necessary for q in w) ⇒

(∀d′: d′ > d → d′ is necessary for q in w)

Having defined the scale and formalised the behaviour of ‘sufficient’ and ‘necessary’ with respect to it, we can now turn to the meaning of only in the SMC.

3.2 The Meaning of Scalar Only in the SMC

We assume that only can operate on a proposition and a modal operator. It can additionally take as an argument a function D from worlds into functions from propositions to degrees, which is determined by the context and can change its range accordingly. In the case of the SMC, D(w) will assign each proposition its probability degree in w and will thus have the range from 0 to 1. Only, applied to its arguments, asserts that the modal does not hold of any proposition for which D(w) returns a smaller degree than the one it returns for the propositional argument. We follow (Horn 1996) in assuming a weak existential presupposition for only, i.e. that there is a proposition of which the modal holds. We, however, leave it open for now, whether the latter condition is strong enough to be empirically adequate.

Formally, the meaning we propose for only is the following:

(20) [only] = λw. λD ∈ Ds((st)d). λp ∈Dst. λM ∈Ds((st)t). ∃r ∈ Dst [M(w)(r)].

∀q ∈ Dst [D(w)(q) < D(w)(p) ⇒ ¬M(w)(q)]

The LF corresponding to (1) is the following:

(21) (([only] (D)) ([ne]) ([have to]) ([gc ]))

According to (20) we derive the following meaning:

(22) A: You don’t have to do anything that is more difficult than going to the North End.
P: There is something that you have to do to get good cheese.

Formally, this is represented as follows:

(23) A: λw. ∀q ∈ Dst[D(w)(q) < D(w)([you go to the North End]) ] ⇒ ¬[have to] ( [you get good cheese] ) (w)(q)]
P: λw. ∃r ∈ Dst [ [have to] ( [you get good cheese] ) (w)(r)]

By analogy, we analyse the French except as a scalar operator with the meaning in (24):

(24) [except] = λw. λD ∈ Ds((st)d). λp ∈Dst. λM ∈Ds((st)t). ∃r ∈ Dst [M(w)(r)].

∃q ∈ Dst [D(w)(q) < D(w)(p) ∧ M(w)(q)]
By putting except under negation, we will get the meaning for the French example in (4) that is equivalent to the meaning of its ‘only have to’ counterpart, cf. (22)/(23):

\[
\text{(25)} \quad \text{Neg }\left(\text{\{ except\} } (D)\text{\{ ne\} } (\text{\{ have to\} } (\text{\{ gc\} } ))\right)
\]

As to the question, why we cannot use except without negation, we will try to give an answer to it in section 4.

### 3.3 Strengthening by Implicature

As we have observed in connection with the scalar inferences of the SMC, we have to make sure that sentences like (1) cannot be true or felicitous in scenarios in which there are easier alternatives for achieving the goal. To account for the non-sufficiency of easier alternatives, we need to strengthen the meaning by the requirement that any possibility degree greater than the one assigned to [ne] is necessary. In our set up, the strengthening can be derived as a scalar implicature.

Suppose that we have the following scenario: going to the nearest shop (ns) is easier than going to the North End (ne), which in turn is easier than going to Italy (it). The presence of ordered alternatives in the context allows us to build alternative assertions of the type ‘You only have to x to get good cheese.’ The alternative assertions are ordered according to their informational strength, as in (26). This ordering is the result of the monotonicity of only.

\[
\lambda w. \forall q \in D_{st} [D(w)(q) < D(w)(\text{\{ ns\} }) \Rightarrow \neg \text{\{ have to\} } (\text{\{ gc\} } )(w)(q)] \leq \\
\lambda w. \forall q \in D_{st} [D(w)(q) < D(w)(\text{\{ ne\} }) \Rightarrow \neg \text{\{ have to\} } (\text{\{ gc\} } )(w)(q)] \leq \\
\lambda w. \forall q \in D_{st} [D(w)(q) < D(w)(\text{\{ it\} }) \Rightarrow \neg \text{\{ have to\} } (\text{\{ gc\} } )(w)(q)]
\]

Following standard Gricean reasoning, we assume that all alternative assertions that are informationally stronger than the uttered one are believed to be false. Thus, we derive the following implicature:

\[
\lambda w. \forall q \in D_{st} [D(w)(q) > D(w)(\text{\{ ne\} })] \Rightarrow \\
\exists r \in D_{st} [D(w)(r) < D(w)(q) \land \text{\{ have to\} } (\text{\{ gc\} } )(w)(r)]
\]

This implicature states that there exists a proposition, whose possibility degree is less than or equal to the degree of [ne] and is necessary for getting good cheese. According to (19), this means that all degrees greater than the one of [ne] are necessary.
Finally, we combine this implicature with the meaning of (1) and we derive the expected results: that the degree of going to the North End is sufficient for getting good cheese and that it is the lowest degree which is necessary for getting good cheese.

However, we still haven’t derived the fact, that going to the North End itself is sufficient for getting good cheese. We assume that the sufficiency inference is also a result of pragmatic strengthening: if the speaker had known that going to the North End is not sufficient, he would have chosen another alternative with the same degree of possibility to make a relevant statement. So the sufficiency can be considered a conversational implicature – according to the maxim:

(28) *Be relevant!*

4 Polarity

In this section we are going to discuss two issues related to the polarity sensitivity of *only* and *except*: the ambiguity of the ‘only have to’ sentences and the restriction of scalar *only* and *except* to positive and negative contexts respectively.

4.1 Ambiguity

If we look at different examples of ‘only have to’ sentences, we can find some that can be interpreted in different ways depending on what kind of alternatives they are associated with. Consider the following sentence:

(29) *You only have to take four eggs in order to bake this cake.*

On one of its readings (29) implies that you don’t need more than four eggs to bake the cake. However, it can also mean – in a less natural scenario – that you can make the cake out of four eggs. In other words, in the first case the alternatives are of the form you take $x$ eggs and therefore any two of them can be compared to each other. In the second case, we seem to build alternatives by taking various ingredients and combinations thereof: you take a cup of milk, you take four eggs and 500g of flour, etc. Here a total ordering of the alternatives is impossible. Schematically, we can represent these two cases in the following way:

(30) Possible orderings of alternatives:
of affairs. On the contrary, in (30b) it is not immediately clear how to derive the comparative possibility order, required by the ‘scalar’ only analysis.

The implication-based case is usually difficult to come up with. For our initial sentence (1) for example, we would need a scenario with the following alternatives:

(31) you go to the North End and find the Italian shop;
you go to the North End and call your Italian friend;
you go to the North End, find the Italian shop and call your Italian friend

Another observation is that under negation we seem to always choose the implicature-based readings. Compare (32a) and (32b):

(32) You don’t only have to take four eggs to bake this cake…
a) …you need to take four eggs and a cup of milk.
b) #…you need to take five eggs.

This suggests that the ‘scalar’ only is polarity sensitive, akin to its counterpart except, with the difference that it requires a positive licensing environment.

4.2 Deriving Polarity

To account for the absence of the scalar reading of only under negation and the restriction that except can only occur in the scope of negation, we treat only and except as a PPI and an NPI respectively, drawing on (Condoravdi 2002)’s analysis of until*erst. We give a pragmatic explanation for their polarity sensitivity, in the spirit of (Krifka 1995)’s analysis of weak NPIs.

Let us consider the negated version of (1):

(33) You don’t only have to go to the North End to get good cheese.

Applying our analysis to this sentence gives us the following truth conditions:

(34) A: λw. ∃q ∈ Dst [D(w)(q) < D(w)(〚you go to the North End〛) ∧ 〚have to〛(〚you get good cheese〛)(w)(q)]

P: λw. ∃r ∈ Dst [〚have to〛(〚you get good cheese〛)(w)(r)]

This leads to a reversal of the informativeness order over alternative assertions:

(35) λw. ∃q ∈ Dst [D(w)(q) < D(w)(〚it〛) ∧ 〚have to〛(〚gc〛)(w)(q)] ⊆
λw. ∃q ∈ Dst [D(w)(q) < D(w)(〚ne〛) ∧ 〚have to〛(〚gc〛)(w)(q)] ⊆
λw. ∃q ∈ Dst [D(w)(q) < D(w)(〚ns〛) ∧ 〚have to〛(〚gc〛)(w)(q)]

If we again follow the strategy of pragmatic strengthening, we will derive the following implicature:

(36) λw. ∀q ∈ Dst [D(w)(q) > D(w)(〚ne〛) ⇒
            ∃r ∈ Dst [D(w)(r) < D(w)(q) ∧ 〚have to〛(〚gc〛)(w)(r)]]

We can now prove that adding (36) to the assertion in (34) leads to a contradiction. Assume that the truth conditions are satisfied in world w. Therefore, there is at least one proposition that is higher on the scale than 〚ne〛 and is necessary, say r:

(37) ∃r ∈ Dst [D(w)(r) < D(w)(〚you go to the North End〛) ∧ 〚have to〛(〚gc〛)(w)(r)]
From the fact that we use a dense scale it follows that:

\[ \forall p \in D_{st} \exists q \in D_{st} [D(w)(p) < D(w)(q) < D(w)(\text{[you go to the North End]})] \]

From (37) and (38) it follows that:

\[ \exists p \in D_{st} [D(w)(p) < D(w)(\text{[you go to the North End]})] \land \exists q \in D_{st} [D(w)(q) < D(w)(p) \land \text{[have to]} (\text{[gc]}) (w)(q)] \]

This, however, contradicts the implicature in (36). Therefore, it is impossible to satisfy both the truth conditions and the implicature.

To sum up, the scalar interpretation of only is limited to positive contexts because of the conflict that arises during the process of pragmatic strengthening of the negated sentences. The same holds for the positive sentences with except, rendering it an NPI.

5 Other Modals with Only

Our analysis predicts that only can take different modals as its arguments. However, only very few modals can participate in the SMC. With respect to the universal modals in particular, the paradigm for English looks as follows:

(40) a) To get good cheese you only need to go to the North End.
    b) #To get good cheese you only must go to the North End.
    c) #To get good cheese you only should go to the North End.

(von Fintel and Iatridou 2005) offer a very neat generalisation for the pattern in (40): a universal modal can participate in SMC if it scopes under negation. Whatever is responsible for the behaviour of modals with respect to negation, if it is not based on purely structural considerations, then (von Fintel and Iatridou 2005)’s generalisation is compatible with our analysis of only, as the modal ends up in the scope of semantic negation.

As far as existential modals are concerned, an SMC with an embedded can is grammatical:

(41) You can only take your wife to Italy to make her happy.

It seems that a scalar interpretation is not available here. (41) merely states that taking your wife to Italy is the only way to make her happy. This interpretation can be derived if we use the implication-based version of only, but we will not pursue this here. We restrict ourselves to explaining why can cannot be selected by the ‘scalar’ only.

Let us see what would happen if we embedded can under the ‘scalar’ only. We would have the following LF:

(42) \((\text{[only]} (D)) (\text{[ne]})) (\text{[can]} (\text{[gc]}))\)

If we adopt standard semantics for can, the LF in (42) will be interpreted as: “Any proposition that is less possible than going to the North End in a world \(w\) is not compatible with getting good cheese in \(w\).” Formally:

(43) \(\lambda w. \forall q \in D_{st} [D(w)(q) < D(w)(\text{[you go to the North End]})] \Rightarrow \neg\text{[can]} (\text{[you get good cheese]}) (w)(q)]\)

Here we can again construct alternative assertions and, due to the monotonicity of the universal quantifier, order them according to their informational strength:
(44) $\lambda w. \forall q \in D_s [D(w)(q) < D(w)(\text{ns})] \Rightarrow \neg \text{can} (\text{gc})(w(q)) \subseteq$

$\lambda w. \forall q \in D_s [D(w)(q) < D(w)(\text{ne})] \Rightarrow \neg \text{can} (\text{gc})(w(q)) \subseteq$

$\lambda w. \forall q \in D_s [D(w)(q) < D(w)(\text{it})] \Rightarrow \neg \text{can} (\text{gc})(w(q))$

If we proceed with standard pragmatic strengthening by negating the informationally stronger alternative assertions, we derive the following implicature:

(45) $\lambda w. \forall q \in D_s [D(w)(q) > D(w)(\text{ne})] \Rightarrow$

$\exists r \in D_s [D(w)(r) < D(w)(q) \land \text{can} (\text{gc})(w(r))]$

This, together with the assertion in (43), implies that going to the North End is compatible with getting good cheese, as the reader can verify, i.e.

(46) $\lambda w. \text{can} (\text{gc})(w)(\text{ne})$

We will assume that logically stronger propositions correspond to lower possibility degrees, as stated in (47):

(47) $\forall p, q, w [(p(w) \Rightarrow q(w)) \Rightarrow (D(w)(p) < D(w)(q))]$

This assumption lets us derive (48) from (43):

(48) $\lambda w. \forall q \in D_s [(q(w) \Rightarrow \text{ne}(w)) \Rightarrow \neg \text{can} (\text{gc})(w(q)) \Leftrightarrow$

$\lambda w. \exists q \in D_s [(q(w) \Rightarrow \text{ne}(w)) \land \text{can} (\text{gc})(w(q))$

On the other hand, (46) is equivalent to:

(49) $\lambda w. \exists q \in D_s [(q(w) \Rightarrow \text{ne}(w)) \land (q(w) \Rightarrow \text{gc}(w))]$

(50) $\lambda w. \exists q \in D_s [(q(w) \Rightarrow \text{ne}(w)) \land \text{can} (\text{gc})(w(q)]$

From (49) we derive (50), which obviously contradicts (48). Thus, we have shown that embedding can under ‘scalar’ only leads to a contradiction after the computation of the scalar implicature.

6 Conclusions

Under the scalar analysis of only in SMC, the Prejacent Problem does not arise as a consequence of the use of a weak presupposition. At the same time, by utilising the scalar behaviour of necessity and sufficiency relations, we can derive the desired sufficiency inference in the form of sufficiency between a degree and a proposition, strengthened by a conversational implicature.

The oddity of “only have to” sentences in scenarios with easier ways for achieving the goal is explained as a scalar implicature violation.

Scality is also responsible for the negative/positive polarity of except and only, respectively.

It remains an open issue how to explain the restrictions on the modals that can be embedded under only. So far we have shown that the use of can leads to inconsistency.
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Abstract

This paper discusses the semantics of the English particle man. It is shown that this particle does different things when used sentence-initially and sentence-finally. The sentence-initial use is further shown to separate into two distinct intonational types with different semantic content. A formal semantics is proposed for these types.

Particles are usually taken to mark the pragmatic status of the information conveyed by a sentence; for instance, the German particle ja has been analyzed as marking hearer-old information, an idea which has been discussed in various frameworks (cf. Kratzer 1999, Zeevat 2003, Kaufmann 2004, Potts 2005). This paper shows that particles can have purely semantic effects as well, and in some cases even show locality effects in modification. The particular particle I consider here is English man. This particle can appear both sentence-initially and sentence-finally. In what follows I will call the sentence in which man appears the host sentence of the particle.

(1) Sentence-initial: Man, I know that.
(2) Sentence-final: I know that, man.

In this paper I will concentrate on sentence-initial man, mostly for reasons of space: since the particle shows quite different semantic and pragmatic effects in sentence-initial and sentence-final position, it is difficult to give a full picture of both in a brief paper. I will, however, provide data that shows the two are distinct, in section 1. I will then move, in section 2, to providing data relating to the semantics of sentence-initial man that gives a picture of the semantics of the particle. A formalization of this picture, or at least steps toward such a formalization, will be provided in section 3. Section 4 summarizes and discusses how man compares with other particles in English, and with similar particles in other languages.

1 Differences between the ‘men’

Here I will discuss some characteristics of sentence-final man that serve to distinguish it from its sentence-initial counterpart. The end of the section will briefly discuss one way in which it can be formalized.

The first thing to note is that man, when used sentence-finally, produces a sense of insistence. In the imperative sentences in (3a), for instance, the speaker seems relatively neutral about how he guesses the hearer will react to his instruction, where in (3b), he seems to anticipate that the hearer will resist carrying out the commanded action. Intuitively, man here makes the command stronger.

*I would like to thank Nicholas Asher, Rajesh Bhatt, Hans Kamp, Bernhard Schwarz, and audiences at SuB 10 and CSSP 2005 for helpful comments and discussion.
When testing this claim, it is important that the intonation of the two examples be kept as constant as possible. There is a tendency to increase the range of pitch variations in (3b), probably because man is associated with informal speech. This should be avoided because pitch variation of this sort usually marks emotion. Thus, when stress is increased or pitch peaks made higher, a sense of insistence appears anyway, so the point at issue is not resolved. Even when intonation is kept constant, however, the sense of insistence remains. This situation is not limited to imperatives. In declaratives also, sentence-final man seems to try to force acceptance on the hearer, as shown by the following minimal pairs.

(4) a. You don’t need that.  
   b. You don’t need that, man. (insistent/pushy)

(5) a. John came to the party.  
   b. John came to the party, man. (assumes doubt on part of hearer)

The situation can be clarified further by considering dialogues like the following. Here speaker A makes a statement which is contradicted by speaker B. Speaker A then repeats her first statement in hopes of getting speaker B to accept it. In this last utterance, it seems to me, use of man is much more natural than not. The same goal could also have been accomplished by use of emphatic focus in the second sentence; the second utterance by A seems odd with neither the particle nor any kind of special focus, as if A didn’t care whether B accepted her statement, despite having taken the trouble to repeat it.

(6) a. A: John came to the party.  
   b. B: No he didn’t. 
   c. A: John came to the party, man.

Another property of sentence-final man is perhaps its most puzzling in view of the previous discussion, which makes it look very much like it has a purely pragmatic function: It licenses modal subordination. Modal subordination is a discourse phenomenon in which an anaphoric expression is dependent for its meaning on an antecedent which is in an ordinarily inaccessible position. As the name suggests, this position is canonically in the scope of a modal, as in the examples in (7), modelled after examples by Roberts (1989).

(7) a. A wolf might come in. # It is big and hairy.  
   b. A wolf might come in. It would be big and hairy.

In English licensing of modal subordination by sentence-final man requires futurate will, probably for tense reasons; but will by itself clearly does not license modal subordination without the particle.

(8) a. A wolf might walk in. ? It will eat you first.

---

1 Since the particle adds an extra syllable, intonation will of course change to some degree, however.
2 See Siegel (2002) for formal semantic work on the English particle like that shows it also can have an impact on purely semantic content.
b. A wolf might walk in. It will eat you first, man.

McCready (2005) gives an account of the above facts using SDRT (Asher and Lascarides 2003) and a dynamic modal semantics. The basic idea is that sentence-final \textit{man} has an underspecified meaning, the realization of which depends on the discourse connection between the \textit{man}-hosting sentence and its attachment point in previous discourse. In contexts like that in (8b), \textit{man} receives a modal-like meaning, which does not arise elsewhere; in other contexts \textit{man} serves to strengthen the assertion (or command), with the effect of forcing the hearer to accept its content. Such an analysis, however, is not appropriate for sentence-initial \textit{man}, which has a very different semantics. To see this, note first that while sentence-final \textit{man} can license modal subordination, sentence-initial \textit{man} cannot. As the following example shows, the tense of the sentence that hosts the particle does not make a difference here.

(9) A wolf might walk in. # Man, it eats/ate/will eat you first.

Second, it is not clear that sentence-initial \textit{man} is associated with any kind of insistence. While (10a), which contains a sentence-final occurrence of the particle, expresses a kind of insistence, (10b) does not when intonation is kept constant. Again, one must take care here not to add new stresses and pitch contrasts.

(10) a. John didn’t come to the party, man.
   b. Man, John didn’t come to the party.

I conclude that a story like that needed for sentence-final \textit{man} is not right for the sentence-initial counterpart. But what is the right semantics for sentence-initial \textit{man}? To answer this question, we must look at some more data; this will be the task of the next section.

2 What does sentence-initial \textit{man} mean?

This section will show that sentence-initial \textit{man} actually does multiple things, and that what exactly it does in a given sentence is dictated in large part by phonology, though in a different way than one might think given the above discussion. I will claim that sentence-initial \textit{man} expresses both surprise and some emotion with respect to the proposition denoted by the sentence. Further, with the right intonation, it also strengthens the interpretation of some gradable predicate within the host sentence, in much the way that adverbials like \textit{very} do. Thus, the meaning of the particle is complex; and, at least with one intonational pattern, is also clearly part of the extensional semantic content of the utterance.

First, the emotional content. Sentence-initial \textit{man} expresses some emotion, positive or negative, about the content of the sentence that hosts it.

(11) Positive
   a. Man, I got an A on my calculus test!!

(12) Negative
   a. Man, I wrecked my car this morning.
Exactly what emotion SI *man* expresses depends on the propositional content of the host sentence. Thus, where (11a) is interpreted as positive because the content is (ordinarily) understood pragmatically as being good—since it’s ordinarily good to get good grades in calculus—the emotion expressed in (12a) is negative, since ordinarily wrecking one’s car is bad for a variety of reasons. Of course, intonation must be kept constant here as well.

However, the conditioning of the emotion *man* expresses is not always just based on world knowledge. It can also depend on the speaker. In the following example, for instance, if the sentence is uttered by a rabid Republican supporter, it feels positive, while if it’s uttered by someone who leans leftward politically, the hearer interprets *man* as expressing a negative emotion.

(13) **Man, George Bush won again.**

There are still other factors that can influence the interpretation of *man*. We have seen already that SI *man* is speaker- and content-dependent. As it turns out, it is also world-dependent:

(14) **Man, I just won a million dollars in the lottery!**

(15) a. Scenario A: lump sum payment, one-time tax of 40%.
   b. Scenario B: payment over 20 years, total tax payout of 120% after inflation.

On scenario A, the hearer will understand the expressed emotion as positive, and on scenario B, as negative, illustrating that the content also varies depending on the world of evaluation.

Of course, propositions are presumably understood as bad or good in the absence of particles too. One might think that the particle actually doesn’t have much to do with this aspect of how the sentence is understood. But this is not quite right. What the particle does is make this emotion into a true part of the sentence meaning, by making it overt in the logical form. The emotional content is no longer implicit. Thus, sentence-initial use of *man* ensures that the hearer understands that the speaker has made the relevant judgement.

Now I would like to introduce intonation into the picture. I will continue, however, to avoid use of the kind of intonation that expresses emotion. Instead, I will focus on how the particle relates phonologically to the rest of the sentence. Sentence-initial *man* has, as it turns out, two possible intonations. It can be kept separate from the host sentence, forming a separate phonological or intonational phrase\(^3\) a use which I will call *comma intonation*. It can also be phonologically integrated into the rest of the sentence, which I will refer to hereafter as *integrated intonation*.

Interestingly, there are restrictions on which of these intonational patterns can be used with certain host sentences. Some host sentences, like (16a), are good with both comma and integrated intonation, though the meaning is different, as discussed in detail below. Some sentences, however, like (16b), are good with comma intonation only. There do not seem to be sentences which require integrated intonation, again for reasons that will become clear in the ensuing discussion.

(16) a. **Man, this water is hot!** (comma or integrated)
   b. **Man, John came to the party last night.** (comma only)

To clarify the picture it is useful to look at some more data.

\(^3\)I don’t want to take a position here about the phrasal status of the particle in terms of phonology. The terms ‘phonological phrase’ and ‘intonational phrase’ here are purely descriptive.
What do these examples have in common? The host sentences in (17) all express the speaker’s judgement in the sense that they involve gradable predicates. In contrast, the host sentences in (18) do not include gradable predicates: they simply describe past events. Based on these and similar examples, the right generalization seems to be that *man* can be intonationally integrated only if the host sentence contains a gradable predicate. In this case, what is expressed by the particle is that the gradable predicate holds to a high degree: for instance, *Man, it’s hot* with integrated intonation means something roughly similar to *Man, it’s really hot* with comma intonation. From this we should conclude that *man* has two distinct semantic contents, one which appears when it is used with integrated intonation and one which appears when it is phonologically separate.

It is easy, however, to find examples that look problematic for the generalization just stated. For instance, the following examples describe past events and are not obviously gradable (when compared to predicates like *long* or *red*, at least); nonetheless, integrated intonation is fine with them.

(19)
\[
\begin{align*}
a. & \quad \text{Man, we drank beer last night.} \\
b. & \quad \text{Man, George Bush won the election.}
\end{align*}
\]

However, when one considers the interpretation of the sentences the generalization can be seen to hold. (19a) means that we drank *a lot* of beer last night; (19b) means that George Bush *really* won the election, for instance by a vast margin (meaning that it is literally false). However, these interpretations only arise when *man* is phonologically integrated with the host sentence. Thus we seem to get coercion of *drink beer* and *win the election* into something gradable when integrated intonation is used. Not so when we use comma intonation, however; in this case, the particle merely comments on the fact expressed by the host sentence. Examples like these therefore ultimately support the generalization that integrated *man* requires a gradable predicate.

Note though that the mere presence of a gradable predicate is not enough. The gradable predicate must retain its ‘covert comparative’ status, where it measures the degree of the property it denotes against some other salient degree (to anticipate the analysis).

(20) *Man, that’s the bluest shirt I’ve ever seen.*  
\hspace{1cm} (comma only)

Here the use of a superlative precludes degree modification. There is more to be said about intonation. Sentence-initial *man* can have at least two distinct tones in isolation, based on analysis using the Macquer program\(^4\). Each tone can appear with both comma and integrated intonation. Descriptively they are the following.

- A low tone that rises (R).

\(^4\)There may be additional possibilities, but I will restrict myself to these two in the present paper.
• A low tone that rises, then falls again (RF).

These two tones are associated with particular semantic content as follows.

• R: surprise
• RF: exasperation (= negative emotion)

These then are the basic lexical semantic phenomena our analysis must account for. I will now turn to giving a formal analysis. We will see later, however, that there are complications that will entail some revision of the first version I will give.

3 Formal semantics

Nearly everything we will do in this first attempt at a semantics will survive unchanged into the second. I will start out with defining the emotional expression part of man’s meaning. I first define a function $E$ from (Kaplanian) contexts to propositions to emotional predicates.

• A context is a tuple $c = (c_A, c_T, c_W, c_P)$, where $c_A$ is the agent of $c$,
  $c_T$ is the time of $c$,
  $c_W$ is the world of $c$,
  and $c_P$ is the place of $c$.
• $E : c \mapsto \mathcal{P}(\mathcal{W}) \mapsto A$, where $A \in \{\text{bad, good}\}$.

Here bad, good are of type $\langle\langle s, t \rangle, t \rangle$: functions from propositions into truth-values. Thus $E$ maps contexts to functions from propositions into emotion-describing predicates.

We can now take sentence-initial man to be defined as follows, as a first step. What this definition does is to apply an emotion-expressing predicate determined by context and the propositional content of the host sentence to that propositional content.

• $[\text{man}] = \lambda p. [p \land E(c)(p)(p)]$

This lexical entry is designed so that $P(\phi)$, $P$ an emotive particle, entails $\phi$. The formula $A(\phi)$ that the particle semantics outputs should be read ‘the agent of the utterance context holds the attitude $A$ to $\phi$ in $w$.’

The next step will be to add surprise to this picture. We can make use of a standard scale of likelihood, as do Guerzoni (2003) and McCready (2004).

• $\phi >_{L_c} \psi$ iff $\Gamma \models \text{Likelihood}(\phi) > \text{Likelihood}(\psi)$, where $\Gamma$ is a set of contextually relevant facts in $c$.

In words, $\phi$ is more likely than $\psi$ in a context $c$ iff, given a contextually relevant set of facts, the likelihood of $\phi$ is greater than that of $\psi$.

Recall that R(ising) intonation was associated with an expression of surprise. We can express this surprise in the following way, given the scale of likelihood defined immediately above.

Here $C$ is a contextually determined set with respect to which the likelihood of $p$ is evaluated.

• $[R] = \lambda p. [\text{MOST}_{q}(q \in C \land q \neq p)(q >_{L_c} p)]$
In words, the proposition $p$ is less likely than most other propositions in some contextually determined set: that is, of all possibilities that are comparable to $p$, $p$ was the least likely one to happen.\footnote{There are subtle issues here that relate to the evaluation time of likelihood. Certainly once something happens it is no longer unlikely that it happened; still, it perhaps was unlikely that it would happen before it did. I will ignore this complication in this paper.}

This formula is of type $\langle \langle s, t \rangle, t \rangle$, similar to sentence-initial man. I therefore assume that it combines with the particle via functional composition, yielding

$$\llbracket man \rrbracket = \lambda p. [p \land E(c)(p)(p) \land MOST_q(q \in C \land q \neq p)(q >_L p)]$$

Given this, the semantics of (21a) will be as in (21b), which is as desired.

(21) a. Man, it’s raining outside.
   b. $\text{raining}(w, t) \land E(c)(\text{raining}(w, t))(\text{raining}(w, t))$ \land MOST_q(q \in C \land q \neq \text{raining}(w, t))(q >_L \text{raining}(w, t))$

That is, it is raining, the speaker holds some attitude, good or bad, toward that fact, and it was unlikely that it would rain (according to the speaker at least).

There is one more type of intonation to deal with: rising-falling intonation. Recall that this tone indicates a kind of exasperation. I will assume that this amounts to a simple indication that the speaker takes the propositional content of the host sentence to be negative.

$$\llbracket RF \rrbracket = \lambda p. [\text{bad}(p)]$$

Combined with the semantic frame for the particles, this will yield the following:

$$\llbracket man_{RF} \rrbracket = \lambda p. [p \land E(c)(p)(p) \land \text{bad}(p)]$$

This semantics yields a prediction about what sorts of sentences are compatible with rising-falling intonation. Specifically, it predicts that if $E$ returns a positive emotion wrt a given sentence, it should be incompatible with RF intonation (on the natural assumption that it is incoherent for a speaker to simultaneously hold positive and negative attitudes toward a single proposition). This seems to be right. Since being rich can be assumed to (ordinarily) be a positive trait, $E$ will return good when applied to the sentence I’m rich, yielding an incoherent result when rising-falling intonation is used. And, indeed, sentences like (22) are rather unnatural.

(22) # Man, I’m rich!
   RF

(23) a. $\llbracket 22a \rrbracket = \text{rich}(i) \land E(c)(\text{rich}(i))(\text{rich}(i)) \land \text{bad}(\text{rich}(i))$
   b. $\llbracket 22b \rrbracket = \text{rich}(i) \land \text{good}(\text{rich}(i)) \land \text{bad}(\text{rich}(i))$

The above picture seems right for man in its phonologically separate form. However, integrated intonation must be different, for it involves a notion of comparison. Further, this notion is not derivable (as far as I can see) from any of the above semantics. We thus must take the particle to be ambiguous. I turn my attention now to formulating the semantics of the integrated form.
In order to talk formally about degrees to which properties hold, I want to introduce some notions from the semantics of gradable adjectives and comparatives. Here I’ll assume a scalar theory of such adjectives (Kennedy 1999) on which they denote relations between individuals and degrees, which are a kind of measure of the extent to which a property is held. According to this theory, the logical form of a sentence with an adjectival predicate in the absolutive construction, like that in (24), is as shown below in simplified form.

(24) This salsa is hot.

(25) \[ \text{hot(this\_salsa)(d_s)} \]

In this formula, \(d_s\) refers to a degree which comprises the ‘standard’ for the property in question, here hotness; \(d_s\) thus denotes the degree of spiciness above which a taste can be truly stated to be spicy. In this particular instance, \(d_s\) is contextually determined. The first argument of \(\text{hot, this\_salsa}\), here denotes an individual. degree. In the model theory, degrees are treated as points in a scale, modelled as a (dense) partial order. Each gradable predicate is associated with a scale. Whether a predicate applies truly to a particular individual depends on the position of the degree associated with that individual on the scale. Kennedy assumes a function \(\delta\) that maps individuals to the degree associated with them; \(\delta\) is relativized to predicates, so there are actually a family of \(\delta\) functions, one for each predicate: \(\delta_{\text{spicy}}, \delta_{\text{tall}}\), and so on. \(\delta\) maps the individual argument to a point on the scale: in the present case, it maps the salsa to the degree of spiciness that the salsa has. If the degree associated with an individual \(x\), \(\delta_P(x)\), is greater than the standard \(d_s\) (i.e. if \(\delta(x) \geq d_s\)), then \(P(x)\) is true.

Given this background, we can think about the contribution of sentence-initial man with integrated intonation. In (26), the particle indicates that the salsa is spicy to a high degree.

(26) Man, this salsa is spicy.

We can understand this as meaning that the degree of its spiciness is greater than the degree of spiciness of most other spicy things; in this sense, it can be said to raise the standard of comparison (cf. Klein 1980) on very).

(27) \(\text{spicy(this\_salsa)(d_s)} \land \text{most}_y(\text{spicy}(y)(d_s)) (\delta_{\text{spicy}}(y) \ll \delta_{\text{spicy}}(\text{this\_salsa}))\)

Abstracting, we get the following: \(x\) the individual denoted by the subject, \(S\) the gradable property (‘spicy’), \(P\) a restrictor (‘salsa’).

(28) \(\lambda x. [\lambda S. [P(x) \land S(x)(d_s) \land \text{most}_y(S(y)(d_s) \land x \neq y) (\delta_S(y) \ll \delta_S(x))] ]\)

Note that it is in no way straightforward to make this work out compositionally, since the particle is located at the left edge of the clause and has no access to the meaning constructors corresponding to the gradable property or the subject. Thus, if we want to adopt this semantics, we have to make assumptions about the combinatorics, such as raising the various elements or abstracting away from the tree as is done in, for instance, glue semantics (Dalrymple, Lamping, Pereira and Saraswat 1997).

We also must add the emotional content previously discussed to the representation in (28). I will ignore the contribution of intonation for now, but note that in order to add it we also must assume that intonation is associated with a polymorphic type or that it is straightforwardly type-shifted, which seems anyway to be a natural move.

---

6 Absolutive constructions are those in which a statement is made about the applicability of some gradable adjective to an individual. This construction should be set against e.g. comparatives, in which the applicability of the adjective is stated with reference to other individuals.

7 For some predicates, these scales may be identical, however.
(29) Integrated particles (minus tone):

\[
\llbracket \text{man} \rrbracket = \lambda x. [\lambda P. \lambda S. P(x) \land S(x)(d_x) \land \text{most}_y (S(y)(d_x) \land x \neq y)(\delta_S(y) \ll \delta_S(x)) \land E(c)(S(x)(d_x) \land \text{most}_y (S(y)(d_x) \land x \neq y)(\delta_S(y) \ll \delta_S(x))) (S(x)(d_x) \land \text{most}_y (S(y)(d_x) \land x \neq y)(\delta_S(y) \ll \delta_S(x)))]
\]

Very messy, but this seems to be what we need if we are going to go with this sort of account.

But, in fact, this account does not seem to be quite the right way to go (though the pieces are all more or less correct). We can see this by looking at some more data. The way the semantics is set up now, there are no restrictions put on what predicate the particle modifies. This is too permissive, as we will now see.

So far we have worked with VP predicates. Object-internal predicates are also possible (in predicative positions).

(30) Man, this is spicy salsa.

One then wonders whether gradable predicates in any position can serve as input to the particle. The answer is a definite no.

Sentence-initial man cannot modify gradable predicates within embedded sentences (thanks here to Bernhard Schwarz).

(31) a. Man, John thinks Bill ate some spicy salsa.

b. Man, Jimmy knows Fred has a beautiful girlfriend.

c. Man, it’s too bad this data is so complicated.

Here, the particle can only modify the ‘embedders’—think, know, be too bad. The gradable predicates in the complements of these verbs are not available at all.

These restrictions suggest that a semantics for the particles like the one proposed above, on which no (non-stipulative) restrictions are put on what the particle modifies, cannot be correct. I want now to explore an alternative that preserves the insights of the above while avoiding (I think) most of its problems[8].

The idea is that, rather than pulling out all the elements of the sentence and modifying them separately, the particle modifies rather a set of degrees. In order for this to work, it is necessary to modify the semantics given above, changing it to an object of type \(\langle\langle d, (s,t)\rangle, (s,t)\rangle\), i.e. to a function that maps functions from sets of degrees to propositions, to propositions. Effectively we need the semantics of a modifier which however changes the type of its argument. This can be given as follows.

\[
\lambda D^{\langle\langle d, (s,t)\rangle, (s,t)\rangle} \exists d[D(d) \land \text{most}_d(d') (d' \neq d')(d' \ll_{S(D)} d) \land E(D(d) \land \text{most}_d(d') (d' \neq d')(d' \ll_{S(D)} d))(D(d) \land \text{most}_d(d') (d' \neq d')(d' \ll_{S(D)} d))]
\]

Note that this semantics in effect presupposes that a gradable predicate is contained in its argument, for if it is not, the expression will be undefined.

This semantics preserves the intuitions of what we had before, but is stated in a form that does not require the complicated combinatorics that the previous version did. Further, it allows us to derive the restriction on what gradable predicate the particle can modify, with a single stipulation. We must assume that an operation of existential closure of degree arguments takes

---

[8] I want to thank Hans Kamp (p.c.) for suggesting this line of attack.
place at a node earlier than that at which modification by *man* happens. What exactly this node may be is open to question, because there is what looks at first glance like conflicting evidence about the exact syntactic position of *man*. Two likely candidates are Spec of CP and Spec of IP. Support for the first is provided by examples like these.

\[ \begin{align*}
(32) & \quad \text{a. Man, what did you buy?} \\
& \quad \text{b. Man, if you do that, what do you think is going to happen?} \\
& \quad \text{c. If you do that, man, then there’s going to be some trouble.}
\end{align*} \]

Here *man* clearly precedes elements in C: the WH-element *what* and the conditionalizer *if*. Note however that all of these examples involve a comma intonation on the particle. Integrated intonation is not possible here. It is also possible to find what looks like evidence that *man* is in Spec of IP, as in the following example, in which the particle follows *then*, which is in C. This example, conversely, does not allow comma intonation; only integrated intonation is possible.

\[ \begin{align*}
(33) & \quad \text{If he comes tonight, then man there is going to be some trouble.}
\end{align*} \]

I conclude that there are two distinct positions for the particle. When it has comma intonation, it appears in Spec of CP; when it has integrated intonation, it appears in Spec of IP.

Now, given that integrated *man* performs its modification at IP and existential closure of degrees takes place at CP (if needed), it makes sense that gradable predicates in embedded clauses are not available for modification: the degree argument associated with them has been closed off, and is no longer visible to particles in the higher clause. The same holds for superlatives like (20); again, the degree argument is existentially closed, and cannot be modified. In fact we have a type mismatch. The two cases are as follows (with somewhat schematic syntax).

\[ \begin{align*}
(34) & \quad \text{Good case:} \\
& \quad \text{CP} \\
& \quad \text{Pt} \quad \text{IP} \\
& \quad \text{Man} \quad \text{S} \\
(35) & \quad \text{Bad case:} \\
& \quad \text{CP} \\
& \quad \text{Pt} \quad \text{IP} \\
& \quad \text{Man} \quad \text{DP} \quad \text{VP} \\
& \quad \text{John} \quad \text{V} \quad \text{CP} \\
& \quad \text{thinks} \quad \text{S}
\end{align*} \]

A further prediction of the analysis is that gradable predicates in relative clauses are not available for modification due to the presence of an intervening CP node. This prediction seems to be correct.

\[ \begin{align*}
(36) & \quad \text{a. Man, John ate a piece of cake that was big.}
\end{align*} \]

\[ ^9 \text{There is a possible issue here in that this analysis seems to allow sentences like *What man did you eat such a big piece of cake for?*, on the reading where *man* modifies the predicate *big*, since *man* is in Spec of IP. I think there must be additional syntactic reasons for this. For now, I will put it aside.} \]
b. Man, John ate some salsa that was spicy.

*Man* in these sentences can only modify the main verb, not the embedded adjective.

Let me now mention some other restrictions, which I will not however deal with in this paper. Let’s start with a consideration of DP-internal predicates. It appears that whether a particular predicate can be modified depends greatly on what the head of the DP is; in particular, it appears that predicates in the scope of indefinites can be modified, and those in the scope of definites cannot. (The examples that follow should all be understood as involving integrated intonation.)

(37) a. Man, John ate some spicy salsa.
     b. *Man, John ate the spicy salsa.

In fact, the set of determiners that allow this kind of modification seems to be fairly small. I have manipulated the NP content in these examples to allow for determiners that prefer mass and count nouns.

(38) Possible:
    a. Man, John ate a big piece of cake.
    b. Man, John ate two big pieces of cake.

(39) Impossible:
    a. *Man, John ate many big pieces of cake.
    b. *Man, John ate few big pieces of cake.
    c. *Man, John ate most big pieces of cake.
    d. *Man, John ate all the big pieces of cake.
    e. *Man, John ate {more than/less than} two big pieces of cake.
    f. *Man, John ate every big piece of cake.

All the determiners in (38), as well as *some*, are indefinite, whereas all the determiners in (39) and also *the* are definite. Clearly there is a correlation to be found between indefiniteness and the possibility of NP-internal modification. However, it is not clear to me at present exactly how it should be characterized within the present theory, and so I will leave the problem for future work.

Another interesting issue is that there is some freedom as to what predicate the particles modify. In examples in which there is more than one (potentially) gradable predicate, it seems that either can be modified.

(40) Man, George Bush won a hard election.

Here either the extent of the victory or the hardness of the election can be modified. One has the intuition that intonational prominence on a particular predicate influences which predicate is chosen. Therefore, it might be that focus should play a role in selecting *S*. I cannot resolve this question here, and leave this issue also for the future.

---

10 A first idea is that the function of the predicate is different in the definite DPs than it is in the indefinite ones. Perhaps in definite DPs adjectives work more to pick out a referent than to say something about it, and therefore are not further modifiable. Formally we might say that there is existential quantification over the degree argument at, say DP level in definite but not indefinite DPs. The consequences of this proposal are not completely clear to me at present and so I will leave this as a speculation.
4 Conclusion

In this paper I have given a semantic characterization of the behavior of sentence-initial man in English. We have seen that it involves degree modification on one use, and that intonation plays a large role in its meaning. I have left some issues unsettled, but I think the present framework is well suited to handle them.\footnote{It may turn out that a translation into alternative semantics will be needed to deal with the focus facts, though.}

There are a number of particles in English and other languages that behave much like man. In English we find dude, boy (%), girl (%), G, bro, and many others. Interestingly, there are differences between these particles and man: dude can be used only with independent intonation, and boy only with integrated intonation. The reasons for these differences remain unclear.

(41) a. Man, this water is hot. (independent or integrated)
    b. Dude, this water is hot. (independent only)
    c. Boy, this water is hot. (integrated only)

In other languages, it is quite common to find particles of this sort. In Japanese, for instance, there are the particles yo and zo (McCready In press), which are semantically similar to sentence-final man. There do not seem to be any particles corresponding to the sentence-initial use: though there are several which are related to the comma use, none of these can be used with integrated intonation. The same seems to hold true for Spanish guey ‘dummy/dude’ and tio ‘uncle’ and French merde ‘shit’ and putain ‘whore’. It may be that the reasons for this lie in independent intonational facts about these languages, but this must be explored further.
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Abstract

This paper focuses on different subtypes of constructions involving temporally bounded quantification, e.g. sequences like David visited Rome three times followed by temporal phrases as different as (i) last year, which defines a time interval; (ii) in less that two months, which defines an amount of time; and (iii) per month, which refers to a time unit. As for the first two types of temporal phrases, data will be presented which shows that they have specific linguistic properties in these quantifying contexts, and do not behave exactly as the locating or duration adverbials they are superficially identical with. The third type of phrases will receive special attention. Structures with frequency adverbials like n times per month will be analysed compositionally, separating the quantified component n times from the temporally binding phrase per month (whose role is comparable to that of adverbials (i) and (ii) in the relevant constructions). The data presented is mainly from Portuguese, although the issues at stake – the linguistic properties of temporally bounded quantification – are obviously relevant to parallel constructions in other languages.

1 Introduction

This paper concentrates on a subclass of temporal constructions with quantification over eventualities, namely those where the quantification is relative to a time parameter – either a time interval, an amount of time, or a time unit –, as in the following examples:

(1) O David visitou Roma três vezes {o ano passado / em menos de dois meses / por ano}.
    “the David visited Rome three times {the year past / in less than two months / per year”
    David visited Rome three times {last year / in less than two months / per year}.

The structure of the paper is as follows. In section 2, the analysis will focus only on constructions where the temporal frame for quantification is an interval of the time axis (like e.g. the one expressed by last year). Data from Portuguese will be used to distinguish linguistically these constructions from those where unquantified events are described, like:

(2) O David visitou Roma o ano passado.
    “the David visited Rome the year past”
    David visited Rome last year.

Still in section 2, a formal semantic characterisation of temporally bounded quantification structures is provided, which evinces the differences between these structures and those expressing simple (inclusive) temporal location, like (2). In section 3, a broader view of temporally bounded quantification is offered, extending it to the wider range of adverbials exemplified in (1). Temporal phrases associated with the expression of pure frequency – like the Portuguese counterparts of English per year – will be analysed in some detail; a compositional analysis of frequency phrases like [n-times per unit-of-time] will be defended, according to which the phrase [per unit-of-time] in those sequences is distinguished, and its role compared to the role of the other types of adverbials exemplified in (1) (as expressions that set time frames for quantification).
2 Temporal circumscription of quantification vs. temporal location

2.1 The distribution of Portuguese desde-adverbials

In previous work (cf. Móia 2000, 2001), I showed that Portuguese desde-adverbials – as, for that matter, the Spanish, French and Italian counterparts of English since-adverbials – are dependent on the presence of event quantification in the clause to which they apply, namely when telic events are involved\(^1\). Observe the contrast in grammaticality between the following two sentences, which differ only in the absence or presence of an explicit quantifier over events:

(3) *O David visitou a mãe desde Janeiro.
    “the David visited the mother since January”
    David has visited his mother since January.

(4) OK O David visitou a mãe cinco vezes desde Janeiro.
    “the David visited the mother five times since January”
    David has visited his mother five times since January.

Furthermore, I showed in that work that the relevant licensing quantification (in the matrix clause) need not be explicit quantification over events, via a phrase like \(n\) times, as in (4). It may as well be indirect quantification over events (cf. e.g. Krifka 1990, Schein 1993, Eberle 1998), associated with different types of quantification, as illustrated in (6) through (12), below.

(i) distributive quantification over discrete objects

(5) *Este urso morreu no zoo de Lisboa desde Janeiro.
    “this bear died in-the zoo of Lisbon since January”
    This bear has died in the zoo of Lisbon since January.

(6) OK Cinco ursos morreram no zoo de Lisboa desde Janeiro.
    “five bears died in-the zoo of Lisbon since January”
    Five bears have died in the zoo of Lisbon since January.

(7) OK O David restaurou o altar da igreja matriz de cinco cidades desde Janeiro\(^2\).
    “the David restored the altar of-the church matrix of five towns since January”
    David has restored the altar of the parish church of five towns since January.

(ii) measure quantification over discrete objects or massive entities

(8) OK Oitenta por cento deste edifício foi restaurado desde Janeiro.
    “eighty per cent of-this building was restored since January”
    Eighty per cent of this building has been restored since January.

\(^1\) The combination of Romance counterparts of since-adverbials with descriptions of atelic eventualities is not subject to the same restrictions. When this combination occurs, sentences involve typically a durative – rather than an inclusive – location reading (i.e. the situation is said to hold throughout the whole location interval – cf. e.g. Vlach 1993, Móia 2000):

(i) O David mora em Lisboa desde 1974.
    “the David lives in Lisbon since 1974”
    David has been living in Lisbon since 1974.

The durative location reading is irrelevant for the issues addressed in this paper and will be ignored henceforth. However, provided the right context, a temporal quantification structure of the type under analysis in this paper is also possible with atelic predicates – cf. (13) below.

\(^2\) Notice that the quantifying element can occur in very deeply embedded positions, as this example shows.
(9) Esta máquina reciclou cinco toneladas de detritos desde Janeiro.
This machine has recycled five tons of waste since January.

(iii) temporal measure quantification over atelic eventualities:

(10) O David trabalhou neste projecto durante cerca de duzentas horas desde Janeiro.
David has worked on this project for about two hundred hours since January.

(iv) quantification via exclusive operators, like só, the Portuguese counterpart of only (whose omission in the following sentence would yield ungrammaticality)

(11) O David só escreveu este artigo desde Janeiro.
David has only written this paper since January.

(v) conjunction associated with an implicature of exhaustive enumeration (of the relevant entities), as in the following sentence which is grammatical only under the interpretation where the set of all relevant towns visited during the mentioned period is being listed

(12) O David visitou Londres, Paris e Berlim desde Janeiro.
David has visited London, Paris and Berlin since January.

Other types of licensing quantification structures, besides these five, have been identified in Móia (2000, 2001), but they will be ignored here, for the sake of simplicity.

The examples above involve a combination of desde-phrases with descriptions of telic events. Similar structures, however, can be obtained with atelic eventualities, if (i) the same type of quantification structure occurs and (ii) the tense of the main verb expresses anteriority to the temporal perspective point (as is the case, for instance, with the “pretérito perfeito simples” or the “pretérito mais-que-perfeito”):

David has lived in Lisbon three times since 1974.

The difference between the grammatical and the ungrammatical structures above can be described as follows. Structures that refer to single episodic (telic) events – like (3) or (5) – yield ungrammaticality when combined with desde-phrases. Conversely, all grammatical examples with desde-phrases refer to sets of events made up of possibly discontinuous subevents (happening within the time frame set by the adverbial). Furthermore, one may note that ungrammaticality arises whenever – in similar examples – the interpretation of possibly discontinuous events is blocked. This may result from the use of an explicit expression – like the counterpart of all at once, in (14) – or from an inference based on world knowledge – as in (15), with the counterpart of a bulldozer.

(14) Esta máquina reciclou cinco toneladas de detritos de uma só vez desde Janeiro.
This machine has recycled five tons of waste all at once since January.

(15) a. Uma bomba destruiu trinta por cento deste edifício desde Janeiro.
This machine has recycled five tons of waste all at once since January.

b. Um buldózer destruiu trinta por cento deste edifício desde Janeiro.
A bulldozer has destroyed thirty per cent of this building since January.
Likewise, it may be observed that group – contrary to distributive – NPs with cardinal quantifiers do not license the use of desde-adverbials, because they are associated with single events rather than with sets of (possibly) distinct events. Thus, the following sentence, with a single-event group reading, is ungrammatical:

(16) *O David ofereceu este quadro a três amigos desde Janeiro. [group reading]
    “the David offered this painting to three friends since January”
    David has offered the painting to three friends since January.

2.2 Distinguishing temporal circumscription of quantification from temporal location

In order to explain the distributional facts observed in section 2.1, I have argued that structures where temporal adverbials are associated with (explicit) quantification over eventualities – like (4), (6)-(12) or (13) above – are of a semantically distinct type from those where temporal adverbials merely provide a frame for locating (non-quantified) eventualities. In sum, two distinct constructions have to be taken into account:

- **Temporal circumscription of quantification,**
  or **temporally bounded quantification**
  *(full-scanning construction, in Móia 2000)*

- **Temporal location**

The peculiarity of Portuguese desde-adverbials – or, more generally, of the Romance counterparts of since-adverbials – is that they are particularly sensitive to this distinction: the may define temporal boundaries for quantification, but they may not simply provide a frame for inclusive location. Many other adverbials, however, readily occur in both types of constructions – cf. e.g. em Janeiro (‘in January’):

(17)a. **OK**

O David visitou a mãe em Janeiro. [temporal location]
    “the David visited the mother in January”
    David visited his mother in January.

b. **OK**

O David visitou a mãe cinco vezes em Janeiro. [circumscription of quantification]
    “the David visited the mother five times in January”
    David visited his mother five times in January.

Temporal circumscription of quantification can be easily characterised within the framework of Discourse Representation Theory (DRT) defined in Kamp & Reyle (1993). With regard to the data under analysis, the main point to note is that all the grammatical structures with desde-adverbials above involve **abstraction over eventualities contained in the time frame set by the temporal adverbial.** See the schematic representation, in the language of DRT, in (18), and the two illustrative DRS-representations – for sentences (4) and (6) – in (4’) and (6’) right afterwards, where Portuguese lexical items are translated for the sake of simplicity (cf. Móia 2000, for details):

---

3 However, as said in fn. 1, they may provide a frame for durative location. The common fact between durative location and temporal circumscription of quantification is that, in both cases, the whole interval defined by the temporal adverbial is relevant (and this seems to be the requirement imposed by the Romance counterparts of since-adverbials): in sentences with a durative reading (like (i) in fn. 1), the described atelic eventualty is said to hold at all subintervals of the mentioned interval; in sentences with temporally bounded quantification, a reference is made to the sum of all the events of the mentioned type that occur within the relevant interval (whence, the whole interval has to be taken into account). In Móia (2000), I termed this construction full-scanning (inclusive location) in order to underline this idea (since, metaphorically speaking, it is as if the whole interval is scanned in order to gather the relevant events happening within it).
(18) \[ \text{TEMPORAL ADVERBIAL} \ [t] \]
\[
E = \Sigma \epsilon: \ \\
\ \\
\epsilon \subseteq t \ \\
\epsilon : \Psi
\]

- \(E\) \(=\) set of (sub)events described in the main clause
- \(t\) \(=\) interval defined by the temporal adverbial
- \(\epsilon\) \(=\) (sub)events that correspond to the descriptive content of the main clause and occur within \(t\)
- \(\Psi\) \(=\) relevant descriptive content (expressed in the main clause)

The representation in (18) evinces the maximality requirement that distinguishes the structures under consideration. In fact, the relevant sentences refer to sets of events (\(E\)), more precisely the set of all subevents \(\epsilon\) that, on the one hand, correspond to the descriptive content in the matrix clause (\(\Psi\)) and, on the other hand, happen within the time frame defined by the adverbial (\(t\)). This representation also evinces the peculiar role of temporal adverbials in these constructions: as can be seen, although they may appear in relatively high syntactic positions, temporal adverbials act here as true event modifiers, inasmuch as inclusion in the time frame set by them (\(t\)) is a defining property of the elements assembled in the sum represented by the main clause (\(E\)) (witness the presence of the discourse referent \(t\) inside the sub-DRS!).

Temporal circumscription of quantification has several linguistic properties that set it apart from simple inclusive temporal location. Let us consider an outstanding one, by comparing the English sentences in (19) – which involve simple inclusive temporal location – with those in (20) – which involve temporally bounded quantification:

(19) a. David has visited his mother since January.
   b. David visited his mother in January.
   c. David offered this painting to (exactly) three friends in May 1995. [group reading]

(20) a. David has visited his mother five times since January.
   b. David visited his mother five times in January.
   c. David wrote (exactly) three essays in May 1995.

First, let us note that in (19), the events described in the main clause (David’s visit to his mother or his offering of the mentioned painting) are defined independently of the locating interval. Differently, in the temporally bounded quantification structures of (20), as was underlined, the interval provided by the adverbial plays a role – as a kind of modifier – in defining the (complex) event represented in the main clause. A direct consequence of this

\[4\] Although these temporal adverbials may locate the complex event (\(E\)) as a whole – \([E \subseteq t]\) – this function is, as it were, subsidiary, since its primary function is (arguably) to provide the frame for temporal quantification over eventualities – \([\ldots \epsilon \subseteq t \ldots]\) (cf. Móia 2000).
difference is that, if the temporal frame associated with the adverbial is widened, truth preservation is not guaranteed in temporally bounded quantification structures, though it is – caeteris paribus – in (inclusive) temporal location ones. See (22) and (21), where three is to be interpreted in all cases as a non-monotonic exact quantifier:

(21)a. David offered this painting to (exactly) three friends in May 1995. [group reading]
   b. David offered this painting to (exactly) three friends in 1995.

(22)a. David wrote (exactly) three essays in May 1995.
   b. David wrote (exactly) three essays in 1995.

From (21a), which involves simple inclusive location (in the group reading), it is possible to infer (21b). Conversely, from (22a), which involves temporally bounded quantification, the parallel inference, in (22b), is invalid. Sentences (23) and (24) below contain yet another interesting contrast, distinguishing the duration of telic and atelic eventualities:

(23)a. David prepared this project in (exactly) ten hours last Saturday.
   b. David prepared this project in (exactly) ten hours last weekend.

(24)a. David worked on this project for (exactly) ten hours last Saturday.
   b. David worked on this project for (exactly) ten hours last weekend.

From (23a) it is possible infer (23b). Conversely, (24a) does not allow the inference (24b). In the first case, the sentence refers to a single episodic event (David preparing the project in a given amount of time) that is located anywhere within the frame provided by last Saturday, i.e. the sentence involves simple inclusive location. In the second case, the sentence refers to the duration of the sum of all the (possibly discontinuous) subevents of David working on the project that happened within the temporal boundaries set by last Saturday, i.e. the sentence involves a “full-scanning” of the interval, or temporal circumscription of quantification. Thus, if the boundaries are different, the sum may be different as well.

Marginally, one may note a particular characteristic of the structures with temporally bounded quantification that possibly constitutes a pragmatic restriction. These structures are somewhat odd, or very odd, if the time boundaries are excessively vague (cf. Alves 2003):

(25) Este rio transbordou cinco vezes {desde 1980 / ??desde antes de 1980}.
   “this river overflowed five times {since 1980 / since before of 1980}”
   This river has overflowed its banks five times {since 1980 / since before 1980}.

Curiously, no parallel contrast in grammaticality is observed (26), where (durative) temporal location is involved:

(26) Este rio está gravemente poluído {desde 1980 / desde antes de 1980}.
   “this river is gravely polluted {since 1980 / since before 1980}”
   This river has been seriously polluted {since 1980 / since before 1980}.

In connection with the type of pragmatic effect observed in (25), it may noted that (non-echo) interrogatives where temporal adverbials – as wh-constituents – are used to define temporal boundaries for quantification are also very odd:

(27) {?Quando / *Desde quando} é que este rio transbordou cinco vezes?
   “[when / since when] is that this river overflowed five times?
   {When did this river overflow / Since when has this river overflowed} its banks five
   times?

At this point, an issue must be stressed: temporally bounded quantification structures may arise with virtually any kind of (so-called) locating adverbial and not only with desde-adverbials. In fact, I assume that the event abstraction which distinguishes this construction
(cf. (18)) is triggered by quantifying elements in the matrix structure and not by the temporal adverbials. Therefore, whenever these quantifying elements are present – together with an adverbial that identifies a time interval – the temporal circumscription construction may emerge. The specificity of the Portuguese *desde*-adverbials is thus merely that, when combined with descriptions of telic events, they may set boundaries for quantification, but they may not simply locate, whereas most other temporal adverbials may play both roles. (28) below contains several examples of the construction at stake with different time adjuncts⁵; (29) contains parallel examples involving simple (inclusive) temporal location:

(28) Foram descobertas *trinta e cinco novas crateras de impacto* 
{entre 1980 e 1985 / o ano passado / na década de 80 / desde Janeiro passado}.  
“were found thirty and five new craters of impact 
{between 1980 and 1985 / the year past / in-the decade of 80 / since January past}”  
Thirty five new impact craters were (have been) found  
{between 1980 and 1985 / last year / in the 80’s / since last January}.  

(29) Esta cratera de impacto foi descoberta  
{entre 1980 e 1985 / o ano passado / na década de 80 / *desde Janeiro passado}.  
“this crater of impact was found  
{between 1980 and 1985 / the year past / in-the decade of 80 / since January past}”  
This impact crater was (has been) found  
{between 1980 and 1985 / last year / in the 80’s / since last January}.  

3 A broader view of temporal circumscription of quantification  

3.1 Temporal circumscription of quantification with different types of adverbials  

All the examples given in section 2 contain adverbials that are traditionally classified as *temporal locating (or frame) adverbials*, since they define *intervals of the time axis*. Let us consider again two of these cases:

(30) a. O ministro falou com o presidente cinco vezes *desde Janeiro*.  
“the minister spoke with the president five times since January”  
The minister has spoken with the president five times *since January*.  

b. O ministro falou com o presidente cinco vezes *a semana passada*.  
“the minister spoke with the president five times the week past”  
The minister spoke with the president five times *last week*.  

However, adverbials traditionally classified in other classes can also occur in constructions that involve temporally bounded quantification. First, we can mention a subset of adverbials, that might be classified as *duration adverbials* in some grammars, since they refer to *amounts of time* rather than to intervals of the time axis – e.g. Portuguese *em mês e meio* or *em menos de três semanas*, and its English counterparts *in a month and a half* or *in less than three weeks*, respectively:

---

⁵ Cf. also the following English examples (involving different adverbials) from the British National Corpus:  
G2F 9 And, on average, we each do it five times *in our life*. | CH3 4927 Colin resents the notion that he doesn't carry a big punch and this could be a chance for him to try to prove otherwise as Palacio admits to having been knocked out four times *in his 58-fight career*. | CB2 1513 Roebuck revealed that his ankle dislocated no less than four times *during the World Cup final*. | ECH 396 I have done the route a dozen or more times *since that distant autumn*, and (...) I have never set off across that huge ceiling without a feeling of apprehension. | FR5 1234 I only saw Stephen a few times *before I went back to prison*. | K1U 305 They plan to build another 40 houses over the next 10 years.
(31) a. O ministro falou com o presidente cinco vezes em mês e meio.  
"the minister spoke with the president five times in month and half"  
The minister spoke with the president five times in a month and a half.
b. Em menos de três semanas, o ministro falou com o presidente cinco vezes.  
"in less of three weeks, the minister spoke with the president five times"  
In less than three weeks, the minister spoke with the president five times.

These constructions are to be distinguished from those expressing simple duration, like:

(32) O ministro escreveu este livro em mês e meio.  
"the minister wrote this book in month and half"  
The minister wrote this book in a month and a half.

Secondly, we can mention temporal adverbials that are often classified as frequency adverbials, or as adverbs of temporal quantification (cf. Kamp & Reyle 1993), like Portuguese todos os fins-de-semana or its English counterpart every weekend:

(33) O ministro falou com o presidente cinco vezes todos os fins-de-semana.  
"the minister spoke with the president five times all the weekends"  
The minister spoke with the president five times every weekend.

This construction involves temporally bounded quantification over events (expressed in the matrix structure), unlike the following parallel structure (that expresses simple temporal quantification, in the sense of Kamp & Reyle 1993):

(34) O ministro falou com o presidente todos os fins-de-semana.  
"the minister spoke with the president all the weekends"  
The minister spoke with the president every weekend.

Finally, we can observe temporally bounded quantification structures – of a comparable nature, I will argue – with adverbials that express pure frequency, like Portuguese cinco vezes por mês or its English counterpart five times a month (or per month):

(35) O ministro falou com o presidente cinco vezes por mês.  
"the minister spoke with the president five times per month"  
The minister spoke with the president five times per month.

A specificity of constructions like (35) is that they do not have counterparts without quantification over eventualities. In other words, sequences like por mês / per month do not seem to combine with structures that do not involve explicit quantification:

(36) *O ministro falou com o presidente por mês.  
"the minister spoke with the president per month"  
*The minister spoke with the president per month.

The consideration of all the different examples presented in this section offers a broader view of temporally bounded quantification than the one sketched in section 2⁷. My contention is

⁶ Note that these adverbials, contrary to normal duration adverbials, readily occur in sentence initial-position.
⁷ Cf. also the following English examples (involving different adverbials) from the British National Corpus:  
CM0 109 It is unusual for a major organisation to change its chief executive four times in less than a decade (...). | K3K 1697 Later, experts were divided over whether two horrific attacks in just five days meant more could be expected. | B03 3011 Although the house, originally a simple hall house, has been extended and altered at least five times over nearly 600 years, it still has an overall integrity (...). | GW0 259 There's a man with a Doberman comes around two or three times every night. | C96 2109 The powerheads should draw the whole volume of the tank through the filter bed at least three times each hour. | AS7 1742 Assynt is a good salmon loch with upwards of sixty fish being caught most seasons.
that these structures, and in particular the temporal adverbials that occur in them, should be considered on a par, rather than scattered in independent semantic domains like location, duration, temporal quantification or frequency. Though intimately linked with those domains, these adverbials seem to share linguistic properties, which bring them together as phrases that express **temporal circumscription of quantification**.

### 3.2 Common properties of structures with different types of adverbials

First, let us start by noting that, formally, all the relevant structures might be considered to involve an abstraction over eventualities similar to the one already described in section 2. What happens is that the temporal frame involved in the abstraction may correspond to different temporal entities: (i) intervals of the time axis (in structures traditionally associated with the domain of temporal location or of temporal quantification); (ii) amounts of time (in structures traditionally associated with the domain of duration); (iii) time units (in structures traditionally associated with the domain of pure frequency). Any of these entities can be used as a temporal frame \( (t) \) for event-summation. Compare the schematic DRT-representations in (37)-(40).

\[
\begin{align*}
(37) & \quad \text{T}IME \text{ INTERVAL} \ (t) \\
E = & \Sigma e: \ldots [e \subseteq t] \ ; [e: \Psi] ...
\end{align*}
\]

\[
\begin{align*}
(38) & \quad \text{AMOUNT OF TIME} \ (mt) \\
dur (t) = & \ 	ext{mt} \\
E = & \Sigma e: \ldots [e \subseteq t] \ ; [e: \Psi] ...
\end{align*}
\]

\[
\begin{align*}
(39) & \quad \text{T}IME \text{ INTERVAL} \ (t) \\
QNT \ t & \quad E = \Sigma e: \ldots [e \subseteq t] \ ; [e: \Psi] ...
\end{align*}
\]

\[
\begin{align*}
(40) & \quad \text{T}IME \text{ UNIT} \ (t) \\
per \ t & \quad E = \Sigma e: \ldots [e \subseteq t] \ ; [e: \Psi] ...
\end{align*}
\]

Naturally, structures with temporally bounded quantification can be divided in different subgroups according to the type of temporal frame used. On the one hand, each subgroup may have specific properties that need to be tackled separately (this is outstandingly the case with pure frequency constructions, like *five time per month*, as we will see later on). However, on the other hand, all these constructions have linguistic properties in common – cf. schemata (37)-(40) –, which call for a parallel analysis. As for these properties, I will only underline here the similarities in distribution, leaving other possible common properties for further research.

As a matter of fact, it should be noted that phrases that identify amounts of time, like *in a week and a half*, or time units, like *per week* – just like those that identify intervals of the time

---

K9J 181 If all goes according to plan, the £60 million investment will produce around 300,000 tonnes *per year* of ammonia at the lowest costs in Western Europe. | HL1 499 He also received a three-year period of probation –-- during which he would be required to perform 1,800 hours of community service *per year* –-- on a more general conspiracy charge. | G19 1229 The CCLGF meets six or seven times a year and is chaired by the Secretary of State for the Environment.
axis, as *last weekend* or *since January* – may act as temporally binding expressions for indirect quantification over eventualities. They may, for instance occur, with

(i) distributive quantification over discrete objects (cf. (6) above)

(41) a. O David leu três livros no fim-de-semana passado.
    “the David read three books in-the weekend past”
    David read *three books* last weekend.

b. O David leu três livros numa semana e meia.
    “the David read three books in-a week and half”
    David read *three books* in a week and a half.

c. O David leu três livros por semana.
    “the David read three books per week”
    David read *three books* per week.

(ii) temporal measure quantification over atelic eventualities (cf. (10) above)

(42) a. O David trabalhou neste projecto durante mais de 60 horas a semana passada.
    “the David worked on-this project for more of 60 hours the week past”
    David worked on this project *for over 60 hours* last week.

b. O David trabalhou neste projecto durante mais de 60 horas numa semana e meia.
    “the David worked on-this project for more of 60 hours in-a week and half”
    David worked on this project *for over 60 hours* in a week and a half.

c. O David trabalhou neste projecto durante mais de 60 horas por semana.
    “the David worked on-this project for more of 60 hours per week”
    David worked on this project *for over 60 hours* per week.

However, structures that express pure frequency (with *por*-phrases) have a more limited distribution. In particular, they are not licensed with event quantification associated with exclusive operators or with conjunction (cf. (11) and (12) above). This correlates with the fact that (possibly) the event abstraction associated with these operators is not directly asserted (rather being implied at some level).

(43) a. O David só escreveu este artigo {desde Janeiro / num mês e meio}.
    “the David only wrote this paper {since January / in-a month and half}”
    David *only* wrote this paper {since January / in-a month and half}.

b. *O David só escreveu este artigo por mês.*
    “the David only wrote this paper per month”
    *David only* wrote this paper per month.

(44) a. O David visitou Londres, Paris e Berlim {desde Janeiro / num mês e meio}.
    “the David visited London, Paris and Berlin {since January / in-a month and half}”
    David visited (has visited) *London, Paris and Berlin* {since January / in-a month and half}.

b. *O David visitou Londres, Paris e Berlim por mês.*
    “the David visited London, Paris and Berlin per month”
    *David visited London, Paris and Berlin* per month.

It can also be noted that *por*-phrases exhibit distributional restrictions comparable to those of *desde*-phrases. More precisely, since *por*-phrases are only compatible with temporally bounded quantification, requiring event-iteration, the blocking effects resulting from coercion of a single-event reading (observed in (14) and (16), in section 2, apropos *desde*-phrases) also affect them:
3.3 *Por*-adverbials: frequency and temporal circumscription of quantification

It is implicit in what was said up to now that *por*-phrases in sequences like *cinco vezes por mês* (‘five times per month’) are being analysed autonomously, i.e. independently of the quantifying phrase (e.g. *cinco vezes*, ‘five times’) with which they combine. In fact, these phrases are taken to have a semantic role of their own, as they provide a temporal frame for quantification, along the same lines as adverbials that define time intervals or amounts of time. Given that, traditionally, sequences like *cinco vezes por mês* (‘five times per month’) are presented as an unanalysed whole – classified as an adverbial of frequency –, this ‘splitting’ analysis requires further justification. This is what I will attempt to do now.

The first thing to underline about the *por*-adverbials under consideration is that they may occur in two rather distinct types of syntactic contexts (just like, for that matter, their English counterparts with *per or a*).

(47) O ministro fala/falou com o presidente *cinco vezes por mês*.
“the minster speaks/spoke with the president five times per month”
The minister speaks with the president *five times per month*.

(48) O ministro faz/fez *cinco discursos por mês*.
“the minister makes/made five speeches per month”
The minister makes/made *five speeches per month*.

In the first sentence, the sequence *por mês* (‘per month’) is applied to the quantifier over events *cinco vezes* (‘five times’), which occurs adverbially. In the second case, the same sequence is applied to the NP *cinco discursos* (‘five speeches’), which is the direct object of the verb. In grammar books, only the first case is normally considered. There, as said, sequences like *cinco vezes por mês* (‘five times per month’) are normally considered as (unanalysed) units, and classified as adverbials of frequency (cf. e.g. Bennett & Partee 1978, Quirk *et al.* 1985, or Huddleston & Pullum 2002, for the English counterparts). No references are normally made to a possible internal analysis. Huddleston and Pullum (2002: 715), however, classify the counterparts of these *por*-phrases as “postmodifiers” (a category they oppose to “separate adjuncts”) within the overall frequency phrase: “clear postmodifiers are NPs introduced by *a* or else PPs with *per* as head”.

I will advocate here that, both in adverbial contexts like (47) and in nominal contexts like (48), the sequence [n-times/n-objects *por* unit-of-time] is a constituent of the whole sentence and that it can have a compositional analysis, distinguishing the sequence [por unit-of-time] as an expression that sets temporal boundaries for event quantification, along the lines defined in the previous sections of this paper (cf. schema (40)).

Among the syntactic properties of the Portuguese sequences [n-times/n-objects *por* unit-of-time] that justify its analysis as a syntactic constituent – expressing frequency – we might emphasize: the possibility of topicaization, of focussing, and of anaphoric reference via a relative pronoun (like *o que*, ‘what’), as shown in the following three sentences, respectively:

(49)a. *Cinco discursos por mês*, o ministro fez muitas vezes.
“five speeches per month, the minister made many times”
b. *Cinco discursos por mês é que o ministro devia fazer!*  
    “five speeches per month [is that] the minister should make!”

c. *Cinco discursos por mês é o que um ministro faz normalmente.*  
    “five speeches per month is [the that] a minister makes normally”

On the other hand, the *por*-adverbial alone has considerable syntactic autonomy: it can be topicalised, and it may occur in different positions in the sentence (separate from the quantified NP *n-times / n-objects*). Witness its position in the following examples:

(50) a. *Por mês, o ministro faz cinco discursos.*  
    b. O ministro faz *por mês* cinco discursos.  
    c. O ministro, *por mês*, faz cinco discursos.

Thus, at least in Portuguese, a compositional analysis of phrases of the type [*n-times/n-objects por unit-of-time*] seems defensible. According to this analysis, the sequence [*por unit-of-time*] provides a temporal frame for event quantification along the lines of other temporal adverbials described in this paper. It should be noted however that, despite its relatively embedded syntactic position, this *por*-phrase often takes scope over the whole predicative content of the sentence (with some exceptions that I will not consider here) – cf. DRS-representations of (53) and (54) below.

Furthermore, it must be underlined that, as has been often noted in the literature for the English counterparts of *por*-phrases, this subtype of structures has specific Aktionsart properties (cf. e.g. Moens 1987, or Huddleston and Pullum 2002). Sequences of the form [*n-times por unit-of-time*] combine with event descriptions to form complex expressions which behave – as a whole – as atelic expressions (activities). In Portuguese, this explains why these expressions are compatible with (i) verb tenses expressing overlapping to temporal perspective points (e.g. present or imperfective simple past) – cf. (51) –, and (ii) temporal measure phrases headed by *durante* (the counterpart of English *for*) – cf. (52):

(51) O ministro *fala / falava* com o presidente cinco vezes por mês.  
    “the minister speaks / spoke IMPERFECTIVE SIMPLE PAST with the president five times per month”
    The minister *speaks / used to speak* with the president five times per month.

(52) O ministro *falou com o presidente cinco vezes por mês durante quase um ano.*  
    “the minister spoke with the president five times per month for almost a year”
    The minister spoke with the president five times per month for almost a year.

The following DRS-representations illustrate the compositional analysis sketched above:

---

8 English *per*-phrases seem to behave similarly – cf. the following examples from the British National Corpus:

   CRA 2668 Adding in refinancing of maturing debt (and allowing for individuals’ national savings), that means that £1 billion of gilt-edged debt must be sold per week. | A7N 981 How much money do you spend on clothes (excluding shoes and lingerie) per month?

9 The *por*-adverbial doesn’t take scope over the predicative content of the matrix clause in some structures, e.g. when it is embedded in an NP with the counterparts of nouns like *rhythm, pace, rate, speed*, etc. (Note that, in these cases, it cannot be topicalised.)

   (i) O estádio estava a ser evacuado a [NP um ritmo de [duzentas pessoas por minuto]].  
       “the stadium was to be evacuated at a pace of two-hundred persons per minute”
       The stadium was being evacuated at [NP a pace of [two hundred people per minute]].

10 Two notes about these representations:

   (i) I will not attempt to provide here the semantics of the quantifier *por*. On the one hand, this quantifier is roughly similar to a universal quantifier. On the other hand, however, it often implies an **average value** (even when the explicit sequence *em média* (*‘in average’*), is absent).
(53) O ministro fala com o presidente cinco vezes por mês.
“the minister speaks with the president five times per month”
The minister speaks with the president five times a month.

(54) O ministro faz cinco discursos por mês.
“the minister makes five speeches per month”
The minister makes five speeches a month.

Note that the discourse referent associated with the *por*-adverbial (t) occurs within the sub-DRS associated with the event-abstraction (in the condition [e ⊆ t]). Therefore, considered on its own (irrespective of the fact that it is part of a larger constituent expressing frequency), the *por*-adverbial defines a temporal frame for event quantification, and is thus comparable to the other temporal adverbials analysed in this paper (e.g. inclusive *desde*-adverbials).

4 Conclusion

In this paper I attempted to identify of a set of constructions where quantification over eventualities expressed in a matrix clause directly depends on a temporal parameter expressed by a temporal adverbial. In constructions with adverbials that identify a time interval or an amount of time (e.g. *desde 1995* / *since 1995*, *em 1995* / *in 1995* or *em menos de dois meses* / *in less than two months*), the main role of the adverbial is, arguably, to provide a frame for event quantification, rather than to locate, or to express duration. In constructions with adverbials that identify time units (e.g. *por mês* / *per month*), the main role of the adverbial is to contribute to the expression of a frequency value in combination with a quantified phrase (e.g. *cinco vezes* / *five times* or *cinco discursos* / *five speeches*). However, a compositional analysis of frequency adjuncts seems defensible, according to which the isolated *per*-phrase

(ii) The fact that sequences with *por*-phrases behave as atelic predicates is symbolised in the condition ev: [α], where α is a duplex condition. The discourse referent ev represents the complex eventuality – an activity – of doing something with a certain frequency (for Aktionsart shift in DRT, cf. Swart 1998).
has a contribution of its own, viz. to set temporal boundaries for quantification along similar lines as the adverbials that define time intervals or amounts of time.

This paper considered mainly data from Portuguese, although the issue at stake – the evidence for a close interaction between temporal adverbials and event structure in some specific type of structures – has certainly a more general relevance.
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Abstract

Modern theorists rarely agree on how to represent the categories of tense and aspect, making a consistent analysis for phenomena, such as the present perfect, more difficult to attain. It has been argued in previous analyses that the variable behavior of the present perfect between languages licenses independently motivated treatments, particularly of a morphosyntactic or semantic-syntactic nature (Giorgi & Pianesi 1997; Schmitt 2001; Ilari 2001). More specifically, the well-known readings of the American English (AE) present perfect (resultative, experiential, persistent situation, recent past (Comrie 1976)), are at odds with the readings of the corresponding structure in Brazilian Portuguese (BP), the ‘pretérito perfeito composto’ (default iterativity and occasional duration (Ilari 1999)). Despite these variations, the present work, assuming a tense-aspect framework at the semantic-pragmatic interface, will provide a unified analysis for the present perfect in AE and BP, which have traditionally been treated as semantically divergent. The present perfect meaning, in conjunction with the aspectual class of the predicate, can account for the major differences between languages, particularly regarding iterativity and the “present perfect puzzle”, regarding adverb compatibility.

1 Introduction

The present perfects in American English (AE) and Brazilian Portuguese (BP) are often treated as semantically divergent due to the apparent obligatory iteration of the BP variety.

(1) a. Mary has sung “Happy Birthday”. (once)
   b. Maria tem cantado “Parabéns”. (várias vezes)

   The Maria has sung “Congratulations” (many times)

Sentences like (1a) are most often used to express a single eventuality, although they are compatible with repetition when modified with such adverbs as ’always’ or ’many times’. This is contrary to (1b), which cannot refer to a single eventuality, but must express an iteration of singing events. Obligatory iterativity is a phenomenon specific to the present perfect in BP, since the past and future perfects do not force iteration, although they are compatible with repetition as well. Some have characterized the structure's obligatory iterativity, distinguishing it from the AE present perfect, as being due to a covert habitual operator (Giorgi and Pianesi 1997) or to the selectional restrictions of the present tense morphology in BP (Schmitt 2001). The problem with these analyses is that while the present perfect is characteristically iterative, it can also express single, durative situations, as in (2) (Ilari 2001).

(2) a. Maria tem estado doente.
   b. Mary has been sick

This work was funded in part with a grant by CAPES (Coordenação de Aperfeiçoamento de Pessoal de Nível Superior). I would like to thank the audience at Sinn und Bedeutung 10 for their helpful comments, especially Bridget Copley, Patricia Amaral, Telmo Móia and Arnim von Stechow. All remaining errors are mine.
So, besides having the same periphrastic structure (AE, 'have' + past participle and BP, 'ter' + particípio passado), the two varieties also present a semantic overlap as shown in (2a) and (2b), whose meanings are equivalent. However, we still have the different readings to account for. The main readings to be considered for AE are the universal and the existential, reduced from Comrie's (1976) traditional four-way distinction, as shown in (3a) – (3d). Universal readings arise when the eventuality described holds true throughout the entire interval within which it is located. Existential readings arise when the eventuality described occurred at least once within the location interval. The existential subsumes a further distinction between resultative, recent past and experiential readings, which merely reflect contextual variants of the same eventuality. The main readings that arise in BP are that of iterativity and durativity or continuity. Iterativity is understood when the situation repeats throughout the location interval and durativity is similar to the universal reading. Below are some examples of the different readings.

(3) AE
   a. Experiential: John has visited Paris. (once/before)
   b. Resultative: John has arrived. (and is here)  
   c. Recent past: I have just graduated from college.
   d. Persistent situation: John has lived in New York for 4 years. (Universal)

BP
   a. Iterative: O Bruno tem ido à Disneylandia. (várias vezes)
      'Bruno has been going to Disneyland'
   b. Durative: A Maria tem sido feliz na Europa.
      'Mary has been happy in Europe'

In this paper, I will present a unified analysis for the present perfect structures in American English (AE) and Brazilian Portuguese (BP). In section 2, I will review the standard theories on the English present perfect and see how they might work for the BP present perfect, since the very few studies aimed at the BP present perfect have proven to be incomplete. Section 3 will test how the various readings that have been cited in the literature for the English present perfect and those available in the BP present perfect, work in a unified framework. The main property to be reconciled is that of iterativity which will then be tied into adverb restrictions in the next section. Section 4 will discuss the puzzles that arise in both languages regarding adverb compatibility. Section 5 will conclude.

2 Standard approaches

2.1 Extended Now

Standard approaches to the present perfect make use of variations of Reichenbach’s (1947) three-point system of tenses: event time, speech time, and reference time. In the present perfect, the event time is located before speech time and the reference time is simultaneous with speech time. Many theorists favor the Extended Now theory (XN), in which the perfect introduces an interval whose left boundary is unspecified and whose right boundary is fixed at the reference time, in the case of the present perfect, speech time (McCoard 1978; Dowty 1979; Iatridou et al. 2003). The eventuality is located somewhere within this interval.
The immediate benefit of the XN theory is that it explains the present perfect's incompatibility with past-time adverbials, known as the “present perfect puzzle” (Klein 1992, 1994). Since the XN interval includes speech time, it is inappropriate for it to be modified by an adverb locating the eventuality in the past. This puzzle shows up in BP as well.

(5)  
   a. *Lena has worked yesterday.  
   b. *A Lena tem trabalhado ontem.

Also, XN theories more aptly account for the universal readings with adverbs such as 'since' and 'for'. The different readings are derived from the semantics of the perfect meaning and the meaning of the particular adverbs. An XN analysis defends that universal readings (u-perfects) can only arise with adverbials (Iatridou et al. 2003). While adverbials play an important part in interpreting the present perfect, adverb modification is not a necessary condition for using and understanding it. A resulting drawback of defending the inseparability of u-perfects and adverbs is that one would have to then stipulate ambiguous adverbs to account for ambiguous readings of the u-perfect. Consider the following examples.

(6)  
   a. John has been sick for two weeks.  
   b. John has been sick since 1990.

(6a) can be understood as ambiguous between the reading that John is still sick at speech time and the other reading that at some time in the past, John was sick for a period of two weeks. Likewise in (6b), not only can we understand that John's being sick is true for the entire period from 1990 up to and including speech time, it can also be true that at some point between 1990 and speech time, John fell sick and is better now. In situations where no adverb is used, XN theories often resort to covert adverbs to accommodate the notion that u-perfects can only arise with adverbs. This complicates the derivation of an existential reading, which is equally possible, given contextual information or discourse cues. See (7a).

(7)  
   a. John has been sick.  
   b. O João tem estado doente.

Theorists consider the BP present perfect to have the particular characteristic of not requiring adverbial modification, as in (7b), setting it apart from other Romance languages (Boléo 1936; Ilari 2001). On the occasions in which the structure is used to express a continuous situation, it is only through adverbial modification that we can get an existential reading, as in (8).

(8)  
   O João tem estado doente muitas vezes.

'The John has been sick many times'  
'John has been sick many times'

However, this varies across dialects, such that both a universal and an existential reading are possible without adverbial modification. This possibility argues against covert adverbs. Finally, XN analyses generally are not compatible with repetition, not accounting for sentences like (9a), which do not seem to be of the same type as (9b), which are treated as single eventualities of five readings, for example (Iatridou et al. 2003).

(9)  
   a. Bill has read “The Da Vinci Code” many times.  
   b. Bill has read “The Da Vinci Code” five times.
Due to these inconsistencies, an XN analysis should be discarded because of its unconvincing cross-linguistic applicability.

### 2.2 Anteriority

Anteriority-type theories defend an interaction between the three temporal points or intervals involved in the present perfect meaning (Klein 1992, 1994). This type of theory claims that there is an interval located before speech time, within which the eventuality is located. The reference time (Klein’s 'topic time') is often claimed to include or equal the speech time.

(10) \( \text{tt} = \text{topic time} \quad \text{tsit} = \text{time of situation} \quad \text{tu} = \text{time of utterance} \)

In Klein’s version, however, the reference time is given a more explicit role as topic time. While the event time and speech time remain virtually the same (Klein’s situation time and utterance time, respectively), the topic time refers to the time for which the claim is made. The notion of topic time can be most easily demonstrated by a question/answer scenario, in which the question sets the topic time. In (11), it is possible that the man is still lying on the ground at speech time, but the question limits the answer to the topic time set by the underlined portion.

(11) Q: What did you see when you walked in the room?
    A: A man was laying on the ground.

The tense relation is given by topic time and speech time while the aspect relation is given by event time and topic time. In the present perfect, the topic time is always fixed at the present, thus including speech time. An interesting byproduct of the present perfect definition given above is that it says nothing about the distance between the eventuality and speech time, nor does it say anything about the frequency of intervals. It is Klein’s topic time that distinguishes the present perfect from the simple past and the rest of the perfect system. This means that the ambiguity between the universal and existential readings is to be resolved at the level of pragmatics. However, the role of topic time in the lexical classification of verb phrases is indefeasible as Klein does not apply the traditional aspectual distinctions, making the potential for a formal implementation unclear.

### 2.3 Stativizer

Finally, there are some analyses that treat the perfect as an operator that introduces a state (Kamp and Reyle 1993; de Swart 1998; Nishiyama and Koenig 2004). There are different ways of conceptualizing how the perfect is to introduce the consequent state, but they are conceptually similar to the idea of the eventuality's interval preceding speech time, as in the anteriority theory. The relation between the prior eventuality and the ensuing state can be understood in one of three ways: as one of abutment (Kamp and Reyle 1993; de Swart 1998), causation (Moens and Steedman 1988; Smith 1997), or as introducing a permanent state (ter Meulen 1995).

(12) \( \text{n} = \text{now; speech time} \quad \text{s} = \text{perfect state} \quad \text{ev} = \text{eventuality time} \)
As Nishiyama and Koenig (from here on, NK) attest, all three of these types of stative approaches run into problems when the different types of possible inferences are taken into account. NK's examples below show how a stative approach must account for all of these possible inferences (s = perfect state).

(13) Ken has broken his leg.
   a. His leg is broken (s)
   b. Ken is behind in his work (s)
   c. Susan is married (s)

(14) I have seen the key in this room.
   a. The key is in this room (s)

(15) I've been in London since last week.
   a. I am in London (s)

(13a) and (13b) show that we must account for two types of resultant relations: those entailed lexically and those entailed conversationally. We must also be able to exclude those states which have no causal relation, as in (13c), which would not be excluded in a stative theory with abutment. Also, we must allow for inferences which are not necessarily causal as in (14a) and (15a). NK account for these facts by including a free property variable in the semantics of the perfect meaning, whose value is to be determined at the level of pragmatics, guided primarily by Levinson's I-principle of informativeness.

In a sense, Klein's approach could be seen as a type of perfect state theory, such that the topic time serves as a "posttime" or "poststate" of the eventuality in question. This topic time takes over the role of reference time. In NK's analysis, the corresponding structure to Klein's topic time would be the perfect state. However, in NK's definition for the perfect, the original reference time remains, being that the perfect state is introduced specifically by the perfect. The perfect can take any type of eventuality and map it onto the consequent state, which overlaps speech time and thus, reference time. The category of the consequent state is determined pragmatically. This gives the prior eventuality current relevance via inference processes. How we get the relation between the prior eventuality and the consequent state is what makes the difference between NK's analysis and other treatments of the perfects as stativizers. It is not a relation of abutment, causality nor that which entails permanent consequences. It is a relation of inference that motivates the semantic-pragmatic interface.

(16) through (18) are paraphrased from NK (2004: 107-8) and show that the perfect state has a semantic and a pragmatic function.

(16) a. Semantic part: the free variable \( X \) is a semantic constraint imposed by the perfect form.
   b. Pragmatic part: the value of the free variable \( X \) is determined by pragmatic inferences.
   c. Constraint on \( X \): it is an epistemic variable such that it is inferable from the prior eventuality.

This can be translated as (17), which means that there is some eventuality \( e \) and some free property variable \( s \) such that \( e \) is located before speech time and \( s \) overlaps with speech time.

(17) \( \exists e \exists s [\phi(e) \land X(s) \land \tau(e) < n \land \tau(s) \circ n] \)

How \( X \) is determined is guided by Levinson's I-principle of informativeness.

(18) I-principle:
   1. Maxim of minimization: the speaker always chooses the least informative utterance.
2. The hearer enriches the less informative utterance into the most specific interpretation, using world knowledge.

In the following proposal, I will adapt NK's analysis for BP data. To be clear, the following problems that we need to account for are: how to systematize the different readings that arise and how to understand the variable adverb compatibility in AE and BP.

3 Different readings in AE and BP

First, let us get a handle on what types of readings we are trying to account for. As mentioned in the previous section, many theorists defend that the universal reading can only arise in the company of adverbs. We have concluded here that both AE and BP present perfects can be used without adverbial modification. Another point to be made clear regards the fact that the BP present perfect has been cited as having only a universal, and not an existential, reading (Brugger 1978; Squartini and Bertinetto 2000). This conflicts directly with what Amaral and Howe (2005) claim about the BP present perfect, which is that the existential is a subcase of iterativity. This is further proof of the inconsistency of the universal/existential readings in the literature. For these reasons, I propose to abandon the problematic terms 'universal' and 'existential' in favor of 'continuous' and 'noncontinuous'. Continuous readings arise when certain predicates are used to express duration or continuity throughout the interval and whose subevents repeat. Noncontinuous readings arise when certain predicates are used to express iterative situations, repeating whole events.

This way of characterizing noncontinuous readings is compatible with the notion of the presupposition of repeatability that is often associated with the present perfect (Inoue 1979; Smith 1997). That is, the AE present perfect is often used to express one-time occurring eventualities, but there is still some element of repetition that guides its felicitous use. This explains the famous examples in (19) and (20)

\[(19) \ a. \ ??Einstein \ has \ visited \ Princeton. \]
\[\ b. \ Princeton \ has \ been \ visited \ by \ Einstein. \]

(20) Have you visited the Monet exhibit?

Example (19a) is unacceptable because Einstein is dead and is therefore no longer capable of visiting Princeton again. However, (19b) is more acceptable if we are talking about Nobel Prize winners who have visited Princeton. Moreover, it is only appropriate to ask a question like (20) if: (i) the museum exhibit is still open, so that one can still possibly visit it; and (ii) the person being asked the question is physically capable of visiting the museum exhibit. Hence, the event in question must be repeatable and the referents of the noun phrase must exist at the time of utterance (Smith 1997). This condition of repeatability corroborates the idea that existential-type readings are a subtype of iterative readings. However, this does not mean that the eventuality must repeat at present or any time in the future, as shown by (21a). Even when the eventuality is understood as iterative as in the BP counterpart (21b), continuation can be canceled. So, while the eventualities need not repeat, or continue to repeat, the possibility must be there at speech time.

\[(21) \ a. \ I \ have \ visited \ my \ parents, \ but \ I \ won' \ t \ anymore. \]
\[\ b. \ Eu \ tenho \ visitado \ os \ meus \ pais, \ mas \ não \ vou \ mais. \]

How we get the readings from the present perfect meaning works like this. The eventuality described in the \( ev \) interval introduces a consequent state \( s \), which overlaps speech time \( n \), and

\[^2\]Amaral and Howe (2005) also deal with subjunctive readings which can have existential readings. This is corroborated by historical data as well.
whose category is determined at the level of pragmatics. So, going back to example (13), an inferable consequent state to Ken's leg being broken are those listed in (13a) and (13b), but not (13c), since it is not inferable from the prior eventuality. Likewise, (14a) and (15a) are appropriate inferences for (14) and (15). Now take a stative predicate as in (22). An appropriate inference is that Bill still be in London at speech time. This means that when the prior eventuality is stative, it may introduce a consequent state of the same nature. This is how we get continuous readings. But this inference is not always necessary with stative predicates since other inferences are possible. For example,

(22) Bill has been in London since last week.
   a. X(s): Bill is in London.
   b. X(s): Bill is not too familiar with the tube system.
   c. X(s): Bill got coverage of the McDonald's bombing.

The first inference is of a lexical nature and the second of a conversational nature. The third inference cancels the continuative nature of the prior eventuality. In this situation, it could be understood that Bill is a field news reporter based in New York. The bombing of a McDonald's in London occurred a week prior to the utterance and some time between the bombing and the utterance, Bill went to London to get coverage of it and has already left. (22) can be uttered felicitously by someone in London. Turning to examples in BP, let us see how the typical readings relate to aspectual class.

Achievements and accomplishments are noncontinuous

(23) A Lúcia tem chegado tarde ao escritório. (iterative events)
   The Lucia has arrived late to-the office
   'Lucia has been arriving late to the office'
(24) O Paulo tem pintado a casa. (iterative subevents)
   The Paulo has painted the house
   'Paulo has been painting the house'
(24) means that the target state is not reached at speech time: the house is not completely painted yet.

Activities are noncontinuous

(25) A Ana tem corrido muito. (iterative events or subevents)
   The Ana has run a lot
   'Ana has been running a lot'
(25) can be understood as repeating subevents if some accomplishment-like reference exists in the context, like if Ana is running a marathon and it is not over yet. Then it would be understood similarly to (24). Otherwise, as a true activity, it would be understood as iterative events of running. For stative predicates, Amaral and Howe (2005) distinguish stage-level and individual level predicates since they behave slightly differently with respect to iterativity and continuity.

Individual-Level Predicates (ILP) are noncontinuous

(26) O João tem sido inteligente.
    The João has been intelligent.
    'João has been intelligent'

3To be uttered felicitously by someone not in London, the sentence would have to read 'Bill has been to London since last week'.
This sentence means that João has demonstrated his intelligence on various occasions.  

Stage-Level Predicates (SLP) are continuous

(27) A Maria tem estado doente.

The Mary has been sick

'Mary has been sick'

Only these last types of predicates do not force iterativity and continuity holds. An iterative reading is also possible with SLP's, but only with overt adverbial modification (Amaral and Howe 2005), as in (28).

(28) A Maria tem estado doente muitas vezes ultimamente.

The Mary has been sick many times lately

'Mary has been sick a lot lately'

4 Present perfect puzzles

While the AE present perfect is compatible with single readings and iterative readings, BP forces iterative readings in most cases. In AE, we often get iterativity through adverb modification or plural NPs. Since these modifications are not necessary in BP, why is iterativity forced? This is what I will call the “frequency puzzle” and, as outlined above, it refers to the fact that the BP present perfect is incompatible with definite frequency adverbs like 'once' ('uma vez') or 'five times' ('cinco vezes'), but is compatible with indefinite frequency adverbs like 'many times' ('muitas vezes') and 'lately' ('ultimamente'). The traditional “present perfect puzzle”, the incompatibility with past time adverbials will also be dealt with, in section 4.2.

4.1 The frequency puzzle

If a semantic analysis of the present perfect in BP is to stipulate that eventalities described by eventive and ILP predicates must refer to two or more occurrences (instead of 'at least one'), it must also explain why BP speakers cannot specify this number. Ultimately, what one really must explain is why frequency cannot be modified at all, regardless of whether it is one, three or fifty occurrences. It is not false to use the BP present perfect to describe an eventuality that in fact occurred only three times. However, it is infelicitous to specify the three times in the present perfect clause. This leads us to question the generally accepted idea that it is necessarily false to use the present perfect to describe an eventuality that occurs only once. Perhaps it is also just infelicitous. To even begin to answer any of these questions, we must first try to figure out the source of the iterativity.

Many theorists agree that the perfect in English outputs a state regardless of the type of eventuality described by the perfect (Dowty 1979; Kamp and Reyle 1993; Michaelis 1998; de Swart 1998). Let us assume for now that the perfect in BP outputs a state as well. Since the rest of the perfect system behaves similarly in both languages, this is not such an implausible assumption.

There are many ways languages can encode aspect and, taking a hint from Klein (1994), one can expect that some languages focus on certain parts of events while other languages focus on other parts of events. For example, in complex telic events, English tends to focus on the initial state such that the lexical properties of the final state are projected into the “posttime” (Klein 1994). In the case of the present perfect, the posttime is the perfect state. So, for a

---

4This seems to reflect some kind of coercion from an individual-level predicate to a stage-level predicate, but the output appears eventive, not stative. I am not sure what the nature of this coercion would be and so I leave it up to future research.
sentence like 'Mary has entered the room', the immediate lexical inference is that she is in the room. Now, given the fact that the BP present perfect has often been characterized as an imperfective, or a perfective with imperfective properties (Squartini and Bertinetto 2000), we can say that BP focuses on ongoing action leading to the final state. This way, the lexical properties to be projected into the “posttime”, or the perfect state, are those of continuation.

Therefore, we can maintain that both perfects output a state, but the difference is in what kind of state is introduced. In AE, the perfect most likely introduces some resulting state of the prior eventuality. In BP, the perfect most likely introduces the beginning of a state of continuation, and in the case of eventives, iterativity. More specifically, the lexical inferences that can be derived from the prior eventuality will corroborate the idea that AE outputs a resultant state and BP outputs an iterative state. While conversational inferences, discourse cues and context can give us an array of other inferences, we are concerned only with the lexical for now. Let us look at some examples. The BP examples and perfect state inferences are direct translations of the AE examples and inferences.

(29) American English

<table>
<thead>
<tr>
<th>Aspectual Class</th>
<th>Eventuality</th>
<th>Lexical X(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Achievement</td>
<td>John has arrived late to work.</td>
<td>John is here and is late.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>#John arrives late</td>
</tr>
<tr>
<td>Accomplishment</td>
<td>John has painted his house.</td>
<td>The house is painted/complete.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>#John paints his house.</td>
</tr>
<tr>
<td>Activity</td>
<td>John has run.</td>
<td>John is disposed to run.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>#John runs</td>
</tr>
<tr>
<td>Individual-level</td>
<td>John has been smart.</td>
<td>??John is smart.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>John is not always smart.</td>
</tr>
<tr>
<td>Stage-level</td>
<td>John has been sick.</td>
<td>John is sick.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>John is not sick.</td>
</tr>
</tbody>
</table>

(30) Brazilian Portuguese

<table>
<thead>
<tr>
<th>Aspectual Class</th>
<th>Eventuality</th>
<th>Lexical X(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Achievement</td>
<td>O João tem chegado tarde.</td>
<td>#O João está aqui e está atrasado.</td>
</tr>
<tr>
<td>Accomplishment</td>
<td>O João tem pintado a sua casa.</td>
<td>#A casa está pintada/completa.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>O João pinta a sua casa.</td>
</tr>
<tr>
<td>Activity</td>
<td>O João tem corrido.</td>
<td>O João está disposto a correr.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>O João corre.</td>
</tr>
<tr>
<td>Individual-level</td>
<td>O João tem sido inteligente.</td>
<td>??O João é inteligente.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>O João não é sempre inteligente.</td>
</tr>
<tr>
<td>Stage-level</td>
<td>O João tem estado doente.</td>
<td>O João está doente</td>
</tr>
<tr>
<td></td>
<td></td>
<td>O João não está doente.</td>
</tr>
</tbody>
</table>
The right hand columns show the lexical inferences that can and cannot be derived from the prior eventuality. In achievements and accomplishments, the opposite kinds of perfect states are inferable from the prior eventuality. In AE, the perfect state inferences reflect resultant states and do not allow for a generic or repetitive reading, while BP does. In activities, one can infer in AE about the general disposition of the agent while in BP, one can infer, again a generic or repetitive reading as well as disposition. The inferences in individual-level and stage level predicates are the same. In BP, the generic or habitual inference is always cancelable with 'mas não mais' ('but not anymore'), to show that the iterative state output by the perfect does not have to be true at speech time. What must still be met, though, is the condition of repeatability as mentioned in section 3. In order to confirm that the consequent state continues or not, it must be possible for it to continue. AE and BP behave similarly with statives because the result of a state and the continuation of a state are the same.

Summing up, both AE and BP perfects are compatible with resultative and continuous inferences, but in AE the resultative property is encoded lexically while the continuous is not, and in BP, the continuous property is encoded lexically, while the resultative is not. The AE perfect introduces the end of a perfect state and the BP perfect introduces the beginning of an iterative state.

A common test for whether an eventuality can occur in the present perfect in BP is if it is compatible with 'ultimamente' ('lately'). This ties in well with the analysis here since the iterative perfect state that yields a habitual or generic inference is located at speech time. Since the iterative state only begins after the prior eventuality, the genericity is delimited by the introduction of this state, giving us a sense of 'lately' instead of 'always'. 'Always' ('sempre') is also compatible with the BP present perfect, but must be made explicit.

If the above line of reasoning is true, then we also have an explanation for why the BP present perfect is incompatible with definite frequency adverbs, regardless of whether the frequency refers to one or more. The iterative state is compatible with those adverbs that can iterate with the eventuality and is not compatible with definite frequency adverbs which would have scope over the eventuality. So, while (31) may refer to three particular instances, it was not the speaker's intention to assert this when using the present perfect. Likewise, if the eventuality only refers to one occurrence, it would be inappropriate to use the present perfect since an iterative state is always introduced by eventive predicates in the perfect. Definite frequency adverbs are acceptable when in contexts of indefinite repetition, as in (32).

(31) a. A Brenda tem beijado.
    The Brenda has kissed
    'Brenda has been kissing (lately)'

    b. *A Brenda tem beijado três vezes.
       The Brenda has kissed three times
       'Brenda has kissed three times'

(32) Eles têm nos visitado três vezes por semana.
    They have us visited three times per week
    'They have visited us three times a week

(33) a. Brenda has kissed.
    b. Brenda has kissed three times.

---

5The notion of the BP perfect introducing the beginning of an iterative state was first suggested to me informally in a personal communication with Telmo Móia (2005).
In the AE counterparts, (33a) has an 'at least once' reading, given that the lexical property to be projected into the perfect state is that of Brenda being in the poststate of kissing. The nature of the perfect state as a resultative is what allows for modification of frequency as in (33b). Summing up, the frequency puzzle is due to the fact that the perfect in each language introduces states of different categories.

4.2 The past adverb puzzle

The original “present perfect puzzle” as dubbed by Klein (1992, 1994) refers to the incompatibility of the present perfect with past time adverbs. This puzzle is shared by both AE and BP.

(34)  
  a. *O Chris tem chegado ontem.
  b. *Chris has arrived yesterday.

Positional adverbs can modify either the reference time or the event time for any kind of eventuality. This is more easily demonstrated with the past perfect.

(35)  
  a. Chris had left yesterday. (reference time)
  b. Chris wasn't in his hotel room this morning. He had left yesterday. (event time)

Modification of one or the other time interval depends on lexical specification and context. Many XN theories resolve this by the fact that an interval including the speech time, cannot be modified by a past-time adverb. This, however, excludes all positional adverbs (McCoard 1978, Dowty 1979, Pancheva and Stechow 2004). If the positional adverb is indefinite, it is compatible with the present perfect.

(36)  
  a. Chris has worked at 9 o'clock.
  b. O Chris tem trabalhado às 9 horas.

(37)  
  a. Chris has worked on Sundays.
  b. O Chris tem trabalhado nos domingos.

The incompatibility of the present perfect with definite positional adverbs in the past results from the reference time already being modified in terms of position, by speech time in the present tense. So, positional adverbs cannot modify both the reference time and the eventuality time simultaneously, unless there is some reason to do so. This constraint, known as the present perfect puzzle, disappears once we distinguish definite from indefinite positional adverbs.

5 Concluding Remarks

The analysis outlined here, while of an informal nature, argues for a unified analysis of the present perfect in American English and Brazilian Portuguese. Adopting a perfect state framework based on Nishiyama and Koenig (2004), the present perfect meaning in both languages is semantically uniform and their differences are explained by a pragmatic divergence. The sources of both the frequency puzzle and the past adverb puzzle can be derived from the semantics and pragmatics of this present perfect meaning.
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