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Abstract 
In this study, cross-dialectal variation in the use of the acoustic cues of VOT and F0 to mark 
the laryngeal contrast in Korean stops is examined with Chonnam Korean and Seoul Korean.  
Prior experimental results (Han & Weitzman, 1970; Hardcastle, 1973; Jun, 1993 &1998; Kim, 
C., 1965) show that pitch values in the vowel onset following the target stop consonants play a 
supplementary role to VOT in designating the three contrastive laryngeal categories.  F0 
contours are determined in part by the intonational system of a language, which raises the 
question of how the intonational system interacts with phonological contrasts.  Intonational 
difference might be linked to dissimilar patterns in using the complementary acoustic cues of 
VOT and F0.  This hypothesis is tested with 6 Korean speakers, three Seoul Korean and three 
Chonnam Korean speakers.  The results show that Chonnam Korean involves more 3-way 
VOT and a 2-way distinction in F0 distribution in comparison to Seoul Korean that shows 
more 3-way F0 distribution and a 2-way VOT distinction.  The two acoustic cues are 
complementary in that one cue is rather faithful in marking 3-way contrast, while the other cue 
marks the contrast less distinctively.  It also seems that these variations are not completely 
arbitrary, but linked to the phonological characteristics in dialects.  Chonnam Korean, in 
which the initial tonal realization in the accentual phrase is expected to be more salient, tends 
to minimize the F0 perturbation effect from the preceding consonants by taking more overlaps 
in F0 distribution.  And a 3-way distribution of VOT in Chonnam Korean, as compensation, 
can be also understood as a durational sensitivity.  Without these characteristics, Seoul Korean 
shows relatively more overlapping distribution in VOT and more 3-way separation in F0 
distribution. 
 
 

1 Introduction     

Phonological contrasts involving the laryngeal features of stop consonants are marked 
through the interaction of diverse acoustic features (Lisker & Abramson, 1964).  Contrasts 
among oral stops involving voicing (e.g., French), aspiration (e.g., Mandarin), or both (e.g., 
Hindi) are manifest by the presence or absence of phonation during stop closure and variation 
in the onset of voicing following stop release (Borden et al., 1994).  Many factors may 
interact to affect the acoustic realization of a phonological contrast in laryngeal features, and 
prosodic factors are a primary source of variation in many languages.  Language varieties that 
have the same phonological contrast but differ in their prosodic systems might be expected to 
differ in the realization of the acoustic cues that signal the contrast.  This paper explores such 
differences in the acoustic realization of a 3-way laryngeal contrast in two dialects of Korean 
that differ in their prosodic systems. 

Korean stops exhibit a 3-way laryngeal contrast among oral stop consonants: plain 
(/tal/, ‘moon/month’), tense (/t’al/, ‘daughter’), and aspirated (/thal/, ‘mask’)1.  All three 
categories of stops are voiceless and pulmonic egressive, and differ in a number of acoustic 
features.  VOT and the F0 value at the following vowel onset distinguish at least partially 

                                                 
1 I follow Han’s terms for the three kinds of stops in Korean (Han, 1998).  Kim, C. (1997) uses occlusive, tense, 
and aspirate, whereas Kim, W. (1983) divides them into lenis, fortis, and aspirated.  On the other hand, Silva 
(1991) uses the terms of lax, reinforced, and aspirated. 
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among the three stop categories.  Aspirated stops exhibit the highest VOT and F0 values, 
while tense stops show the lowest VOT values and a relatively higher F0 onset than the plain 
series.  The laryngeal contrast is also evident in differences in wide-band spectrograms of the 
initial portion of the periodic signal following release of the three kinds of stops.  After tense 
stops, the voice source is relatively undamped, while damping occurs after aspirated stops, 
and to the greatest degree, after plain stops (Han & Weitzman, 1970).  In the temporal 
dimension, plain stops show a shorter closure duration than tense or aspirated stops. 

Among these various acoustic markers of the Korean laryngeal contrast, VOT has 
been cited as primary.  The success of VOT in distinguishing the three categories is not 
complete, though.  Lisker and Abramson (1964) observe that the three divisions in VOT 
values in Korean are not perfectly separated from one another.  Several subsequent studies 
confirm the finding of overlapping VOT ranges in Korean, and together they shed doubt on 
the status of VOT as the primary acoustic correlate of the laryngeal contrast (Han & 
Weitzman, 1970; Hardcastle, 1973; Kim, C., 1965).  Results of VOT analysis are not 
consistent across these studies, as illustrated by comparing Lisker and Abramson’s findings 
with those of Han and Weitzman, as represented in Figures 1 and 2 below. 
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Figure 1.  Lisker and Abramson’s VOT of Korean stops in initial position (Adapted from 
Lisker & Abramson, 1964). 
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               (a) Informant 1 (male)                                     (b) Informant 3 (female) 

Figure 2.  Han and Weitzman’s VOT of Korean stops in initial position (Adapted from Han & 
Weitzman, 1970). 

 

Figure 1 relates the finding from Lisker & Abramson that VOT ranges of plain and tense 
stops overlap.  Figure 2 shows a similar finding from Han & Weitzman (1970).  Additionally, 
Figure 2 displays overlap between the plain and aspirated stops.  The tense stop never 
overlaps with the aspirated stop in VOT in either study.  These findings suggest that VOT 
alone cannot be a sufficient cue for the different laryngeal gestures in the word-initial 
position.   

Overlap in the values of an acoustic cue that marks a phonological contrast might 
cause confusion for the listener if the cue is the only acoustic feature to mark the contrast.  In 
the case of the laryngeal contrast in Korean, phonation and aspiration gestures also play a role 
in establishing the phonological contrast.  Tense stops have been analyzed as involving a 
gesture of glottal constriction (marked by [+constricted glottis]), while the aspirated stops 
involve glottal abduction (marked by [+spread glottis]).  Glottal adjustment can be linked to 
variation in the onset of phonation following the stop release, influencing the F0 value at the 
onset of the following vowel (Kingston & Diehl, 1994).  Evidence for the distinct glottal 
gestures of the Korean oral stops has been reported by Kim (1965), who observed a slower 
rate of vocal fold vibration at the beginning of the vowel following the plain stops.  This 
finding is consistent with the general characterizations provided by Hardcastle (1973) and 
Hombert (1978) that associate aspirated or tense obstruents with a raised F0 of the following 
vowel onset.  Han and Weitzman (1970) also report multiple differences in the onset of 
voicing after stop release dependent on the laryngeal characteristics of the stop.  Among 
these, F0 is argued to serve as an additional cue to VOT in marking the laryngeal contrast.  In 
general, F0 after plain stops is reported to be lower than the other stop categories (Hardcastle, 
1973; Han & Weitzman, 1970; Kim, C., 1965).  This general pattern is confirmed further in 
the subsequent study by Cho (1996), and by my pilot study, where I also observed 
consistently lower F0 values after tense stops than aspirated stops with the lowest F0 values 
after plain stops. 

Supporting evidence for the role of F0 as a supplementary cue in marking laryngeal 
contrasts among oral stops is provided by Whalen et al. (1993), who demonstrate that the F0 
value at stop release influences perception of the laryngeal feature of the stop even when the 
primary VOT cue is not ambiguous.  Though Whalen et al.’s study concerns the phonological 
voice contrast, which is not involved in the Korean system, the findings are still significant 
for Korean because the 3-way Korean contrast is similarly manifest in F0 differences 

0 50 100 150

V OT (m s )

    /p’/

    /p/

    /ph/

    / t ’/

    / t /

    / th /

    /k ’/

    /k /

    /k h/

0 50 100 150 200 250

VOT (ms)

    /p’/

    /p/

    /ph/

    /t’/

    /t/

    /th/

    /k’/

    /k/

    /kh/



Hansook Choi 
 

 4 

following stop release2.  Cho (1996) and Kim (2000) also report experimental results which 
show that F0 perturbation after stop release cues the identification of the laryngeal stop 
category in Korean. 

 

1.1 Dialectal variation in acoustic characteristics 

If VOT and F0 together signal the laryngeal category of stops in Korean, the question arises 
how these two features interact.  The findings of Cho and Ladefoged (1999) show that 
languages with an analogous laryngeal contrast may nonetheless vary in the manifestation of 
that contrast through the acoustic feature of VOT.  In other words, the phonetic realization of 
the laryngeal contrast is not predictable from the phonological system of contrast alone.  
Similar variation may also be expected in the case of distinct varieties of a single language.  
Moreover, variation in the expression of a single cue to a contrast, such as VOT, raises the 
possibility about correlated patterns of variation in other cues to the same contrast. 

In this paper, I investigate the question of whether distinct varieties of Korean exhibit 
variation in the way the VOT and F0 cues signal the laryngeal contrasts, and in the interaction 
between the two acoustic features.  This investigation is motivated in part by the observation 
that among the varieties of Korean for which phonological descriptions exist, there are 
significant differences in prosodic systems that could in principle lead to different patterns of 
realization of the laryngeal contrast for stop consonants.  In particular, prosodic features that 
are expressed in patterns of duration and F0 are predicted to have a possible interaction with 
the use of VOT and F0 to cue the laryngeal contrast.  I report here on differences in the 
acoustic realization of the 3-way laryngeal contrast in word-initial position in two dialects of 
Korean that differ in prosodic features expressed through pitch and duration patterns.  I show 
that the variation in the acoustic realization of the laryngeal contrast through VOT and F0 
cues can be related to the differences in the prosodic systems of the two dialects.  

A recent study by Cho et al. (2001) provides additional confirmation of dialectal 
variation in Korean for the cues that mark the laryngeal contrast.  That study compared the 
acoustic features of the Seoul and Cheju dialects, examining VOT, burst energy, F0 and 
energy values (dB) for the first and second harmonics and for the peak harmonic of the 
second formant, and aerodynamic characteristics of oral pressure and flow.  Of interest here, 
Cho et al. report different patterns for VOT and F0 cues: the Cheju dialect exhibits more 
overlap in VOT ranges for the three types of consonants than does the Seoul dialect, with a 
compensatory 3-way division in F0 values in Cheju.  On the other hand, the Seoul dialect 
exhibited less overlap in VOT values and only a 2-way distinction in F0 values (plain vs. 
aspirated and tense).  Cho et al. do not elaborate on the possible basis for this dialectal 
difference, and therefore it is hard to determine if the discrepant patterns of VOT and F0 
derive from or are related to any other divergent properties of the two dialects. 

 

                                                 
2 Kingston & Diehl (1994) maintain that the similar effects on F0 following stop release between Korean and 
English support a parallel phonological analysis involving the feature [voice].  Specifically, they argue that the 
contrast between unaspirated and aspirated Korean stops should be analyzed in terms of the features [+voice] 
and [-voice], respectively.  In support of this argument Kingston & Diehl observe that the Korean unaspirated 
stops are realized with phonetic voicing in intervocalic position, just as English [+voice] stops are.  Under this 
view, the acoustic property of F0 depression marks the phonological category [+voice] in Korean as it does in 
English, German, Swedish, and Danish.  However, this interpretation of voicing on the basis of F0 depression is 
made more complicated in light of a more complete picture of the F0 cue to the laryngeal category in Korean.  
As reported below, for at least some speakers F0 values are distinct for each of the three contrastive laryngeal 
stop categories in Korean. 
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1.2 Chonnam Korean vs. Seoul Korean 

The Korean dialects compared in the present study are the Seoul and Chonnam dialects, 
whose prosodic features have been analyzed and described by Jun (1993, 1998).  The dialects 
differ in their intonational systems and in the contrastive status of vowel length.  The 
Chonnam dialect has a phonemic vowel length contrast and a consistent, salient phrase-initial 
rising intonational contour.  The Seoul dialect has no vowel length contrast and a consistent, 
salient rising intonational contour typically realized phrase-finally.  Based on the observed 
phonological differences between these dialects, there are two hypotheses for this study.  
First, in Chonnam Korean, the salient phrase-initial pitch contour may restrict the role of F0 
in cueing the laryngeal contrast in initial position.  Second, the presence of a phonological 
contrast in vowel length may render Chonnam speakers more sensitive to the differences in 
the durational properties of vowels in the context of different preceding consonants, 
supporting a greater role for VOT in signaling the laryngeal contrast.  In comparison, Seoul 
Korean is hypothesized to allow a greater role for F0 as a cue to the laryngeal contrast in 
phrase-initial position, since there is no interference with a demarcative intonational pattern in 
that position.  On the other hand, Seoul is predicted to have a lesser role for VOT in marking 
the laryngeal contrast, since the phonological system does not exploit duration for a 
contrastive feature and thus listeners may not be as well-attuned to durational features 
associated with vowels.  The experiment described in the following section examines the 
VOT and F0 features of each laryngeal type of consonant in Chonnam and Seoul dialects, and 
examines the role each feature plays in distinguishing among the laryngeal categories. 

 

2 Methods  

2.1 Subjects 

Subjects were 6 Koreans, three Seoul Korean speakers and three Chonnam Korean speakers.  
The subjects were born in the given dialectal area under the parents who are speakers of the 
same dialect and had stayed in the dialectal region until they moved to the United States.  In 
each dialectal group, two of the subjects were male and one was female.  They were similar 
both in their age, all being in their late twenties, and in the period of time they had been in the 
States, all less than 2 years.  They were all graduate students and reported no speaking 
impairment.  None of them had had any phonetic training and knowledge for this kind of 
experiments.   

2.2 Stimuli 

The stimuli consisted of nonsense words with a CVCV sequence, in which the initial C was 
the one of the target consonants, /p, t, k, p’, t’, k’, ph, th, kh/.  The medial C was /p/.  The 
vowel /a/ was used for V position because it is one of the edge vowels and does not involve 
phonological phenomenon as Umlaut for /i/ in Korean.  To reduce variation from the vowel 
context, an identical vowel was used for all stimuli.  Disyllabic words were chosen because 
they sound like more natural and common words in Korean.  Within the set, the words were 
different only in the target C as in (1). 
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        (1)        Velar:           /kaba/3              /k’aba/               /khaba/ 

                     Alveolar:      /taba/                /t’aba/               /thaba/ 

                     Labial:          /paba/               /p’aba/              /phaba/  

 

All the target words were embedded in the frame sentence, /nan�n _______ h�yo/4 ‘I say 
__________’. 
 

2.3 Procedure 

Each subject repeated the nine stimuli 10 times for a total of 90 stimuli per subject.  Before 
the recording procedure, done in a sound-attenuated booth in the phonetics laboratory in 
University of Illinois at Urbana-Champaign, there was a short instruction session in Korean.  
For familiarization for each word, subjects rehearsed the word list before recording.  Target 
words were provided visually in a random order, and each repetition was done with a small 
pause between each word.  All repetitions were recorded with a Tascam DAT recorder.   

2.4 Measurements 

The recorded words were transferred to a PC and analyzed with the Praat program (Boersma 
& Weenink).  VOTs were measured from the stop release to the onset of the second formant 
in the following vowel5.  Fundamental frequency value was taken from the onset at the 
phonation phase after the stop release with the pitch analysis of Praat program, using 
autocorrelation function.  The onset value was taken as the mean of five initial values, which 
were measured every 0.01 second from the beginning of the second formant. 

3 Results 

3.1 Results of ANOVA analyses 

The results are analyzed for each speaker individually.  Because of possible differences 
caused by gender, male and female subjects were compared within the own gender group.6 

The results of an ANOVA analysis for each individual showed that the factor of 
laryngeal contrast had a significant effect for all the subjects (F(2,88) = 460.891, p < .0001 for 
Chonnam Male 1; F(2, 88) = 493.793, p < .0001 for Chonnam Male 2; F(2,88) = 228.799,  
p <. 0001 for Seoul Male 1; F(2,88) = 547.726 , p <. 0001 for Seoul Male 2).  Tukey and 
Scheffe post hoc comparison showed that the three laryngeal categories are significantly 
distinctive from one another for the two Chonnam male speakers and for Seoul male speaker 
1, with the highest value for the aspirated, intermediate for the plain, and the lowest value for 
the tense.  Seoul male speaker 2 did not show a clear separation between plain and aspirated 
stops.   

                                                 
3 Korean voiceless plain stops become voiced without aspiration in intervocalic position, and the phonetic 
aspects were followed to describe the intervocalic stop.   
4 The phonetic terms for vowels follow Lee’s notation in the Handbook of the International Phonetic Association 
(1999). 
5 This is the same measurement technique used in Cho et al. (2001).  For the intervocalic plain stops, some of 
which showed voicing during their closure, the stop release was clearly detected, and VOTs were measured from 
that point.   
6 Smith (1978), Swartz (1992), and Ryalls et al. (1997) discuss the gender effect on VOT.   
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            Another significant effect was shown by the place-of-articulation for all the subjects 
(F(2,88)=96.948, p<.0001 for Chonnam Male 1; F(2, 88) = 6.206, p = .003 for Chonnam Male 
2; F(2,88) = 15.227, p < .0001 for Seoul Male 1; F(2,88) = 23.771 , p < .0001 for Seoul Male 
2).  All speakers showed significantly higher VOT values for velar stops than the other stops. 

            The results of the analysis of variance does not clearly show a dialectal difference.  
The second Seoul male speaker shows different patterns in VOT from the other three 
speakers.  On the other hand, examination of the distribution of VOT values shown in Figure 
3 reveals a distinctive pattern for the two dialects.  In Seoul Korean, the VOT range for plain 
stops overlaps substantially with the range for the aspirated stops.  The values for the three 
stop categories in the Chonnam dialect are more separated in their ranges.   

 

 

 

 

 

 

 

 

 

 

Figure 3.  VOT distribution for Chonnam Korean and Seoul Korean. 

 

Figure 3 reveals overlapping VOT values of the three laryngeal categories for all four male 
speakers.  The two dialects are, however, different in the distribution of the interquartile 
ranges marked with shaded boxes.  The three interquartile boxes in the Chonnam dialect are 
well-separated.  Comparatively, the interquartile ranges for plain and aspirated stops in Seoul 
Korean show a substantial overlap, while the ranges for tense stops are more separated from 
the other two categories.  In other words, compared with Seoul Korean, Chonnam Korean 
shows more of a 3-way distinction in the range of laryngeal categories of stops, whereas 
Seoul Korean shows only a  2-way distinction among the three categories.   

One-way ANOVA was done for all the subjects separately.  The results show a 
significant effect from the laryngeal contrast for all the speakers (F(2,88) = 135.332,  
p < .0001 for Chonnam Male 1; F(2, 88) = 540.468, p = .003 for Chonnam Male 2; F(2,88) = 
105.384, p < .0001 for Seoul Male 1; F(2,88) = 294.758 , p < .0001 for Seoul Male 2), while 
there is no effect from place of articulation.  The results of a Tukey and Scheffe post hoc 
comparison indicate that the F0 values for two Seoul male speakers and Chonnam male 
speaker 2 have 3 divisions with the highest F0 value after aspirated stops, the intermediate F0 
values after tense stops, and the lowest one after plain stops.  In contrast, the homogeneous 
subsets for Chonnam male speaker 1 were divided into two parts.  For this speaker, tense 
stops and aspirated stops were not clearly separated.  The distribution from the box plots 
reveals a dialectal difference, specifically, in the overlap between tense and aspirated 
categories, though there is also a fair amount of individual variation.   
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Figure 4.  F0 distribution for Chonnam Korean and Seoul Korean. 

The Chonnam speakers exhibit a 2-way distinction in F0, with plain stops separated from 
tense and aspirated stops which overlap.  Comparatively, the Seoul Korean speakers show a 
more evenly spread 3-way distribution of F0 values for the three laryngeal categories.   

Since VOT patterns can differ for male and female speech, the female speakers’ data 
are presented separately here.  The results of the ANOVA analysis for each individual did not 
show any difference between the two female speakers.  Both female speakers showed a 
significant effect of laryngeal contrast in F0 and VOT.  It is interesting that both female 
speakers did not show any significant effect from place of articulation in F0 and VOT, though 
all the male speakers had higher VOT values for velar stops.  Tukey and Scheffe post hoc 
comparison show that there are two homogeneous subsets of values – one for tense stops and 
the other for plain and aspirated stops – in VOT whereas the distinction for F0 is 3-way for 
both females.  The results are consistent for the two female subjects.  But the results of a 2-
way ANOVA ([laryngeal contrast] by [speaker]) analysis showed that the interaction between 
two factors was significant for VOT (F=93.531, P<.0001) and for F0 (F=6.842, P=.001).  This 
interaction indicates differences in the distribution of VOT and F0 for the two female 
speakers.   

 

3.2 Overlapping pattern in the core distribution  

For a more precise comparison of the overlapping patterns in the distribution, the percentage 
of overlap was calculated.  The percentage of overlap was considered within the core 
distribution, because the presence of outliers in a few extreme examples distorts the range.  
The ranges of the interquartile distribution were taken as the core distribution, which was 
calculated by putting the mean of the 95% confidence interval as a center value.  The entire 
range of the core distribution had an equal value to that of the interquartile range.  In other 
words, the upper bound of the core distribution was calculated by adding half the value of 
interquartile range to the mean of the 95% confidence interval, while the lower bound was 
determined by deducting half the value of interquartile range from the mean of 95% 
confidence interval.  To confirm the normality of distribution, the Kolmogorov-Smirnov test 
showed that none of the actual distributions were significantly different from the hypothesized 
normal distribution at the level of 0.01.  With the core distribution, the overlapping percentage 
was calculated in the following way.  First, the number of all tokens within the core 
distribution range was counted for each category, and then, the number of tokens within the 
overlapping range, which was established between tense stops and aspirated stops for F0 and 
between plain stops and aspirated stops for VOT for all the speakers, was also counted.  The 
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percentage was, therefore, the number of tokens within the overlapping range over the number 
of tokens within the core distribution multiplied by 100.  Now, the dialectal tendency is clear 
with following bar charts. 

 

 

 

 

 

 

 

 

 

 

        

 

Figure 5.  Percentage of overlap in F0 distribution. 

 

In Figure 5, the three bars fully filled with plain color are for Chonnam Korean speakers, and 
the patterned one is for Seoul Korean speaker.  The bar chart shows that there is a noticeable 
percentage of overlap for all the Chonnam speakers, while only one Seoul male speaker 
involves minor overlap for F0 values.  There is no overlap for the two Seoul Korean speakers.  
This pattern goes in a reverse way in the following bar chart for VOT values. 

 

 

 

 

 

 

 

 

 

 

 

 

   

Figure 6.  Percentage of overlap in VOT distribution. 
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Figure 6 shows three bars for substantial percent of overlap in VOT for the Seoul Korean 
speakers.  In contrast, the two Chonnam male speakers do not show any overlap among three 
laryngeal categories.  The Chonnam female speaker still shows the overlapping pattern to 
some degree but less than the Seoul female speaker’s percentage of overlaps.  It can be 
considered as a gender difference in VOT distribution, in that the female speakers show more 
overlap than the male speakers.  Actually, the same pattern that shows more overlap in VOT 
values can be detected from the floating bars in Figure 2, which is adapted from Han & 
Weitzman (1970).  More research is needed for the topic of gender variation. 

It is, however, noteworthy that the acoustic characteristics of VOT and F0 in the two 
dialects are complementary, in that Seoul Korean exhibits more overlapping VOT ranges for 
the three laryngeal categories of stops, which is compensated for by the 3-way distinction in 
F0.  In contrast, Chonnam Korean exhibits 3 separate VOT ranges that mark the three stop 
categories, and, conversely, there is more overlap in F0 distribution.  This complementary 
patterning in the two acoustic cues is similar to the result reported by Cho et al. (2001) for the 
Cheju and Seoul dialects.   

 

4 Discussion 

 
The experimental results reported here show that the same phonological contrast is marked 
differently in two dialects that differ also in their intonation systems and sensitivity to vowel 
weight.  In Seoul and Chonnam Korean, the acoustic cues of VOT and F0 pattern in a variable 
but complementary way to mark three stop categories.  In summary, there is clear overlap in 
VOT for all the subjects, and the F0 values show a 3-way distinction for many speakers.  As 
for dialectal tendencies, Seoul Korean shows a 3-way distinction in F0 with more overlapping 
distribution in VOT values, while Chonnam Korean shows less overlapping VOT distribution 
for the three stop categories and more overlapping in F0 distribution.  The results support the 
initial hypotheses that the roles of VOT and F0 in signaling the laryngeal contrast will differ 
according to the interaction with the intonation system and the system of phonological weight 
contrast.   

The patterns of dialectal variation are consistent, but the differences are not 
categorical.  One reason may be the position of the stimuli.  They are placed in AP-initial 
position in both dialects, which conditions some degree of paradigmatic strengthening in 
Korean (Cho & Jun, 2000; Cho & Keating, 1999; Jun, 1993).  The strengthening from the 
same prosodic boundary may work very similarly in both dialects.  The salience of the 
Chonnam phrase-initial intonation pattern may not observe F0 cues from the consonant, if 
those cues are strengthened independently in domain-initial position.   

It is also noteworthy that individual variation within each dialect is also great.  
Without mentioning the different ranges of F0 and VOT values, the patterns of overlap or the 
spread of each category vary to a great degree speaker by speaker.  Particularly, the Chonnam 
female speaker and the first Seoul male speaker are distinguished from the other speakers who 
display either overlap or no-overlap patterns in F0 and VOT distribution.  For these four 
speakers, a single acoustic cue without overlap can function in a reliable way to demarcate the 
3-way laryngeal contrast in stops.  On the other hand, the Chonnam female and the first Seoul 
male speakers show overlap in both cues.  None of the acoustic features can be solely reliable 
to the laryngeal contrast for the two speakers.  However, a closer examination reveals that the 
two speakers are different from each other.  The percentage of overlap in the Seoul male 
speaker is minor for both cues, whereas the Chonnam female speaker shows a great degree of 
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overlap in two cues but a wider range of distribution.  Thus, both cues for the first Seoul male 
speaker are marking the contrast independently, though they are not good enough with 
overlap and a small separation.  On the contrary, the Chonnam female speaker’s acoustic cues 
are dependent on each other marking the 3-way contrast through their interaction.  It is very 
interesting that the 2-dimensional acoustic space defined by F0 and VOT shows a better 
separation for the Chonnam female speaker, as is illustrated with Figure 7. 

 

 

 

 

 

 

 

 

 

               (a) 2-way by 2-way (Chonnam Female)           (b) 3-way by 3-way (Seoul Male1)  

Figure 7.  Simplified representation for 2 dimensional acoustic space with F0 and VOT for 
consonantal laryngeal contrast in stops.  (A: aspirated stops, P: plain stops, T: tense stops) 

 

In Figure 7, the three circles indicate the acoustic values marked with VOT and F0 together, 
and the slashed triangles inside can be considered as the space between the acoustic 
representations for the three laryngeal types.  Instead of marking a wider range of values for 
the Chonnam female speaker, the greater separation between the values is depicted with 
smaller circles in (a).  The space of the triangle in (a) is bigger than that in (b), and the 
distance between plain stops and tense stops in (b) is very small relative to the other 
separation.  The results in Figure 7 also imply that paradigmatic strengthening7 in acoustic 
aspects needs to consider the interaction of multiple acoustic cues.  That is, in one dimension 
of VOT or F0, the 2-way separation in (a) may not maximize phonetic distinction of all the 
three laryngeal categories.  But the 2-dimensional space with VOT and F0 in (a) displays a 
better separation of the three categories than in (b) which seems to enhance the paradigmatic 
contrast in one-dimensional space of VOT or F0 more than (a). 

Perceptual space may be different from acoustic space.  If discrepancy in the acoustic 
patterns corresponds to perceptual patterns, dialectal variation in perception for various 
acoustic cues is also expected.  In future studies, the perceptual patterns for stop identification 
needs to be tested with speakers from diverse language groups that differs in the acoustic cues 
that express an analogous phonological contrast.   

 

 

                                                 
7 I understand paradigmatic strengthening as an enhancement of the phonemic distinction of contrastive 
segments.  For example, paradigmatic strengthening marks two contrastive values in a 2-way contrast with a 
greater separation between the values.  In the same way, a 3-way contrast will be marked better with a greater 
separation among the three contrastive segments under paradigmatic strengthening.  Hsu and Jun (1998) show an 
example of paradigmatic strengthening of VOT in a 3-way contrast 
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Retroflexion and Retraction Revised∗ 
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Abstract 
Arguing against Bhat’s (1974) claim that retroflexion cannot be correlated with retraction, the 
present article illustrates that retroflexes are always retracted, though retraction is not claimed 
to be a sufficient criterion for retroflexion. The cooccurrence of retraction with retroflexion is 
shown to make two further implications; first, that non-velarized retroflexes do not exist, and 
second, that secondary palatalization of retroflexes is phonetically impossible. The process of 
palatalization is shown to trigger a change in the primary place of articulation to non-retroflex. 
Phonologically, retraction has to be represented by the feature specification [+back] for all 
retroflex segments.  

1 Introduction 

Retroflex consonants are usually described as sounds articulated with a bent-backwards 
tongue tip and a postalveolar place of articulation, e.g. by Catford (1977: 150) or Trask (1996: 
308). As illustrated in Hamann (in prep.), a number of retroflex segments deviate from this 
definition. The retroflex stops and nasals in Hindi, for example, do not show a bending 
backwards of the tongue tip but these sounds are still considered to be phonetically and 
phonologically retroflex. The same holds for the voiced and voiceless postalveolar fricatives 
in Polish and Russian (ibid.), which are articulated without active involvement of the tongue 
tip in the constriction (though the tip is raised from its resting position) and with a flat tongue 
body. 

The class of retroflexes shows considerable articulatory variation regarding both the 
articulator (i.e. apical or subapical to laminal), and the place of articulation (i.e. alveolar to 
palatal). This variation makes it difficult to find common articulatory properties that hold for 
all instances of retroflexion.  

In his article ‘Retroflexion and Retraction’, Bhat (1974) discusses the property of 
retraction as a defining criterion for retroflexion. He states that most retroflexes are retracted, 
and this retraction can explain both the occurrence of retroflexes with back vowels and their 
incompatability with front vowels. Retroflex segments and back vowels are both assigned the 
feature value [+back], and front vowels the feature value [−back]. Nevertheless, Bhat argues 
that retraction is not a criterion that holds for all retroflexes and furthermore not for 
retroflexes exclusively. As an example of languages with non-retracted retroflex segments, he 
mentions the vowel system of the Dravidian language Badaga and the consonantal system of 
Tamil. As evidence for the non-exclusiveness of retraction to retroflexes, Bhat mentions that 
apical alveolars1 are also retracted. 

 The present study agrees with Bhat’s second statement that retraction holds not 
exclusively for retroflexes but that all apicals (and velars) are retracted. In contrast to Bhat it 

                                                 
∗ The ideas for this article emerged from two talks on the complementary nature of palatalization and 
retroflexion held at at the33rd ������ ���	
����
 ������	� ������� ��� ��� ���-OTS Utrecht, in April and May 
2001, respectively. I want to thank the audience for their input. Furthermore I am grateful to T.A. Hall for 
comments on an earlier version of this study. All errors are my own. 
1 ‘Apical alveolars’ is used here in general for all apical coronals which are [+anterior], including apical dentals.  
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is claimed here that all retroflexes are retracted. This claim is formalized in the implication in 
(1), which says that if a segment is retroflex, then it is retracted (but not vice versa). 

(1) retroflex → retracted 

From the implication in (1) it follows that there are no non-retracted retroflexes, and 
consequently so-called non-retroflex segments in Tamil and Badaga are claimed to be 
phonetically non-retroflex. The inherent retraction of retroflexes further implies that 
retroflexes cannot be palatalized, because the articulatory gestures of retraction and 
palatalization are incompatible. It will be argued that secondarily palatalized retroflexes either 
undergo a change in primary place of articulation (and in segment class) or resist 
palatalization altogether. 

 The study proceeds as follows. In section 2, the term ‘retraction’ is articulatorily 
defined and its correlation with retroflexion is illustrated. Section 3 is concerned with 
supposedly non-retracted retroflexes in Lardil and Badaga. In section 4, the claim that 
palatalization and retraction are incompatible is elaborated and apparent counterexamples 
(Kashmiri and Tamil) are discussed. Section 5 discusses the consequences of retroflexes being 
retracted for a phonological representation. The final section concludes. 

2 Definition of ‘retraction’ 

Bhat (1974) defines retraction as the backing of the tongue body. This backing can be further 
specified by the place in the vocal tract where the tongue retracts to, namely towards the 
pharynx or the velum. The former is often referred to as pharyngealization and the latter as 
velarization. Thus, the term retraction seems to subsume two secondary articulations. The 
term pharyngealization is usually used to refer to a secondary vowel articulation (e.g. by 
Ladefoged & Maddieson 1996: 365) where the root of the tongue is drawn back and towards 
the back wall of the pharynx. Velarization is understood as a secondary articulation where the 
tongue back is raised towards the velum (e.g. by Laver 1994 or Trask 1996: 374). In some 
phonetic literature, the term ‘velarization’ is actually used in the more general sense of 
retraction. Brosnahan & Malmberg (1970: 67), e.g., define velarization as ‘the elevation of the 
back of the tongue toward the soft palate or rear wall of the pharynx’, which actually covers 
both velarization and pharyngealization as defined above.  

Ladefoged (1971: 208) points out that there is little articulatory difference between 
velarized and pharyngealized sounds and no language distinguishes between these two. 
Language-specific evidence for the interchangeable use of pharyngealization and velarization 
comes from Russian. Russian speech sounds are traditionally described as opposing 
palatalized and velarized consonants. Bolla (1981), however, describes the latter as 
‘pharyngealized’ because he ‘found the movement of the root of the tongue and the 
postdorsum towards the pharyngeal wall to be more important than that towards the soft 
palate’ (p. 70). 

‘Retraction’ is defined in the present article as a displacement of the tongue dorsum or 
root towards the pharynx or velum. A schema of these possible displacements is given in 0, 
based on x-ray tracings of velarized and pharyngealized segments in Laver (1994: 326ff.) and 
Ladefoged & Maddieson (1996: 365). 

 



Retroflexion and Retraction Revised 

 15 

   

Figure 1: Retraction, indicated as shaded areas, in comparison to neutral tongue position. The upper 
displacement is a velarization gesture, the lower pharyngealization. 

The legitimacy of combining the distinct secondary articulations pharyngealization and 
velarization as one property is further confirmed by the fact that they are described as 
resulting in the same acoustic consequence, namely a lowering effect on the third formant 
(Brosnahan & Malmberg 1970; Stevens 1998). Both velarization and pharyngealization occur 
with a flattening of the tongue body, which is included here as a characteristic of ‘retraction’. 

The property ‘retraction’ is not identical to the feature ‘retracted tongue root’ (opposed 
to ‘advanced tongue root’, see Halle & Stevens 1969), because this articulatory setting 
involves a pharyngeal constriction at a lower place in the vocal tract than for 
pharyngealization (Laver 1994: 411). Furthermore, retraction as defined here is different from 
McCawley’s (1966) feature ‘retracted articulation’ by which he distinguishes dentals from 
alveolars and retroflexes from palatals (amongst others), the second item in each pair being 
[+retracted] (and thus ascribing retroflex a non-retracted status). 

The co-occurrence of retroflexion with retraction as predicted in (1) can be explained 
articulatorily. The tongue, in order to be able to move its tip upwards, stretches and pulls the 
muscles backwards (Spencer 1984: 30), which results in a backed and flattened or even 
hollowed tongue dorsum. Further evidence for the correlation of a flat tongue body with 
retraction and retroflexion can be found in Ladefoged (1971: 208) who explains that the 
similarity in quality between retroflex stops and velarized or pharyngealized stops “is due to 
the fact that in all these sounds the front of the tongue is somewhat hollowed” (ibid). 

The flattening of the tongue body and its retraction in retroflex segments are also 
mentioned in Brosnahan & Malmberg (1970: 46) who explain that retroflexion is 
accomplished by the concaving of the dorsum and blade, i.e. by a flattening of the tongue 
dorsum. Catford (1977: 157) illustrates that retroflex fricatives have a tongue body that is less 
convex than in lamino-postalveolar articulations and that they show some velarization. 
Language-specific descriptions showing a correlation between retroflexion and retraction 
include Polish and Bulgarian. Hamilton (1980: 21), for example, uses the terms velarization 
and retroflexion interchangeably for the postalveolar fricative in Polish, and Wood (1996) 
writes that the Bulgarian retroflexed /r/ involves a pharyngeal tongue body gesture. 

Bhat (1974) argues that retraction is not restricted to retroflexes but that it also occurs 
with apical alveolars. Stevens et al. (1986: 436) argue against this view and claim that a 
fronted tongue body provides a more favorable posture for an apico-alveolar articulation, i.e. 
that a non-retroflex apical usually occurs with fronted, non-backed tongue body. This is 
illustrated with schematic midsagittal sections (ibid. figure 20.4). Below these schemas, the 
authors say that the tongue-body shape behind to the tongue blade has been only estimated, 
i.e. no x-ray or other data are given to confirm their claim. X-ray tracings of apicals (such as 
found in Ladefoged & Maddieson 1996 or Butcher 1992) illustrate that apicals generally 
show a retracted tongue dorsum. 

  Retraction of the tongue body (towards the velum) seems to occur distinctively in the 
articulation of velar consonants (see e.g. x-ray tracing of velar stops and fricatives in Laver 
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1994). Thus retraction cannot be assumed to occur exclusively with retroflexes. But whereas 
Bhat discussed retraction as the only defining criterion for retroflexion and refutes this 
criterion with the argument that it does not distinguish retroflexes from apicals, the present 
study argues that retraction is only one of several properties of retroflexion. Additional 
phonetic properties for retroflexes such as apicality, posteriority and sublingual cavity are 
developed in Hamann (in prep.). Independent of the status of these defining properties, 
retraction is a necessary property of retroflexe, i.e. it cannot be lacking in a retroflex. In 
conclusion, retroflex segments are always retracted. 

3 Non-retracted retroflexes? The cases of Badaga and Lardil 

Using retraction as a defining property of retroflexion poses problems with languages that are 
said to have a distinctively non-retracted (i.e. non-velarized or non-pharyngealized) retroflex 
segment.  

According to Bhat (1974: 234), the Dravidian language Badaga contrasts plain, 
retroflex, and retracted vowels. Badaga is the only known language to employ such a contrast. 
Using retraction and retroflexion contrastively implies that these two properties do not co-
occur together in the retroflex segments of this language. Bhat bases his description of Badaga 
vowels on Emeneau (1939), who describes the three-way contrast however as one of ‘non-
retroflexed, half-retroflexed, and fully-retroflexed vowels’. Examples for this are given in (2), 
with Emeneau’s transcription. 

(2) Plain vowel  half retroflexed  fully retroflexed 
kae   ‘unripe fruit’ áé ‘tiger’s den’  käë ‘weeds’ 

Bhat justifies his re-classification of Emeneau’s ‘half-retroflexed’ vowels as ‘retracted’ by the 
fact that they are described as having the edges of the tongue tip curved upwards only, but not 
the whole tongue, and that they show strong retraction (p. 234). As no definition of 
retroflexed vowels is given which says that these segments have to include a curving of the 
whole tongue tip backwards, Bhat’s classification is not motivated. We assume therefore 
Emeneau’s classification to be correct, which poses no counterevidence for the assumption 
that the characteristic ‘retraction’ holds for retroflex vowels, too.  

A far more serious counterexample to the claim that retroflexion always co-occurs 
with retraction seems to be the Australian Aboriginal language Lardil. Lardil is supposed to 
have phonetically and phonologically non-velarized retroflex consonants (Wilkinson 1988; 
Hall 1997, 2000). The phonetic evidence for this claim comes from Hall (1997: 49) who gives 
midsagittal tongue tracings of non-velarized and velarized retroflexes from the languages 
Lardil and Polish, respectively. The source for the figure of the non-velarized retroflexes in 
Lardil is said to be Stevens et al. (1986). Stevens et al., however, do not provide any graphic 
illustrations of the Lardil coronal. The only figure that might have served as basis for Hall’s 
graphic is a schematized retroflex stop in figure 20.4 on page 433, based on Ladefoged & 
Bhaskararao (1983) and Wierzchowska (1971). These authors describe retroflexes in Hindi, 
Tamil and Polish. The schematic figure of a retroflex based on their work shows a distinct 
backing of the tongue body and is explicitly described as ‘more backed’ than an apical dental 
or a laminal postalveolar in the following text. In their phonetic description of Lardil sounds 
at a later point, Stevens et al. (p. 444f.) observe that [+distributed, −anterior] segments, i.e. 
laminal postalveolars, are [−back] in this language. Hall (1997) presumably misapplied this 
correlation to [−distributed, −anterior], i.e. retroflex, segments and concluded that Lardil is a 
language with [−back], i.e. non-velarized, retroflexes.  
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Phonological evidence for the non-retracted status of the Lardil retroflexes is given in 
Wilkinson (1988) and Hall (1997, based on the former). Lardil allows only a subset of 
coronals in coda-position, namely all apart from the lamino-dental [��, ��] and the postalveolar 
glide [j]. The whole coronal inventory of Lardil is given in table 1 (based on Wilkinson 
1988).2 

Table 1: Coronals in Lardil, boldface ones allowed in Coda position 

 lamino-
dental 

apico-
alveolar 

lamino-
postalveolar 

apico-domal 
(retroflex) 

obstruents �� � � � 
nasals �� � � � 
lateral  �  � 
glides   j � 
flap  �   

 
To account for the class of [��, ��, j] which cannot occur in coda position, Wilkinson makes use 
of the feature [back] and assigns the value [+back] only to the lamino-dentals. This yields a 
feature specification of Lardil coronals as given in table 2. 

Table 2: Feature specification of Lardil coronals with [back] according to Wilkinson (1988: 327) 

 lamino-
dental 

apico-
alveolar 

lamino-
postalveolar 

apico-domal 
(retroflex) 

[back] + − − − 
 
In this classification, the lamino-dentals [��, ��] are united under one feature, and thus the 
phonotactic restriction in Lardil can be described as forbidding [+back] segments in coda-
position. This proposal makes it necessary to specify the retroflex segments of Lardil as 
[−back], which has to be phonetically interpreted as non-retracted. Wilkinson bases this 
feature specification on Stevens et al. (1986)3, but these authors illustrate that retroflexes have 
a more backed tongue body than laminal postalveolars (recall discussion above), i.e. they do 
not confirm Wilkinson’s assumption about the non-retraction of Lardil retroflexes. As a 
further point of criticism it has to be added that Wilkinson’s class of [+back] segments does 
not include the postalveolar glide [j].  

 As justification for the use of the feature [back], Wilkinson (1986: 328) discusses a 
process whereby the apical alveolar /t/ becomes a laminal postalveolar [��] before the back 
vowel [u]. The only example given for this is the underlying /������/ ‘snake, bird’, which 
becomes [���������] in the future and [��������	] in the marked nonfuture.4 This example is 
not convincing for two reasons. First, no evidence for the underlying form being an alveolar is 
given. And second, the spread of the feature [+back] onto the alveolar can be caused by a 
following back vowel [u] only in the case of the future form, where the morpheme [��] is 
added. The marked nonfuture morpheme [�	] does not contain a back vowel and thus no 

                                                 
2 The use of the IPA symbols is my own. The term ‘laminal postalveolar’ is based on Evans’  (1995: 727f.) 
description of Lardil, which is phonetically more detailed than Wilkinson, who describes this class as ‘laminal 
alveolar’. Wilkinson furthermore does not include the retroflex lateral in her inventory. 
3 Wilkinson refers to “Kawasaki, Keyser, and Stevens (1986)” as the source, but the reference list shows that this 
is meant to be Stevens et al. (1986). 
4 As Wilkinson (1988: 325) explains, nouns in object position agree in tense with the verb. 
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feature [+back] that could trigger a change, but still this form surfaces with a laminal 
postalveolar. 

An alternative solution to unite the Lardil coronals that do not occur in coda-position is 
by referring to the features [distributed] and [anterior]. A classification by these features is 
given in table 3. 

Table 3: Feature specification of Lardil coronals with [anterior] and [disributed] 

 lamino-
dental 

apico-
alveolar 

lamino-
postalveolar 

apico-domal 
(retroflex) 

[anterior] + + − − 
[distributed] + − + − 

 
Now, the class of [��, ��, j] can be described as [+anterior, +distributed] stops and nasals, and 
[+distributed] glides.  

In sum, it is phonologically not necessary and phonetically not motivated to describe 
the class of Lardil retroflexes as [−back]. As no other counterexample with a non-retracted 
retroflex is known to me, no language with a non-retracted retroflex seems to exist, which 
affirms the implication made before that retraction always co-occurs with retroflexion. 

4 Retraction and palatalization 

Besides implying that non-velarized or non-pharyngealized retroflexes do not occur, the 
retroflex property ‘retraction’ introduced here has a further implication. If retroflex segments 
are inherently retracted, they should not be compatible with secondary palatalization, because 
a simultaneous articulation of palatalization and velarization or pharyngealization is 
articulatory incompatible. An explanation for this incompatability comes from articulation. 
The palatalization of consonants involves a raising of the tongue dorsum and a lowering of the 
tongue back, whereas retraction has the opposite articulatory consequences of flattening the 
tongue dorsum and raising the back. Both gestures cannot co-occur together.  

Evidence for the claim that palatalized retroflexes are non-existent is found in 
Maddieson’s (1984) typological study, which lists no language with a phonemic palatalized 
retroflex segment. Only two counterexamples could be found in the phonetic and 
phonological literature, namely Toda (Emeneau 1��������	
���
��������������������
�
�����
�
1987), which are both said to have palatalized retroflexes. It is argued in this section that these 
segments are not retroflex, and that the process of palatalization triggers a change in the 
retroflex segment from apical to laminal (as proposed already in Hall 2000) and from flat 
tongue dorsum to bunched tongue dorsum. The second change implies the loss of retraction, 
thus the resulting segment is ssumed to be non-retroflex. 

This section proceeds as follows. In 4.1, traditional definitions of palatalization as 
mere additional articulations are shown to be inadequate for coronal sounds. Then, to 
illustrate the change from retroflex to non-retroflex occurring with palatalization, the Russian 
retroflex fricative and its palatalized counterpart are discussed. In 4.2, the alleged palatalized 
retroflex segments in Toda and Kashmiri are treated and the status of these segments is 
analyzed. Alternative descriptions for these supposedly palatalized retroflexes are proposed 
and it will be concluded that there are no counterexamples for the claim that secondary 
palatalization of retroflexion does not occur. 
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4.1 Palatalization as a change in primary articulation 

Palatalization in traditional articulatory terms is defined as the superimposition of an [i]-like 
gesture upon a labial, dental, alveolar or postalveolar consonant (e.g. Ladefoged & Maddieson 
1996). This superimposition of a gesture is undoubtedly the case for labials with a secondary 
palatalization, where the tongue dorsum gesture can take place independently and at the same 
time as the labial closing gesture. But for primary gestures with the tongue tip, blade or 
dorsum, the primary and secondary gestures are not independent of each other and therefore 
are expected to influence each other, which results in a change of the primary place of 
articulation. Support for this asssumed change can be found in Ladefoged (1971: 207) who 
points out that “the terms palatalization and palatalized may also be used in a slightly different 
way from a secondary articulation, namely as describing a process in which the primary 
articulation is changed so that it becomes more palatal.” Ladefoged & Maddieson (1996: 365) 
further specify this by stating that for all coronal consonants, secondary palatalization always 
involves a displacement of the surface of the tongue. This displacement is said to produce a 
slightly different primary constriction location (ibid.). It is concluded from this, that the 
traditional description of a secondary palatalization is inaccurate in the case of coronal 
segments, as this process always involves a change in the primary articulation for coronal 
sounds.  

Articulatory evidence for a change of place in palatalized apical dentals is given in 
���

���������� ����!�"��
�������#�$���%�&�������'(('�� ���)��
����Hall (2000) argues that 
apical stops in general either turn into laminal stops when palatalized (in a synchronic or 
diachronic process), or resist palatalization altogether. 

For retroflex segments, it is proposed here that the addition of a palatalization gesture 
also involves a change in primary articulation. This change results in a non-retroflex segment. 
Support for this proposal can be found in Ladefoged (1971: 208), who mentions that the 
secondary articulations of palatalization, velarization and pharyngealization involve different 
shapes of the tongue that cannot occur simultaneously. As velarization and pharyngealization 
were defined as realizations of the retroflex criterion ‘retraction’ in section 1, Ladefoged’s 
remark can be interpreted as an articulatory incompatibility of retroflexion and palatalization.  

The incompatibility of gestures and the change in primary place is exemplified with 
the Russian fricatives in the postalveolar region. Figure 2 is based on x-ray tracings of the 
Russian retroflex fricative (solid line) and its palatalized counterpart (dashed line) (both based 
on Bolla 1981: 159). As illustrated in Hamann (2002), the Russian postalveolar fricative is a 
retroflex which satisfies the property of retraction.5   

 

 
Figure 2: Russian retroflex fricative (solid line) and palatalized postalveolar fricative (dashed line) 

Comparing now the palatalized variant with the retroflex one, some major differences can be 
observed. First of all, the place of articulation changes for the palatalized segment; it moves 

                                                 
5  Hamann (2002) argues that the Russian voiced and voiceless postalveolar fricatives satisfy three of the four 
properties for retroflexion introduced there, namely apicality, sublingual cavity and retraction, and is therefore 
retroflex. 
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further backwards to the postalveolar region, which gives evidence for the assumed change in 
primary articulation for retroflex segments. Furthermore, the articulator is now the tongue 
blade, and the tongue dorsum shape changes to bunched and raised. The resulting segment has 
a domed tongue, hence no retraction is discernible. This leads to the conclusion that the 
resulting segment is not retroflex, as it does not fulfill the necessary property of retraction. 

As palatalization in general involves the addition of or change towards an [i]-like 
gesture, and [i] and other front, high vowels are always articulated with a bunched tongue 
dorsum, this implies that secondary palatalization of retroflexion always results in a change in 
the property retraction. But as apicality is assumed to always co-occur with retraction, a 
further change from apical to non-apical is necessary. The process of secondary palatalization 
of a retroflex segment is therefore assumed to result in a laminal postalveolar. For the 
fricative [
] this results in the palato-alveolar fricative [��], cf. (3a). The secondary 
palatalization of a retroflex stop and nasal is assumed to trigger likewize changes, see (3b) 
and (3c), respectively. 

(3) (a) [
�] = [��] 

(b) [
�] = [��] or [�] 

(c) [��] = [��] or [�] 

Hume (1994) assumes that the palatalized postalveolar in Polish is a palatalized retroflex [
�]. 
At the same time, she specifies this sound as [coronal, -anterior, +distributed, +strident]. The 
specification as [+distributed] indicates that this sound is laminal, i.e. articulated with a long 
constriction, and not retroflex. Therefore Hume’s description implies that the process of 
palatalization in Polish actually changes a retroflex fricative into a laminal postalveolar, as 
stated in (3). 

 Besides the categorical change described above, another possible outcome of 
secondary palatalization of retroflexes is to resist palatalization at all, as pointed out by Hall 
(2000). He gives an example from Scots Gaelic, where nouns usually undergo palatalization 
in the genitive singular, e.g. [�����] ‘cat’ (nom.sg.) surfaces as [������] ‘cat’ (gen.sg.). Nouns 
with retroflex consonants, however, remain unpalatalized, e.g. [���
] ‘a poet’ (both nom. and 
gen. sg.) (Borgstrøm 1940: 76). A resistance to palatalization is otherwise only reported for 
apical alveolars or dentals (e.g. Hall 2000), which were described as also being inherently 
retracted in section 1. The property retraction can be made responsible for blocking 
palatalization, for the same articulatory reason that causes this property to change into non-
retraction in secondary palatalized retroflexes, namely articulatory incompatability. As all 
apicals are retracted, this explains why apicals in general change category when palatalized or 
resist palatalization altogether. 

 In sum, it was shown that retraction is incompatible with palatalization, which results 
in two possible outputs for retroflex palatalization, either a corresponding palatalized laminal,  
or a plain retroflex without palatalization. 

4.2 Apparent counterexamples: Toda and Kashmiri 

*�����
�"�
��+�����!�������,��������	
���
�����������,�
���-��$
�
������"!�"��.���������/��
palatalized versions of all its three rhotics, including the retroflex trill /�/. Minimal pairs such 
as [��] ‘to cook’ vs. [���] ‘foot’, or [���] ‘thigh’ vs. [����] ‘pole used at funeral’ illustrate the 
����"��� ���
���
� 0�
1���� ���
�� ���� ����
��
2��� ��
�� ��3� ���

��� 4�
����

�"�/,� ���	
�� �
� ����
(1996) could elicit retroflex rhotics and their palatalized counterparts only from some of their 
subjects; the three speakers of the Kas mund (tribal location). The three speakers of the 
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Melgas mund did not produce any of these forms.6 Though presenting a detailed phonetic 
�
!�/�� �
��������

��,����	
���
�����������������
�
���!�����/�����
�"����
������
�"!�"����
��
measurements of the palatalized trill /��/, from which the exact articulation and the correlation 
of the gesture of retroflexion and that of palatalization can be judged. In order to attest the 
claim made here that the two gestures do not occur simultaneously, articulatory measurements 
on the Toda palatalized rhotics have to be conducted in the future. 

Palatalized retroflex segments are said to also occur in the Indo-Aryan language 
Kashmiri (Bhat 1987: 43ff.). Kashmiri has the phonemes /
�, 
��, ��/. Wali & Koul (1997: 297) 
illustrate these phonemes with the minimal pairs given in (4). 

(4) /��
�/ ‘throats’  vs.    /��
/ ‘piece of wood’ 

/
��
��/ ‘dear ones (m.pl.)’ vs.    /
��
�/ ‘dear one (f.)’ 

/����/ ‘big ones (m.pl.)’ vs.    /���/ ‘big (f.sg.)’ 

Maddieson’s (1984) phoneme inventory of Kashmiri (based on Kelkar & Trisal 1964) does 
not include palatalized retroflex phonemes; the only retroflexes given there are the plain 
plosives /
 , 
�, �/. Morgenstierne (1941) also does not mention palatalized retroflexes in 
Kashmiri. The cause for this discrepancy in the description of the Kashmiri phoneme 
inventory are probably the so-������� ��
��� $�1����� 5�
��� $�1���� ���� �3
�����/� ����
�
(Maddieson 1984: 271 terms them ‘overshort’) or ‘whispered’ vowels (Masica 1991: 121), 
which cause changes in the quality of the preceding vowels and consonants. The –i-��
��� 
��
said to leave a palatalizing effect on the preceding consonant. The assumption of such a short 
/i/ vowel makes the postulation of separate palatalized consonants redundant. Thus, in some 
descriptions of Kashmiri, e.g. Grierson (1911) and Morgenstierne (1941), the use of a 
retroflex segment with a following –i-��
��� �
�����  ��� 1��
� 
�� �����
0��� ��� ����
��
2���
retroflex by others, e.g. Bhat (1987) and Wali & Koul (1997). Bailey (1937) even uses a 
retroflex plus a full-length vowel /i/ in his transcriptions of these segments in Kashmiri. In 
(5), a comparison of the different transcriptions is given with the masculine singular agentive 
form of the adjective ‘big’.  

(5)  Wali & Koul (1997)  Grierson (1911)     Bailey (1937) 
  ����    ����    ����    

Contradictory statements can be found in the literature on the question whether these 
‘palatalized retroflexes’ in Kashmiri should be treated as phonetically and phonologically one 
segment or as a sequence of a retroflex with a short vowel or glide. Bhat (1987) remarks that 
the presence of “very short vowels” in contemporary Kashmiri has become obsolete, 
indicating that there is no reason (neither phonetically nor phonologically) to assume a 
sequence of two gestures or two phonemes. In his description of Kashmiri, Morgenstierne 
(1941) however points out that there are differences in the phonetic realization within the 
"��!��� ���
���$�1�����6�������–u and – ü -��
����0�
����!�
�"�$����
2�

���� �
���������
�"�
consonant) are said to be inaudible by now in Morgenstierne (1941: 87), –i-��
����

�����!����
like a very short [i], indicating a separate, additional i-gesture. As in the case of Toda, no 
articulatory data could be found for Kashmiri illustrating the actual realization of palatalized 
retroflexes, which could answer the question whether a simultaneous combination of 
retroflexion and palatalization gesture takes place. 

The present study assumes that a combination of retroflexion and palatalization at the 
same time is impossible, and that the alleged patalalized retroflex segments in Toda and 

                                                 
6 ������ �� ��� (1996) do not mention what these speakers produce instead; it can be only speculated that these 
were non-palatalized retroflex rhotics. 
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Kashmiri have to be accounted for in another way. I propose that these segments are actually 
not retroflexes with a superimposed palatalized gesture, but phonetically sequences of a 
retroflexed segment followed by a short glide /�/. This proposal does not imply that the 
palatalized segment, which consists of two successive gestures, has to be phonologically 
interpreted as two phonemes instead of one. Toda and Kashmiri seem to be languages that 
chose to interpret the two gestures as belonging to one phoneme.  

An indication that these gestures are indeed separate can be seen in the diachronic 
development of the assumedly palatalized retroflexes in Kashmiri. -
������
����/,� 
�����
���
vowels in Kashmiri stem from normal length vowels which have been shortened wordfinally 
(Morgenstierne 1941: 89). Kashmiri hence had two separate gestures which were assigned to 
different phonemes, a consonantal and a vocalic one. These gestures were categorized at a 
later stage as belonging to one phoneme.  

Further evidence for the claim that there are two gestures instead of one can be found 
in the acoustic signal of t���.����
�
��������	
���
���������7������The signal for the palatalized 
trill /��/ is 190 ms long, compared to the non-palatalized /�/ which is 100 ms. The palatalized 
counterpart is thus nearly twice as long. There is no articulatory explanation why a palatalized 
segment should take longer to articulate than a non-palatalized one if one assumes that the 
two gestures co-occur together. If assuming however that two gestures are produced 
successively, the nearly double length of the palatalized segment compared to the non-
palatalized is explainable.  

In order to judge the values for palatalized and non-palatalized segment lengths, let us 
compare them to length measurements (in ms) of the palatalized and non-palatalized segment 
pairs in Russian from Bolla (1981), cf. the tables in (6) and (7), giving the labial articulations 
and the tongue dependent articulations, respectively. The labial articulations are discussed 
first, as they involve an independent secondary tongue gesture of palatalization. 

(6) 

 

 
 
 

For this class, the length ratio of plain vs. palatalized is 1 : 1.14. This means that the palatal 
segment is on average a seventh longer than the plain segment. Thus, the secondary gesture 
seems to need some additional time to be articulated. It is striking that the values of all labial 
pairs lie rather close together apart from the voiceless stops, where [�] is 116 ms and [��] is 
170 ms long. Why this pair is departing so much from all the other labials cannot be answered 
here.  

 Velar and coronal articulations are expected to show roughly the same length for plain 
and secondary palatalized segments, because the palatalization is not an added gesture but 
changes the primary articulation (recall the description in 4.1). These expectations are 
fulfilled by the velar class (cf. left side of table (7)), where the palatalized signals are just 
slightly longer than the plain ones, as the ratio of 1: 1.08 indicates. The coronal class, 
however, departs from this picture; it has a ratio of 1 : 1.17, which is higher than that for the 
labial class. As both velar and coronal sounds undergo a change in primary articulation when 
palatalized, these results are unexpected. But looking at the coronal segments in detail we 
detect that this class does not behave homogenously. Whereas for the plosives and the voiced 
fricative the palatalized segment is longer than the plain one (the ratio varies there between 1 : 
1.17 for the voiced plosive and 1: 1.66 for the voiced fricative), for the nasal and the voiceless 

Labial  
� � � � � ratio 

plain 116 120 128 115 97 1 

palatalized 170 140 130 125 97 1.14 
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fricative the plain signal is longer (average of 1 : 0.91). Again, no explanation for this 
behavior can be given. 

 (7)      

 

 

 
 
The Tamil retroflex rhotics have a ratio of 1 : 1.9 for plain vs. palatalized signal length, which 
is by far higher than any of the Russian ratios. This difference supports the claim made before 
that there might be two successive gestures involved in the articulation of the palatalized 
retroflex in Tamil, whereas palatalization of non-retroflex segments in Russian either is a 
simultaneous articulation of two gestures (as in the case for labials), or involves only one 
primary gesture, which differs from the non-palatalized counterpart (as in the case for 
coronals and velars).  

Unfortunately, we do not have any further measurements for palatalized rhotics, so the 
present data are merely an indication that the hypothesis of successive instead of simultaneous 
gestures could hold. Further research has to be conducted on the exact articulation and 
gestural timing of palatalized rhotics in general and palatalized retroflex in particular. This 
may shed light on the articulatory timing of the gestures and further properties of their 
articulation. 

5 Phonological representation 

There is consensus in the phonological literature that retroflex segments are to be presented 
with the feature specification [coronal, -anterior, -distributed] (e.g. Chomsky & Halle 1968; 
Hume 1994; Hall 1997). The frequent co-occurrence of retroflexes with back vowels and their 
tendency to avoid front vowel context, as described e.g. by Bhat (1974) or Flemming (2001), 
lead several scholars such as Lin (1989) and Gnanadesikan (1994) to propose the addition of 
the dorsal feature-value [+back] in the representation of retroflexes. [+back] is phonetically 
defined as retraction. A complete representation of retroflexes with these features is given in 
(8). 

(8)       Place      

        Coronal      Dorsal     

        [−ant]  [−dis]   [�back]   

Hall (1997, 2000), who assumes that Lardil has plain, i.e. non-velarized and non-palatalized, 
retroflex segments, proposes a presentation of retroflexes that can account for such segments 
and that differs slightly from that in (8). He introduces a three-way contrast of velarized, 
palatalized, and neither velarized nor palatalized retroflexes such as [
 ], [
�], and [
], 
respectively. All three classes share the place features [coronal, −anterior, −distributed]. They 
differ in the values that they are assigned for the dorsal feature [back]. Velarization is 
expressed by [+back], palatalization by [−back], and a plain retroflexion by [0back], for the 
last case the tongue back is assumed to be in neutral or unspecified position. This distinction 
is unnecessary if one assumes that all retroflexes are velarized, as it was argued for in the 
previous sections. Instead, the universal representation of all retroflex segments with the 

Velar Coronal  
� ! " ratio � # � $ % ratio 

Plain 169 150 110 1 134 102 105 195 96 1 
palatalized 184 160 120 1.08 190 120 98 177 160 1.17 



Silke Hamann 

 24 

feature value [+back] is a phonological realisation of the phonetic implication made in (1), 
that all retroflexes are retracted. 

The change of a retroflex segment into a laminal postalveolar in the process of 
secondary palatalization has to be phonologically represented as following. Laminal 
postalveolars are uncontroversally [coronal, −anterior, +distributed]. Furthermore, the domed, 
palatalized tongue dorsum of these segments has to be represented with a dorsal feature 
[−back]. The change of a retroflex to a laminal postalveolar in palatalizing front vowel 
context can then be accounted for by the feature [−back] spreading from the front vowel onto 
the retroflex (see e.g. Lin 1989 on the assumption that front vowels are [−back]). As a 
segment with the specification [coronal, −anterior, −distributed, −back] is phonetically not 
interpretable since [−distributed], i.e. apicals, have to be [+back], the palatalization process 
triggers a further change from [−distributed] to [+distributed]. The resulting segment, which is 
specified as [coronal, −anterior, +distributed, −back], has to be phonetically interpreted as a 
laminal postalveolar. 

6 Conclusion 

The present article took as starting point Bhat’s (1974) study on the possible correlation of 
retroflexion and retraction. In his article, Bhat concluded “it is clear that retroflexion cannot 
be identified or correlated with retraction” (p. 237).  It has been shown that the first of Bhat’s 
observations, that retroflexion is not identical to retraction, is valid, as all apicals (and also 
velars) are retracted and thus retraction cannot be used as single defining property for 
retroflex segments. This problem can be solved by introducing further phonetic properties (as 
developed in Hamann in prep.) to define retroflexion. But opposing Bhat, it was illustrated 
that retroflexion always correlates with retraction, and that retroflex vowels in Badaga and 
retroflex consonants in Lardil are no counterexamples to this claim, since they are neither 
phonetically nor phonologically non-retracted.  

 From the correlation of retroflexion with retraction follows that retroflexes cannot be 
palatalized, because the gestures of retroflexion and palatalization are articulatory 
incompatible. It has been shown that there are alternative explanations for supposedly 
palatalized retroflexes in languages such as Toda and Kashmiri, but further research has to be 
conducted on these segments in order to support or disprove the hypothesis of successive 
retroflexion and palatalization gestures. 
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1 Introduction   

1.1 Two ways of explaining phonology by phonetic facts 

Being scholars who have been experimentally investigating language phenomena within the 
discipline of linguistics, it is heartening to see phonological theory over the past 50 years 
incorporating more and more physical attributes of the speech communication process into the 
explanation of phonological phenomena.  As, we hope, interest continues in seeing what 
aspects of phonetic behavior can account for what aspects of phonological systems, it will 
soon become apparent that there are a wide variety of ways this can be done.  In particular, 
there are two very different types of approaches which are often not clearly distinguished in 
discussions of phonetic explanation.   

 The first type explains parts of previous phonological analyses as being due to some 
specified phonetic strategy.  Often, attributes previously accounted for in a phonological 
grammar may be accounted for by a specified set of production strategies that speakers use to 
accomplish a more sparsely specified phonological structure.  A good example of this is in 
Pierrehumbert & Beckman's (1988, also Beckman & Pierrehumbert, 1986) model of Japanese 
tonal structure.  Most phonological descriptions of Japanese tone structure previous to their 
work posited tonal specifications on each mora, along with context sensitive rules to account 
for, among other things, the apparent lack of an initial low tone in words with an initial 
accent.  In Pierrehumbert & Beckman's model, the phonological specification of tone is more 
sparse and regular, the apparent loss or adjustment of tones in various contexts is due to the 
phonetic spell out of these tones.  A conventionalized phonetic execution of a slimmed down 
phonological structure accounts for much of what one observes.  This sort of approach does 
not require an emphasis on production.  Kingston & Diehl (1994) employ a similar general 
strategy, though in their model the production strategies are heavily driven by the expected 
needs of the perceiver.  What these models have in common with one another is 1) the on-line 
phonetic skills of the speaker explain phonological phenomena, and 2) the phonetics is either 
smart (as in Pierrehumbert & Beckman), or very smart (as in Kingston & Diehl).   

The second type of approach, while perhaps not employed as commonly in current 
research, also has a very long track record.  In this approach, a phonological phenomenon is 
due to very low-amplitude phonetic pressures constantly acting on the communication process 
over an extended period of time.  Here, phonetic facts take a long time to create a 
phonological phenomenon.  What makes this approach different from that outlined above is 
that the phonetic skills in individuals may be essentially irrelevant.  It is historical dynamics 
which does the work of putting phonetic facts into the phonological grammar.  Two excellent 
examples of this sort of model are Quantal Theory (Stevens, 1989) and 'Adaptive Dispersion 
Theory' (Liljencrants & Lindblom, 1971; Lindblom, 1986, Lindblom & Maddieson, 1988; 
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Lindblom & Diehl, 2001).  Both of these models attempt to explain typological phonological 
facts in terms of phonetic facts, non-linearity in the 'links of the speech chain', and the shape 
of the articulatory space modulated by the auditory system, respectively.  Note that, while 
attempts have been made to determine how such phonetic facts impact the phonetic skills of 
individuals (such as Perkell & Nelson, 1985, Perkell & Cohen, 1989; and Beckman et al., 
1995, for Quantal Theory), such models do not need the individual phonetic skills to be 
demonstrably constrained by the phonetic factor which is doing the work.  Also note that, 
while both models are formulated to explain typological facts, they are both amenable to 
explaining particular phonological facts of particular languages, as is demonstrated by de Jong 
& Obeng (2000).    

 Distinguishing between these two types of models is particularly important, then, 
since the predictions made by any particular model with respect to how any given individual 
will behave in an experimental setting depends on which view of the phonetic incorporation it 
embodies.  Also, we cannot properly say we have understood a phonological phenomenon 
unless we can actually link the part of the phonology we are attempting to explain to the 
phonetic factor.  Hence, with the second type of model, it is also necessary to understand how 
the phonetic factors actually give rise to the historical dynamics which produce the 
phonological phenomenon.   
 

1.2 Syllable level voicing allophony 

The current paper explores these two sorts of phonetic explanations of the relationship 
between syllabic position and the voicing contrast in American English.  It has long been 
observed that the contrast between, for example, /p/ and /b/ is expressed differently, 
depending on the position of the stop with respect to the vowel.  Preceding a vowel within a 
syllable, the contrast is largely one of aspiration.  /p/ is aspirated, while /b/ is voiceless, or in 
some dialects voiced or even an implosive.  Following a vowel within a syllable, both /p/ and 
/b/ both tend to lack voicing in the closure and the contrast is expressed largely by dynamic 
differences in the transition between the previous vowel and the stop.  Here, vowel and 
closure duration are negatively correlated such that the /p/ has a shorter vowel and longer 
closure duration.  This difference is often enhanced by the addition of glottalization to /p/.  In 
addition to these differences, there are additional differences connected to higher-level 
organization involving stress and feet edges.  To make the current discussion more tractable, 
we will restrict ourselves to the two conditions (CV and VC) laid out above.   

The most straightforward traditional phonological approach to these facts would be 
simply to specify a context sensitive rule which either changes the identity of the two stops to 
something more closely approximating what appears phonetically, or to have language 
specific realization rules affecting rendering of some underlying feature, say [voice].   

However, there are two facts which point out the shortcomings of this approach.  1) 
the type of allophonic variation we get in American English is also attested in a number of 
different languages, as pointed out by Keating, Linker & Huffman (1983).  The pattern seems 
to be more general than would be predicted by an array of language-specific rules.  2) the 
allophonic difference between stops of the same type in different location seems to reflect a 
more general property of consonants in those syllabic positions.  As is shown in, e.g., Turk 
(1993); de Jong (1998, in press), and others, consonants in prevocalic position tend to be more 
extreme in articulation and more temporally compact than consonants in post-vocalic 
position.  Hence, expressing the voicing contrast in VC position in terms of vowel dynamics 
rather than in terms of contrasts linked to the consonant closure seems to 'make sense'.  A 
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general property of consonants in that location is encoded in the allophonic variants of the 
stops.     

Jakobson, Fant, & Halle (1952) have a brief discussion of the relationship between the 
voicing allophony and syllabic position which captures this non-independence.  In their 
discussion of Danish, they state that /t/ is 'strong' and /d/ is 'weak'.  Here, other features, such 
as aspiration and voicing are redundantly specified to enhance the main contrast.  Syllable 
positions also are 'strong' or 'weak'. "Two positions are discernible in the Danish word - strong 
and weak.  In monosyllabic words the strong position for a consonant is at the beginning of 
the syllable and the weak position, at its end." (p. 5)  Hence onsets and /t/ have an affinity, 
while codas and /d/ also have an affinity.  Allophonic interaction between the two then is 
simply expressed as an additive relationship between the two factors, as illustrated in      
Figure 1.   

 
   Phoneme  Position 
 
     Strong  Weak 
 
   Strong /t/ 
 
           t 
            d 
   Weak /d/ 
          d 
             
           ��
 
 
 

Figure 1.  A schematic of the interaction between syllable position and the stop voicing 
contrast.  (After Jakobson et al., 1952, Figure 1.) 

Critical for this explanation is the existence of syllabic locations as having physical 
properties, here 'strong' and 'weak'.  Thus, this sort of explanation runs counter to a trend in 
phonological theory toward explaining syllable-level effects as being due to some aspect of 
segmental sequencing, and not due to syllable level prosody at all.    One such model is that of 
Kawasaki (1982) and Ohala (1990), who propose that syllable-level sequencing constraints 
are the result a long-term pressure toward acoustic modulation between successive segments.  
Similarly Mattingly (1984) notes that collation of segments at the level of the syllable tends to 
maximize the use of the frequency range used for speech transmission.  Hence, any pressure 
toward long-term optimization of the transmission will tend to produce syllable level 
sequencing constraints.  More recently, others, such as Wright (1996), Silverman (1996), and 
Steriade (1999), have articulated models in which specific syllable-level effects are due to the 
demands preserving specific segmental contrasts.  In each of these models, the syllable is 
essentially an epiphenomena, and the syllable level phenomena are to be explained in terms of 
segmental contrast and sequencing.   

 Along these lines, Silverman (1998) presents a brief analysis of the voicing allophony 
in American English.  The nature of this analysis as indicating a purely historical analysis in 
which syllable-level organization plays no part is spelled out in a more recent development of 
this work (Silverman, ms).  In this analysis, he adopts Jakobson et al.'s (1952) description of 
the contrast between /b/ and /p/ as one of strength; /b/ is lenis, and /p/ is fortis.  The syllable-
conditioned allophony is generated by mechanisms specific to pre-vocalic and post-vocalic 
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sequencing.  In the CV situation, there is a historic tendency to shifting the lenis consonants 
toward voicelessness, and a subsequent subtle perceptually-driven bias applied to the 
distribution of fortis consonants which tends to separate them from the now voiceless lenis 
stops.  The VC situation is somewhat different in that the response to a historic tendency to 
push both the fortis and lenis consonants toward voicelessness is a switch to a perceptually 
more salient dimension involving the dynamics of the stop closing movement.  Fortis 
consonants involve relatively fast closing movements and lenis consonants involve relatively 
slow closing movements.  This contrast is subsequently enhanced by the addition of glottal 
stoppage in the fortis case, further shortening the acoustic transition.   

 In this analysis, Silverman repeatedly makes the point that allophonic variation is not 
generated by speakers optimizing their production system, but rather is due to low-level, 
perhaps undetectable biases in the transmission of speech patterns from one generation to 
another.  Here, speakers simply copy the distributions of phones from previous generations.  
Syllable structuring is irrelevant for the allophony.   Perceptual selectivity tends to produce 
certain types of effects which are sensitive to the temporal sequencing of sounds, and so can 
post-hoc be abstracted into syllabic units.  However, one does not need syllable-level parsing 
to explain syllable-level allophony.   

 

2 The current study 

2.1 Rationale for the experimental approach 

The current paper examines the degree to which synchronic aspects of the speech 
communication system can be implicated in the appearance of syllable-level voicing 
allophony in American English.  Simply put, if the phonological facts of syllable-level 
allophony are to be explained by phonetic facts, are such facts detectable in the production 
and perception system of individual speakers and hearers?  Or do phonetic facts create 
allophony only through long-term historical dynamics which are not robustly detectable in 
experiments on individual speakers?   

The current project probes the relationship between voicing1 and syllable position by 
systematically controlling rate in a repetitive speech production task.   This variable and this 
task were chosen due to an observation by Stetson (1951, and documented by Tuller and 
Kelso, 1991) that syllabic parsing is sensitive to rate of repetition.  Stetson noted that fast 
rates induce perceptual resyllabification of codas (such as the /b/ in 'eeb') into onsets (as in 
'bee').  Hence, this task allows us to investigate how consonants get parsed into syllables.  By 
including consonant voicing differences, we can investigate the relationship between syllabic 
parsing and the voicing category of the consonant being parsed.   

 Thus, our inquiry into the occurrence of syllable-level allophony is indirect in two 
ways, in terms of technique, and in terms of specific questions posed of the data.  First, in 
terms of technique, the project includes both a production component and a perception 
component.  Speakers produce various forms with variation controlled explicitly in a 
production experiment.  Their productions, then, are evaluated not in terms of their physical 

                                                 
1 Throughout the description of the current data set, we will  use the term 'voicing' to indicate the contrast 
between /p/ and /b/.  This is purely a convenience and is not meant to indicate that the contrast is actually 
expressed or perceived on the basis of the occurrence of voicing in the stop closures.  We will use the terms 
'fortis' and 'lenis' when discussing interpretations of the data which implicate a model such as Jakobson, et al.'s or 
Silverman's.   
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make-up, but rather in terms of the category structure of perceivers.  By evaluating 
productions in terms of perceptions, this study allows us to examine the degree to which the 
production and the perception system match one another, and also allows us to examine how 
the control variables in the production experiment affect the relationship between production 
and perception.   

 Second, in terms of questions posed of the data, we will pursue the question of how 
allophonic differences in stops and syllabic parsing affect one another.  One type of 
hypothesis would be that they do not affect one another at all, speaker productions simply 
match perceptions.  This would be the case if there is essentially no on-line relationship 
between allophony and syllabic location; speakers just produce items which correspond to the 
categories listeners have.  However, another possibility is that there is a systematic 
misalignment between the productions and perceptions due to some production factor 
associated either with syllabic position or voicing which tends to create mismatch between 
production and perception.  These mismatches would tend to push the phonological categories 
in particular directions over the long run.   

2.2 Methods 

Stimuli for the perception experiment were obtained by means of a production experiment 
involving four native speakers of some variety of mid-western American English.  There were 
two female and two male speakers, all in their 30's, one of which is the primary author.  
Speakers were given one of four visual stimuli, 'eep', 'pea', 'eeb', or 'bee', and then asked to 
produce the form one time for each click of a metronome.  A metronome was used to control 
the rate of repetition in order to insure a wide range of rates which are comparable across the 
four speakers.  The stimuli used in the perception experiment were extracted from a condition 
in which the metronome started at a slow repetition rate of 450 ms/syllable, and which 
increased in rate by 12.5 ms increments until reaching a fast rate of 200 ms/syllable.  This task 
did not prove difficult for the speakers, who performed it with little practice and with only a 
very small number of dysfluencies.  In addition, previous analyses of the data show that 
speakers were quite good at tracking the rate of the metronome with their speech. Detailed 
analyses of the acoustics of these productions related to syllabification and rate changes are 
reported in de Jong (2001a) and de Jong (2001b), respectively. 

The current paper, however, examines perceptual responses to these productions.  In 
order to get judgements of voicing and syllabification at times throughout the utterances, 
three-syllable pieces were spliced from the original utterances, so that each syllable in the 
utterance was the middle syllable of one of the three-syllable stimuli.  Two different splicing 
techniques were used, one which included consonantal transients and one in which vocalic 
portions formed the edge of the stimuli.  Responses for the two techniques were virtually 
identical, indicating that listeners were very good at abstracting away from the spliced edges 
of the stimuli.  (These results are reported in more detail in de Jong et al., 2001).   Results 
presented below are for tokens with consonant transients included.  Only the last 23 syllables 
were included, thereby eliminating the first syllables which tended to vary while the subjects 
entrained to the metronome.  Thus, there were 21 stimuli for each utterance, one utterance for 
each speaker by word form were included for a total of 4 speakers X 4 word forms X 21 
stimuli = 336 stimuli.   

 These stimuli were then presented to 23 native listeners of American English by 
means of a Matlab protocol on PC workstations.  Listeners were presented with a stimulus, 
told that the sounds were spliced out of a longer utterance in which a speaker was repeating a 
syllable, and asked to identify the repeated syllable.  They were given the same four choices 
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as the speakers were presented with originally, 'eep', 'pea', 'eeb', and 'bee'.2 The task was self-
paced, and the listeners could repeat each stimulus as many times as they wished before 
making a judgement.   
 

2.3 Predictions concerning perceptual identification 

With respect to the syllabification of the stimuli, we expected, based on informal evaluation, 
that listeners would perceive fast rate VC's as being CV's, just as Tuller & Kelso had found.  
However, the point of the current analysis is if and to what degree the voicing of the 
consonant affects this pattern of syllabic judgement.  Analyses such as Jakobson et al.'s seem 
to predict that this perception of VC's as CV's should be encouraged by the consonant being a 
fortis /p/.  Hence, 'eep' should be more likely to be identified as a CV than 'eeb'.  If this effect 
is strong enough, it might also even induce a misperception in the opposite direction, such 
that a lenis /b/ in onset position might tend to be misidentified as a VC form.  In contrast to 
this, an explanation of allophony such as Silverman's would predict no necessary effect of 
voicing on syllabification, since allophony is only indirectly related to syllabic parsing.   

With respect to voicing judgements, the same sorts of predictions can be made 
concerning the syllabic location of the consonants.  Again, analyses such as Jakobson et al.'s 
seem to predict that CV's would tend to be identified as fortis /p/, while VC's would tend to be 
identified as lenis /b/.  A purely historical account, especially one in which listener's 
perceptions are based on an internal model of the distribution of productions would seem to 
predict no relationship between syllabification and voicing.  However, a complication here is 
that historical accounts such as Silverman's rely on various phonetic effects of markedness to 
drive the changes which lead to allophonic variation.  Specifically, lenis /b/ occupies the 
unmarked voiceless position, while fortis /p/ was driven away from the unmarked position by 
means of perceptual selectivity.  This asymmetry would suggest that fortis /p/'s would tend to 
appear in the unmarked position, especially when the effects of the production factor (here, 
speech rate) are strong.  Hence, one might find CV's would tend to be identified as lenis /b/, 
the category which occupies the unmarked position.  It is unclear whether such an argument 
can be made for VC's since the markedness of the dynamics of the voicing effect in the vowel 
is unknown.   
 

3 Results 

3.1 Voicing effects on syllabic parsing 

Rate effects on the perception of syllabic affiliation are presented in Figure 2.  Here, the 
horizontal axis plots the position of the stimulus in the original utterances, and hence is an 
index of speech rate.  Stimuli with low numbers appeared closer to the beginning of the 
utterance, and hence had slower rates than did ones later in the utterance appearing to the left 
in the figure.  The vertical axis plots the proportion of CV identifications by all listeners 
combined.   

 

                                                 
2 The listeners were also asked to give an indication as to how confident they were in their assessment by 
clicking on a scroll-bar, but these results are not considered in the current paper.  More on this is presented in 
Nagao, et al. (2001).   
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Figure 2.  Proportion of CV responses as a function of position in utterance which acts as an 
index of rate.  Functions given here indicate responses for the four different produced 
syllables.   

The general pattern of results for VC productions (circles in Figure 2) is what is expected 
from Stetson's and Tuller & Kelso's observations.  VC productions are consistently identified 
as VC forms when repeated at slow rates, as is evident in the functions lying very close to 
zero.  As rate increases, however, one sees a sharp increase in CV identification, trailing off at 
a level of approximately 75% at the fastest rates.  There is an additional aspect of the current 
results which is not mentioned in previous works, which is a complementary shift which 
happens with CV productions (squares in Figure 2).  At slow rates, CV productions are 
identified as such, the functions lying very close to 100%.  As rate increases, there is a smaller 
downward shift which occurs at roughly the same location in the utterance, again to a level of 
approximately 75%.  Analyses of this effect are currently under way; preliminary results 
suggesting that part of this effect is due to a generally greater degree of difficulty in 
identifying fast rate tokens.  However other aspects of the analyses suggest that this effect is 
due to genuine ambiguity of the tokens with respect to whether the consonants belong with 
the previous or following vowel.   

 What is particularly of interest in the current discussion, however, is the difference 
between the voiced and voiceless forms (filled and hollow symbols, respectively).  There is 
essentially no difference between the two sets of functions.  Both sets show the same shifting 
pattern at the same locations in the utterances and to the same degree.  There are subtle 
differences in the two functions, especially in the middle portions of the utterances; however, 
these differences do not seem to reflect a consistent bias in one direction or another.  Some 
voiceless forms show more CV identifications, while others show less.  In addition, an 
increment in proportion of CV responses for VC productions tends to get counteracted by a 
greater decrement for CV productions.  The overall result of all this is that there is no 
discernable pattern of voicing effect on perceived syllabification.   

 To quantify these observations, we conducted a series of regression analyses, linking 
production types and rate variation to acoustic attributes and then to identification responses.  
Table 1 summarizes the relationship between the production control variables, voicing, 
syllabification, and rate, and perceived identification.  As expected, most of the perceived 
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syllabification in the corpus corresponds to the stimulus given to the speaker, while a smaller 
but still substantial proportion of perceived syllabification is predicted by rate increases.  The 
proportion accounted for by consonant voicing is remarkably small, less than one tenth of a 
percent of the variability in perceived syllabification.   

Table 1.  Summary of regression of proportion CV responses against production control 
variables. 
 

 R2 p 
Syllabification (Intended) .633 <.001 

Rate .061 <.0001 
Voicing .001 .503 

 

As predicted by a model such as Silverman's, syllabic parsing is not affected by the voicing of 
the consonant being parsed.  Thus, while the location of the consonant with respect to a vowel 
may be historically responsible for a shift in the phonetic nature of the consonant, these 
differences in the phonetic nature of the consonant are not used to parse the location of the 
consonant with respect to the vowel.    

3.2 Syllabification effects on voicing identification 

Figure 3 is similar to Figure 2, except that the vertical dimension here is proportion of 
voiceless responses rather than proportion of CV responses.  Also, only CV productions are 
plotted.  The general pattern with respect to rate is quite similar to that presented in Figure 2; 
voicing identification neatly matches the stimulus presented to the speakers at slow rates, but 
stops matching at faster rates.  Specifically, there is a fairly large effect of produced voiced 
syllables ('bee' productions) being identified as voiceless ('pea').  Hence, there is a clear effect 
of rate inducing a shift in the productions which crosses the category boundary between /p/ 
and /b/.   

 

Figure 3.  Proportion of voiceless (/p/) responses as a function of position in utterance which 
acts as an index of rate.  Functions given here indicate responses for onsets only.   
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Figure 4 is the same as Figure 3, except that it plots VC productions rather than CV 
productions.  Here we also see a mismatch between production and perception, however, in 
the opposite direction.  Here, voiced productions are consistently identified as voiced, while 
voiceless productions tend to be misperceived as voiced.  A rate effect is evident here as well, 
however it is more subtle, and tends to be continuous across all of the rates.    

 

 

Figure 4.  Proportion of voiceless (/p/) responses as a function of position in utterance which 
acts as an index of rate.  Functions given here indicate responses for codas only.   

Thus, it appears that some of the expectations based on Jakobson et al.'s analysis are born out 
in the current data.  Onsets tend to be identified as voiceless, while codas tend to be identified 
as voiced.  To illustrate this point, Figure 5 compares the schematic from Figure 1 to average 
data from the current experiment.  Here, averages are calculated for the four stimuli presented 
to the speakers.  Averages are in terms of proportion of times in which an item is identified as 
voiceless.  As can be seen, the relationship apparent in the data to the right in Figure 5 is 
essentially that schematized to the left in Figure 5.  What is interesting is that the vertical axis 
of the schema is labeled as 'strength', while the vertical axis in the data figure is proportion of 
/p/ responses.  Thus, here, 'strength' is indexed in the likelihood that a perceiver will label a 
consonant as being a /p/.  Hence, /p/'s in onsets are better /p/'s than ones in codas, and /b/'s in 
codas are better /b/'s than ones in onsets.  Or, to restate Jakobson et al.'s analysis, being in an 
onset and being produced as a /p/ correlate, and being in a coda and being produced as a /b/ 
also correlate in the opposite direction.   
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Figure 5.  Average proportion of identifications as voiceless for each stimulus presented to 
the speakers.  The schema from Figure 1 is repeated here for comparison.   

 

4 Discussion and conclusions 

At first glance, it appears that the current study has produced inconsistent results with respect 
to the general models being tested here.  Stating these results with respect to our extension of 
Jakobson et al.'s analysis of Danish makes the point quite well.  We predicted on the basis of 
this analysis that /p/'s make better onsets and /b/'s make better codas, and hence should tend to 
bias the identification of syllabic structure accordingly.  This proved to be wrong; no bias is 
evident in the current data.  We also predicted that onsets should make for better /p/'s and 
codas should make for better /b/'s.  This prediction was born out.  Hence, there is an 
interaction between location of the consonant and its identification, while there is no 
interaction between the identity of the consonant and its perceived location.   

What these results suggest is a fundamental difference between the two identification 
tasks with respect to the production task.  The syllabification task is a parsing judgement 
concerning the grouping of the material in the speech signal.  It is heavily affected by rate 
scaling, a task which, according to detailed analyses of the current corpus in de Jong (2001a, 
and 2001b) has a disproportionate effect on the portion of the signal at the edge of each 
syllabic constituent.  The identity of the consonant does not heavily affect the acoustics of 
these edges; both voiced and voiceless consonants have roughly the same global temporal 
structure.  The voicing identification task, however, is a paradigmatic categorization task 
which relies on a wide range of much more subtle information.  The difference in the 
robustness of the information on which these judgements rely has been implicated in a study 
which is parallel to the current one involving non-native listeners (Lim, de Jong, & Nagao, in 
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press; Nagao, de Jong, & Lim, 2001).  Non-native listeners were speakers of Korean and 
Japanese, two languages which are notably different from English in both the voicing 
categories and in syllabic inventory.  While the non-native listeners show a number of 
differences from native listeners in voicing categorization, they are remarkably similar to 
natives in their performance on syllabification judgement.  What this suggests is that the 
parsing task is easier than the categorization task.   

Hence, to reevaluate the conclusion reached above that the lack of an effect of voicing 
on syllabification supports a purely historical model of allophony, it is apparently the case 
that syllable level allophony is not there to help with syllabic parsing.  This is consistent with 
a historical model of the allophony.  However, it is also not the case that syllable level 
allophony is not synchronically connected to syllabic organization. Being produced in a 
certain syllabic position does, apparently, affect the production of voicing cues in the signal. 
Being produced as an onset tends to make a stop fortis, while being produced as a coda tends 
to make a stop 'lenis'.  The direction of these effects is what would be expected of the pressure 
which would have driven the allophonic variation observed in the current system.   That is, it 
is in the direction suggested by Jakobson et al's analysis.  In addition, increasing rates tends to 
make this effect larger, suggesting that there is some sort of production factor underlying the 
effect.   

In conclusion, diachronic modelling of the segmental phonetic pressures has some 
merit for explaining syllable-level allophony.  However, the current study suggests that the 
pressures are not just apparent in a subtle generation-to-generation shift, detectable only 
through sampling entire production distributions.  They are actually detectable in an 
experimental study which examines the relationship between production and perception under 
systematically varied conditions.  In the current study, the production task employed here 
induces the appropriate changes, when evaluated with respect to the listeners' perceptual 
systems.  That is to say, examining the relationship between production and perception in a 
communicative system, under conditions of controlled variation, gives a an indication of the 
sort of disequalibria which would over the long term tend to push phonological systems in 
particular directions.  What this points out is that even long-term historical models are subject 
to experimental investigation, and that, within such models, the phonetics of individuals 
contain the structure which are found in phonological conventions.   
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Abstract 
Consonants exhibit more variation in their phonetic realization than is typically 
acknowledged, but that variation is linguistically constrained. Acoustic analysis of both read 
and spontaneous speech reveals that consonants are not necessarily realized with the manner 
of articulation they would have in careful citation form. Although the variation is wider than 
one would imagine, it is limited by the phoneme inventory. The phoneme inventory of the 
language restricts the range of variation to protect the system of phonemic contrast. That is, 
consonants may stray phonetically into unfilled areas of the language's sound space. Listeners 
are seldom consciously aware of the consonant variation, and perceive the consonants 
phonemically as in their citation forms. A better understanding of surface phonetic consonant 
variation can help make predictions in theoretical domains and advances in applied domains. 

 

1 Consonant variation 

The consonant variation of interest here goes beyond well-recognized allophonic variation. 
This variation is not necessarily conditioned by position in word, position in syllable or by 
segmental context as allophonic variation is, but rather by other factors. In several areas, work 
has been done on variation that can be considered suballophonic, as opposed to strictly 
allophonic. Consonants have been found to respond phonetically to a range of conditioning 
environments, with: hyperarticulation under stress (De Jong 1995), reinforcement in 
prominent prosodic positions (Fougeron 1998, Fougeron & Keating 1997), reduction in 
colloquial speech (e.g., Brown 1990, Kohler 1990), and reduction in highly predictable words 
(Jurafsky et al. 1998). Even if these kinds of phonetic differences are noticed, they are seldom 
considered part of a language's phonology proper. Many factors, above and beyond those just 
mentioned, impinge upon a consonant's realization. This paper presents data that illustrate the 
role of the language's phoneme inventory in constraining some of that variation. 

 

1.1 Instrumental work 

Because so much consonant variation escapes the ear, instrumental work is essential to 
gathering accurate data. Lavoie (2001) located much more variation in consonants than was 
expected based on the available literature. Lexical knowledge and categorical perception both 
make it difficult to hear all of the variation that is present in consonants. Barry (1996, p. 115) 
explains the need to examine spectrograms, in addition to listening and transcribing the 
speech. 

 […], the visual scrutiny of graphically presented instrumental analyses, 
particularly the use of good spectrograms as an accompaniment to careful 
auditory examination can serve to augment (and correct) the auditory analysis 
of even the most expert transcriber. 
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One case where spectrograms are nearly essential is the case of unreleased stops. With a 
spectrogram, the presence or absence of a release burst is easily verified. Bursts are not 
always detectable when listening to continuous speech. Missing the burstless stops is likely 
due to the ways in which linguists are trained to identify phonetic segments and assign them 
symbols, which focuses on elements which are phonemic in some language. Since burstless 
stops are never phonemic in any language, there are no unitary symbols for them and linguists 
have less training in discerning them from other segments. Hearing unreleased stops in 
continuous speech, perhaps intervocalically, is quite hard. Other kinds of variation, especially 
variation in consonant manner, is also quite hard to hear. The next section consists of a more 
detailed discussion of /k/ to set the stage for examining its variation in spontaneous American 
English speech.  

 

1.2 American English /k/  

American English /k/ displays more variation than is typically reported. As a velar stop, /k/ 
should be articulated with a full closure, formed by raising the tongue dorsum to the velum 
(soft palate). The midsagittal section of the vocal tract below in (1) illustrates the position of 
the articulators for a canonical stop /k/ and the spectrogram in (2) illustrates the pattern 
resulting from articulation of a canonical /k/. The /k/ consists of a silent closure, release burst 
and brief period of aspiration. 

 
(1) Midsagittal section of /k/ articulation (Language Files 1999) 

 
 

 (2) Spectrogram of canonical /k/ in the word jackass 

                    closure �  � release burst  

 
� �� �� �� �� �� ��

 
Although /k/ is supposed to be a complete stop, it is frequently realized with other manners of 
articulation, especially in spontaneous speech. This is variation above and beyond the 
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commonly-noted /k/ variation of aspiration or fronting. According to Ohala (1996:206): "The 
more we look at connected speech in detail, the larger the 'zoo' of strange and exotic phonetic 
animals becomes." Ohala is certainly correct in that some of the most interesting, and perhaps 
even shocking, realizations of /k/ are found in spontaneous speech, where /k/ is not 
necessarily a complete stop. The two main ways in which /k/ could be less than a stop is for it 
to lose its closure and to lose its burst. An especially broad range of realizations of /k/ comes 
from MIT's American English Map Task recordings.  

 

1.3 MIT American English Map Task 

The MIT Map Task recordings, based on the Human Communication Resource Centre 
(HCRC), or Edinburgh, Map Task (e.g. Anderson et al. 1993) were organized by Olga 
Goubanova, when she was a visitor at MIT in the Speech Communication Group of the 
Research Laboratory of Electronics in 1999. She recruited eight close female friends in their 
late teens and early twenties to participate. Seven of the speakers were from the northeastern 
United States and one was from California. The Map Task is done in pairs of speakers, with 
one direction giver and one direction follower. Each member of the pair is given a slightly 
different version of a map of the same fictional place. The direction giver's map has a route 
marked which she must convey to the direction follower, who will reproduce it on her map. 
Several complications make this task quite difficult. The maps do not show precisely the same 
set of landmarks and the landmarks sometimes have slightly different names (e.g. fast-running 
river vs. fast-flowing stream) on each map. The complications are intended to encourage 
dialogue between the speakers, and prevent a simple monologue from the direction giver. In 
the MIT recordings, the participants had no eye contact. The dialogues were recorded onto 
digital tape at a sampling rate of 16 kHz, with both dual channel and single channel versions 
eventually stored. Manipulations of the files were done using Waves+/ESPS signal analysis 
software. In the winter of 2001, I orthographically transcribed the sixteen Map Task 
conversations, which totaled two and a half hours of running speech. 

In the MIT Map Task, /k/ shows a great deal of variation in its realization. Some of 
this range of variation is illustrated in the spectrograms in (3) through (6). In (3), /k/ is an 
incompletely closed stop with some frication noise in it's like three inches; in (4), /k/ is almost 
fully voiced in like diagonally; in (5), /k/ is realized as an approximant, with full voicing and 
just an approximation of closure in like; in (6), /k/ is realized as a voiced non-velar fricative in 
kinda. In (3) through (5), the second and third formants of the preceding vowel come together, 
the velar pinch characteristic of a velar constriction, in the transition to the consonant. In (6), 
the formants show no evidence of a velar place of articulation; rather, the formants interpolate 
almost directly between the surrounding vowels, a pattern more characteristic of a glottal 
fricative. 

 (3)  /k/ as incomplete          (4)  /k/ with         (5)  /k/ as an      (6)  /k/ as voiced  

     stop with frication         voicing    approximant glottal fricative 
 �  � � � 
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The spectrograms of /k/ from the Map Task show that /k/ can be realized with several kinds of 
differences from the canonical stop, either with an incomplete closure, as voiced, as an 
approximant, or as a non-velar fricative. All of these realizations are at odds with the fact that 
the only widely acknowledged allophones of /k/ are the fronted and unreleased versions, but 
have little to do with manner of articulation. While the conditioning environments for the 
precise manners of articulation of /k/ are not yet clear, it is clear is that the variables 
influencing the realizations are quite complex. 

This work on /k/ is not the first to demonstrate variation from citation form. Other 
researchers have shown that consonants vary from their citation forms in numerous ways. 
These include differences in degree of constriction (e.g. Butcher 1996, Crystal & House 1988, 
Engstrand & Lacerda 1996, Helgason 1996), presence or absence of a burst (e.g. Duez 1995), 
aspiration, frication, affrication noise, spectral center of gravity (van Son & Pols 1999), 
amount of formant structure visible, and vocal fold vibration. Although consonants can be 
produced with other than their canonical forms, they are not necessarily perceived any 
differently. Whalen, Best & Irwin (1997) found that allophones of /p/ are stored as members 
of a single underlying category. Even in realizations that are not consistent with the citation 
forms, enough cues must remain to allow speakers access to the underlying segment.  

 

1.4 Acoustic study of variation in English and Spanish  

To study the variation in consonants from a controlled corpus, an acoustic study of variation 
in 20 American English and 17 Mexican Spanish consonants (Lavoie 2001) was carried out. 
This study reveals the extent of consonant variation even in relatively careful read laboratory 
speech. Consonants were all intervocalic in disyllabic words. The position in word (initial or 
medial) and the lexical stress (either onset to the syllable with primary lexical stress or not) 
were manipulated. Examples of words studied for /k/ in English and Spanish appear below, 
with the syllable bearing primary lexical stress underlined: 

 
(7) Words for English /k/  Words for Spanish /k/ 
 Stressed Unstressed  Stressed Unstressed 
Initial Cocoa Cocaine  Coco 

coconut 
coCól 
bread roll 

Medial maCaque jaCKass  taCón 
heel of shoe 

taCo 
heel, cue 

 
Five native English speakers and four native Spanish speakers read four repetitions at a time 
of the words embedded in a carrier phrase. With regard to reduction, the recording paradigm 
contains aspects that favor reduction and aspects that do not. The most important factor 
working against reduction is the fact that speakers read the words into a microphone in a 
soundproof recording booth in the Cornell Phonetics Laboratory. Factors favoring reduction 
are the fact that most of the speakers were friends of the experimenter, bringing a degree of 
ease to the recording task. Speakers were also quite relaxed and comfortable with the task 
because they had read the lists of words in carrier phrases several times already and the words 
were highly predictable, another conditioning factor for reduction (see, e.g. Bell et al. 1999). 

The recordings were made on analog cassette and digitized onto Sun SparcStations for 
analysis with Waves+/ESPS software. Six repetitions of each word per speaker were 
analyzed. In this data, many consonants vary from their citation manner of articulation and 
degree of constriction. The variation is not categorical variation, but rather continuous or 
stochastic variation as Pierrehumbert (1994) describes. In fact, even the flapping of American 
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English /t/ was not categorical in the data, as /t/ in the flapping environment, here medial and 
unstressed, was not consistently a flap. 

 

1.5 Results 

Some consonants in the data were very stable in the sense of being true to their manner of 
articulation in citation form. These were the voiceless sibilants in both English and Spanish, 
and the voiceless stops in Spanish. For other segments, though, over 10% of the tokens were 
realized with an unexpected manner of articulation. The manner is unexpected in the sense 
that it is not the citation or underlying manner of articulation. These segments are English 
/�������������	��
���������/ and Spanish /
����������������������/, summarized and given with 
example words below in (8). Recall that all segments were examined in four different words, 
such as shown in (7), not just the one word listed below. 

(8)  Consonants with more than 10% realized in another manner 

� English  Spanish  
� � example word � example word 
� �� cocaine  
�� chocar 'to strike' 
� �� disease  �� focal 'focal' 
� �� gazelle  �� joyón 'large jewel' 
� ��� July  �� miro 'I look' 
� 	� Thoreau  �� borrar 'to cross out' 
� 
� vignette  �� dolar 'to chop' 
� �� therein  �� gozar 'to enjoy' 
� �� Zaire  �� llorón 'mourner' 
� �� Beijing  �   
 
One might well ask, then, if so many segments are not realized in their appropriate citation 
form, what kind of variation do they exhibit?  

Stops in the data are not always complete. They may be "stopless," that is, lack 
complete seals (e.g., Crystal & House 1988, Shockey & Gibbon 1993) or they may lack 
release bursts. Note that although numerous English voiceless stops were not complete stops 
and exhibited noise when there should have been silent closure, they are not true fricatives. 
Shockey & Gibbon (1993) show that the oral airflow in incompletely closed stops is much 
less than the airflow for a true fricative. English voiced stops were often realized as 
approximants, lacking noise but appearing more like glides. The following spectrograms 
illustrate some of the variation in stops.  

 (9) English /k/ with incomplete seals                 (10) English /g/ without release burst 
       and frication noise (first /k/ especially) 
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Phonemic fricatives are not always true noisy fricatives; they do not always have concentrated 
noise in the frequency range expected based on the place of articulation. Since the fricative 
manner falls between complete closure and approximation of closure, fricatives have two 
obvious directions in which to vary: they could become more closed or more open. English 
voiceless fricatives /���	/ were sometimes produced with greater closure, as stops. Some 
English and Spanish fricatives were produced with less closure, as approximants or glides 
rather than noisy fricatives. In English, the non-sibilant voiced fricatives /
���/ show the most 
variation in their manner of realization by varying in either direction, such that there were 
realizations as stops, true fricatives, approximants, or glides. Some of the variation in manner 
of articulation clusters in particular prosodic positions. 

1.6 Patterning in terms of sonority  

Some of the consonant variation can be explained with the phonological concept of sonority. 
Sonority highlights the tendencies seen in the data, but it is not entirely descriptive of the data, 
especially in the case of /k/ which shows variation regardless of the environment. With many 
segments of both English and Spanish, prosodic position tends to condition differences in 
sonority of the elements realized, in the following way: 

 
·  in unstressed or medial positions: 

consonants may receive more sonorous realizations  
 

·   in stressed or initial positions: 
consonants tend toward less sonorous realizations 

 
Although sonority is a mature concept (e.g. Jespersen 1904), researchers still differ in the 
level of detail to include in a sonority hierarchy. The minimal sonority hierarchy shown below 
comes from Zec (1995). Her hierarchy focuses on the important distinction between 
obstruent, sonorant, and vowel. 

 
 (11) Sonority hierarchy (Zec 1995) 

 
obstruent  least sonorous (least open vocal tract) 
sonorant 
vowel   most sonorous (most open vocal tract) 

 
Using Zec's hierarchy, it is easy to illustrate how fricatives (a type of obstruent) may be 
realized, depending on their prosodic position. If the segment is a fricative in citation form, it 
may receive a less sonorous manifestation when it is word initial or stressed, so it could be a 
stop (least sonorous type of obstruent). If that same segment is word medial or unstressed, it 
may receive a more sonorous realization, so it could be an approximant or a glide (sonorant). 
While these generalizations are useful and descriptive of the results, they do not predict all of 
the possible consonant variation. Because sonority does not entirely explain all of the 
consonant variation, some of the other factors influencing the range of variation must be 
determined. The next section addresses the role of the phoneme inventory in limiting 
variation. 
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2 Role of the phonemic inventory in constraining variation 

No single factor explains all segmental variation, so it is important to examine numerous 
factors (see, e.g. Lavoie (to appear)). A variety of factors have already been shown or 
proposed to influence degree of reduction in words. For this paper, unless otherwise indicated, 
reduction refers roughly to a segment being realized with less oral closure than in its citation 
form. 
 

Factors which influence more reduction in a word include:  

·  optional post-lexical phonology (Byrd 1994) 

·  predictability: words are shorter if they are more predictable (e.g. Bell et al. 1999) 

·  collocations: words in common collocations are more reduced (Jurafsky et al. 1998) 

·  previous use of the word in the discourse: words are shorter on their second utterance in a 
discourse (Fowler and Housum 1987) 

·  sex: male speakers reduce more than female speakers (Byrd 1994) and male speakers in 
TIMIT spoke 6.2% faster than female (Byrd 1994, Jurafsky et al. 1998).  

 
Factors which tend to ensure that words are less reduced, that is, realized very close to their 
citation forms, or perhaps even hyperarticulated, include:  

·  disfluency: words are reduced less around a disfluency (Fox, Tree and Clark 1997, Bell et 
al. 1999) 

·  first use of a word in a discourse: the first instance of a word in a discourse is less reduced 
(Fowler and Housum 1987) 

·  prominence: pitch-accented words are hyperarticulated (de Jong 1995) 

·  adjacency to higher-level prosodic boundaries: segments that are adjacent to prosodic 
boundaries of progressively larger size constituents show greater lengthening, indicating that 
they seldom reduce (e.g., Byrd 2000, Byrd et al. 2000, Byrd & Saltzman 1998).  

 
Some other factors induce differences in reduction, but it is not clear in precisely which 
direction. These include segmental context and prosodic position. Final consonants reduce 
less when the following word is vowel-initial (Bell et al. 1999). Glottal consonants /h, /�/ are 
more vocalic in the vicinity of a pitch accent and more consonantal at phrase boundaries. 
Gestures have greater magnitude when they are in more prosodically prominent words 
(Pierrehumbert & Talkin 1992). 

The next section examines the role of the language's phoneme inventory, or set of 
contrastive segments, in constraining phonetic variation. These arguments are informed by 
earlier work suggesting that the phoneme inventory constrains coarticulation in vowels 
(Manuel 1990) and constrains variation in consonant place of articulation (Jongman, 
Blumstein & Lahiri 1985). I will argue that variation in consonant manner of articulation is 
similarly constrained.  
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2.1 Vowels 

In her work on coarticulation in Bantu languages, Manuel (1990) compared several 
languages, and found that languages with more crowded vowel systems allow less 
anticipatory coarticulation than those with less crowded systems. To illustrate, consider an 
underlying form of /�Ci/, with C being any consonant. In this case, anticipatory coarticulation 
between the vowels means that the low vowel /�/ is produced higher than normal, in 
anticipation of the coming high vowel /i/.  

 
less crowded system � more raising of /�/ in anticipation of following high vowel 
more crowded system � less raising of /�/ in anticipation of following high vowel 
 
These differences in amount of coarticulation are due to the need to keep contrastive phones 
separate. Manuel (1990:1286) states: "Languages will tend to tolerate less coarticulation just 
where extensive coarticulation would lead to confusion of contrastive phones." In (12) is an 
exaggerated diagram of the Ndebele and Sotho vowel spaces, derived from Manuel's results. 
The circles represent hypothetical extents of coarticulation of the vowel /�/. With only five 
contrasting vowels, and just one set of mid vowels, Ndebele tolerates raising of /�/. Although 
the vowel approaches the region of the vowel space occupied by /e, o/, it does not specifically 
enter the space. Sotho, with its lower mid vowels, on the other hand, cannot tolerate the same 
amount of /�/ raising. The same amount of coarticulation in Sotho would land /�/ squarely in 
the space of the lower mid vowels, causing potential loss of contrast. 

 
(12) Ndebele  Sotho 
� �������������������� � ��������������������

� ��������������� � ����������������

� � � ��������������

� ���������� � ������������

 
Manuel (1990:1296) summarizes her results: 
 

[…] the vowel /a/ is more susceptible to anticipatory coarticulation with a 
following transconsonantal vowel in Shona (LC) and Ndebele (LC), which 
have no near phonemic neighbors to /a/, than in Sotho (MC), which does have 
relatively near neighboring and contrasting phonemic vowels. This result is 
consistent with the idea that coarticulation is limited by output constraints on 
phones, and that these output constraints are determined, in part, by the need 
to maintain phonological distinctions in a language. 

 

2.2 Consonant place of articulation  

Jongman, Blumstein & Lahiri (1985) present the case of dental and alveolar stops in 
Malayalam, Dutch and English. They demonstrate that dental and alveolar stops in 
Malayalam can be accurately classified based on stop burst amplitude. They go on to study 
English alveolar and Dutch dental stops, finding these languages have more variation in stop 
place than Malayalam, based on stop burst amplitude. They attribute this fact to the three 
languages' different contrastive uses of the articulatory space for stops, as illustrated below. 
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Contrasting Phonemes  Realization 
· Malayalam  dental and alveolar   distinct dental & alveolar 
· Dutch  dental only    dentals range over alveolars 
· English  alveolar only    alveolars range over dentals 
 
English and Dutch display more variation in stop place categories than Malayalam does 
because English and Dutch do not need to distinguish between the dentals and alveolars. In 
the palate traces below (adapted from Ball & Rahilly 1999:54), possible ranges of closure 
location are represented with dotted ovals for dentals and solid ovals for alveolars. 

 
(13) Malayam (distinct dental and alveolar phonemes) 

 labial /dental/ /alveolar/ palatal velar uvular 
 � � � � � � 

 
 
(14) Dutch (just the dental phoneme) 

 labial /dental/ alveolar palatal velar uvular 
 � � � � � � 

 
 
 (15) English (just the alveolar phoneme) 

 labial dental /alveolar/ palatal velar uvular 
 � � � � � � 

 
 

2.3 Consonant manner of articulation 

Consonant variation has not received much attention with respect to manner. If consonant 
manner behaves as vowels and consonant place do, the inventory of contrastive elements 
should constrain manner variation. The voiceless velars in American English and Mexican 
Spanish provide a perfect test case for this prediction. Examples (16) and (17) below present 
inventories of voiceless stops and fricatives in Spanish and English. As is clear from the 
inventories, English has no contrastive voiceless velar fricative, but Spanish does. 
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(16)  Partial phoneme inventory of Spanish 

 labial alveolar velar 
stop p t k 
fricative f s x 
  

(17)  Partial phoneme inventory of English 

 labial alveolar velar 
stop p t k 
fricative f s  
 
 
A canonical English /k/ was illustrated earlier in (2) and a canonical Spanish /k/ is illustrated 
in (18) below. Like the canonical English /k/, Spanish /k/ has a full closure and a release 
burst. There is no noise leaking through the closure in either of the two instances of /k/ in 
(18). A canonical Spanish /x/, voiceless velar fricative, is illustrated in (19), with 
concentrations of frication noise at approximately 1500 and 4000 Hz.  

 
(18)  Spanish /k/s in coca (19)  Spanish /x/ in dejo 
 closure  release  closure release  frication 
 � � � � � 

 
� �� �� �� �� �� �� �� ��

 

(20) and (21) present examples of English /k/ that differ from the canonical /k/. In (20), /k/ in 
cocaine has frication noise when it should have a silent closure, indicating that the segment is 
not realized as a complete stop. The realization of /k/ in (21) also shows frication noise, 
throughout the entire supposed closure. The /k/ realizations given are representative of the 
data. 
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(20)  English /k/ with frication noise (21)  English /k/ with frication 
in cocaine  in jackass 
 frication closure frication frication 
 �  � � � 

 
� /�� �� �� �� �/� /���� �� �� �� �/ 
� ��� �� �� � �� �]� [�� �� �� �� �� �  
 
The chart below summarizes all of the realizations of Spanish and English /k/ in the data that 
are not canonical stops. In Spanish /k/ is a stop 93% of the time, a fricative 3% of the time and 
an approximant 4% of the time. In English, /k/ is a stop 79% of the time, some kind of 
fricative 13% of the time, and an approximant 8% of the time. 
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These realizations support the hypothesis that, lacking /x/, English /k/ can be realized with 
noise, while maintaining the percept of a stop. And the presence of the Spanish /x/ prevents 
/k/ from infringing on /x/'s phonetic space.  

Before closing the section on manner of articulation of /k/, slightly more discussion of 
the incompletely closed or stopless stop segments is in order. Although I use terms like weak 
fricative, fricative, or fricativized to refer to the stops that show noise leaking through when 
they should be closed, I do not believe they are true fricatives. The noise usually appears less 
robust than that for a true fricative. Ken Stevens (p.c., 2001) maintains that the constrictions 
of true fricatives are optimized to produce sufficiently loud frication, concentrated in the 
appropriate frequency region. Shockey and Gibbon (1993) examined incompletely closed 
stops in a corpus of palatometer and airflow data and found that those segments which were 
not underlyingly fricatives were not realized with as much airflow as those that are truly 
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fricatives. Shockey and Gibbon refer to them as stopless stops. More data are needed to 
compare real fricatives to these reduced variants of /k/. 

3 More predictions about the role of inventory in constraining 
variation 

Having shown the role of the inventory in constraining variation in English and Spanish /k/, I 
turn to other accessible cases which may be used to test the role of the inventory. These cases 
include two more in English, the interdental fricatives, and stop releases, as well as 
predictions for velars in German and French. 

 

3.1 Interdental fricatives 

English interdental fricatives are often realized as stops. A common stereotype of Brooklyn, 
New York speech has the interdental fricatives /	�!�/ realized as stops, so that these guys 
comes out as dese guys. When speaking English, native speakers of languages without 
interdental fricatives often replace the English interdental fricatives with stops, such that 
French speakers produce a thin that sounds more like tin. In its inventory of coronal stops, 
English has only alveolar stops phonemically, but no contrasting dental stops. Since the 
English inventory includes phonemic interdental fricatives but no phonemic dental stops, 
speakers should be free to realize these fricatives as dental stops without risk to the phonemic 
system. Because of the holes in the English dental category, stop or approximant realizations 
of the interdental fricatives should be possible. 

 
(22)  Partial inventory of English dental and alveolar consonants 

 dental alveolar 
stop � 
���������������

fricative 	�������������� ����������������

approximant � ��

 
 

The three examples below all come from the word thorough read in the carrier phrase Please 
say thorough for me. (23) has /	/ as a regular fricative; (24) has an incomplete stop; and (25) 
has a complete dental stop. 

 
(23)  English /	/ in thorough as regular fricative 

 
� 	� "� #� ��
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(24)  English /	/ in thorough with noise and burst 

 
� 	����
$� "� #� ��

 
(25)  English /	/ in thorough as dental stop 

 
� 
$� "� #� ��

 
It is true that the interdental fricative can be realized as a stop. In all three cases, the words 
sound as if they were produced with a voiceless interdental fricative, with the more stop-like 
realizations falling below notice. Because the words and the environment are the same in all 
three cases, either the variation is random or the conditioning factors must be sought 
elsewhere. 

 

3.2 Stop releases on American National Public Radio (NPR) 

Another example in American English where speakers manipulate non-contrastive elements is 
on National Public Radio (NPR). The style of many NPR announcers shows very robust 
releases to utterance-final stops. The releases are so robust that the stops seem to be affricated. 
Based on the hypothesis presented to this point, affricated stops would be fine because, except 
for the palatoalveolar affricates, there are no contrastive affricated stops. Mark Tiede (p.c., 
2001) suggests that it is precisely in the non-contrastive areas that language tends to "bulge 
out" and speakers show some creativity. 

3.3 Predictions for German and French velars 

German and French are other possible languages to look at with respect to this hypothesis. 
The appropriate sections of the phoneme inventories for German and French are given below: 

 
(26) German     (27) French 

 velar   velar 
stop k  stop k 
fricative x  fricative  
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Since German has both a phonemic velar stop and a phonemic velar fricative, the German /k/ 
should always be realized as a stop to avoid overlap with the fricative phoneme. Most 
varieties of French, on the other hand, have no phonemic velar fricative and so /k/ could vary 
from a stop. While a prediction based simply on the inventory of French velars is easy, it is 
also important to remember that French stops typically have very clear release bursts. To 
achieve such a salient release, the speaker must make a complete closure, so there is an 
additional factor requiring the French /k/ to be realized as a full stop. In all cases, it is 
important to consider the language-specific articulatory tendencies and their possible impact 
on variation. 

This paper has illustrated the wider range of variation that is seen in consonants and 
shown that the language's phoneme inventory plays a role in constraining that variation. This 
variation has a number of possible applications.  

 

4 Applications and theoretical implications of consonant variation 

The results of studies of consonant variation can be useful in many areas of applied and 
theoretical linguistics. In linguistics applied to speech technology, a model of variation could 
yield improved automatic speech recognition and more natural speech synthesis. In second 
language acquisition, a better understanding of variation may help learners understand 
colloquial speech, as well as improve their accents and sound more native. In studies of 
speech style or rate, consonant variation may be able to serve as a quantitative diagnostic of 
the style or rate, which would be helpful in some areas of sociolinguistics. 

Consonant behavior has good potential as a diagnostic of speech style. Up to now, 
there have been attempts to develop vowel-based diagnostics of style, focusing on vowel 
reduction and centralization as hallmarks of an informal style. Vowel-based diagnostics are 
very time-consuming because of the need to calculate formant frequency baselines for each 
vowel and subject before calculating differences from those baselines. A consonant-based 
diagnostic would not require the setting of baselines; rather, the citation form of the consonant 
could be taken as the baseline and differences from that form could be calculated directly and 
quickly. 

Consonants are important not only for applied research, but also to theoretical 
questions. Theoretically, consonant behavior can have implications for the representation of 
segmental variation, the relationship between consonant and vowel elements, the 
correspondence between places of articulation, and the impact of categorical perception on 
consonants. At the extreme, the results of studies of variation may cause us to rethink our 
underlying representations. Certainly, it is important to determine where in the phonetics or 
phonology the range of possible segment variation resides, if it does reside within the 
phonetics or phonology. The range of possible or acceptable variation is something that might 
need to be represented.  

Phonologically, the study of reduction in consonants can yield insights into the 
relationship between the consonant and vowel tiers in some versions of autosegmental 
phonology, in particular the degree of linkage between the tiers. Does reduction in vowels 
imply concomitant reduction in consonants and/or vice versa? Studies of reduction of both 
consonants and vowels will help answer the very important question of whether or not 
consonants and vowels reduce in tandem and if a measure of reduction can be correctly taken 
to imply reduction in the other. The question of how detailed phonetic place of articulation 
fits with categorical phonological place of articulation is also important in consonant 
variation. For example, this study classes the interdental fricatives as dental to oppose them to 
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alveolars. While grouping interdental and dental seems appropriate in this case, there are other 
groupings that may be more problematic. For example, how do the correspondences between 
the various other coronal places work? Will the presence of a phonemic palatoalveolar 
affricate prevent an alveolar stop from affricating? Will the presence of a phonemic 
labiodental fricative prevent a labial stop from being realized as a labial continuant? Results 
of studies of consonant variation may yield different natural groupings of places of 
articulation.  

Because consonants are often produced with other than their citation manner of 
articulation, but listeners are seldom aware of it, categorical perception must be playing a role. 
Categorical perception of manner of articulation is an area where more detailed perceptual 
testing is needed. When consonants are produced with other than their expected manner of 
articulation, what do listeners detect? Do listeners perceive only the intended phoneme or can 
they judge where the realization fits on a continuum of possible acceptable realizations? 
Perceptual studies will be important because categorical perception obscures more consonant 
variation than was previously thought. Determining the range of acceptable realizations for 
consonants can provide additional data to test the role of phoneme inventory in constraining 
variation.  

5 Conclusions 

Consonants show a great deal of variation from their citation forms in connected speech but 
that phonetic variation respects the phoneme inventory in some ways. A comparison of 
English and Spanish /k/ has shown the role of inventory in constraining variation. Spanish /k/ 
may not receive a more open articulation because that would interfere with the contrasting 
velar fricative /x/. English /k/ is free to receive an open articulation because English has no 
contrasting velar fricative. Likewise, English interdentals are free to be realized as stops 
because English has no contrasting dental stops. About 10% of the variation is accounted for 
by reference to the inventory. Although that is certainly not all the variation, it is significant 
when considering that many factors affect segmental realization. Studies of consonant 
variation contribute both to phonetic and phonological theory, offering potentially rich 
theoretical rewards. 
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1 Introduction 

It has been hypothesized that sounds which are less perceptible are more likely to be altered 
than more salient sounds, the rationale being that the loss of information resulting from a 
change in a sound which is difficult to perceive is not as great as the loss resulting from a 
change in a more salient sound.  Kohler (1990) suggested that the tendency to reduce 
articulatory movements is countered by perceptual and social constraints, finding that 
fricatives are relatively resistant to reduction in colloquial German.  Kohler hypothesized that 
this is due to the perceptual salience of fricatives, a hypothesis which was supported by the 
results of a perception experiment by Hura, Lindblom, and Diehl (1992).  These studies 
showed that the relative salience of speech sounds is relevant to explaining phonological 
behavior.  An additional factor is the impact of different acoustic environments on the 
perceptibility of speech sounds.  Steriade (1997) found that voicing contrasts are more 
common in positions where more cues to voicing are available.  The P-map, proposed by 
Steriade (2001a, b), allows the representation of varying salience of segments in different 
contexts.  Many researchers have posited a relationship between speech perception and 
phonology.  The purpose of this paper is to provide experimental evidence for this 
relationship, drawing on the case of Turkish /h/ deletion.   

The first goal of this paper is to test the hypothesis that perception influences 
phonology.  In general, /h/ is a perceptually weak sound, and it is subject to deletion in many 
languages.  Turkish deletes /h/ only in certain segmental contexts that are not obviously 
related, so its phonology is fertile testing ground for the hypothesis that less salient sounds are 
more prone to alteration.  If perception influences the selection of environments for deletion, 
/h/ would be expected to delete in environments where it is less perceptually salient, and to be 
maintained in environments where it is more salient.   

Second, it will be shown that speech perception is influenced by phonology.  Although 
speech perception is claimed to be a factor influencing phonology, the perception of 
categories is not universal.  Rather, some aspects of speech perception are affected by a 
speaker’s language background, as will be shown in this paper.  The influence of phonology 
on perception will be apparent in predictable variance between the performance of speakers 
with different language backgrounds in the perception experiment.   

Teasing apart the effects of phonology from the effects of speech perception is crucial 
to demonstrating that either of these effects actually exists.  A correlation does not entail a 
bidirectional relationship, so this will be shown separately. 

Hume and Johnson (2001) propose a general model of the interplay of external forces 
and phonology, seen in Figure 1.  According to Hume and Johnson, a variety of external 
factors interact with the cognitive symbolic representation of a language’s sound system, with 
the external factors both influencing and being influenced by the phonology.  This is 
represented in Figure 1 by bi-directional arrows between the cognitive representation 
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(phonology) and the external forces of perception, production, generalization, and conformity.  
In essence, the present study tests the two-way arrow between perception and phonology. 

 

 

 

Figure 1. a general model of the interplay of external forces and phonology, broadly defined 
(Hume & Johnson 2001) 

 
Finally, it will be shown how the perception-phonology relationship can be incorporated into 
phonological theory.  Following Steriade’s (1997) use of predicted perceptual salience to 
generate harmonic constraint rankings based on acoustic cues, the measured perceptibility of 
/h/ in different environments can be incorporated into a constraint-based account of Turkish 
/h/ deletion.  Assumptions and predictions of such an analysis will be discussed, along with a 
description of what further empirical data would be useful in order to evaluate the relevance 
of such an analysis. 

2 Turkish /h/ deletion data 

/h/ is optionally deleted in fast speech in Turkish, but only in certain segmental contexts 
(Lewis 1967, Sezer 1986).  /h/ is optionally deleted before sonorant consonants (1a), but not 
after them (1b).  When /h/ is deleted from preconsonantal or final position, compensatory 
lengthening of the preceding vowel occurs, as in (1a).  /h/ is optionally deleted after voiceless 
stops (2b) and affricates (3b), but not before them (2a & 3a).  /h/ is optionally deleted before 
and after voiceless fricatives (4a & 4b), and /h/ is optionally deleted intervocalically (5a), as 
well as word-finally (5b), but not word-initially (5c). 
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(1) /h/ is only deleted  before sonorants. 
a. fihrist       ~     fi:rist              ‘index’  

tehlike     ~     te:like             ‘danger’ 
mehmet   ~     me:met           proper name 
köhne    ~       kö:ne              ‘old’ 

b. merhum          *merum          ‘the late’ 
ilham              *ilam              ‘inspiration’ 
imha               *ima               ‘destruction’ 
tenha              *tena            ‘deserted’ 

 
(2) /h/ is only deleted  after voiceless stops. 
a. kahpe             *ka:pe           ‘harlot’ 

sahte              *sa:te            ‘counterfeit’ 
mahkum         *ma:kum       ‘inmate’ 

b. �üphe    ~      �üpe            ‘suspicion’ 
ethem   ~   etem            proper name 

 
(3) /h/ is only deleted  after voiceless affricates. 
a. aht�i                *a:t�i         ‘cook’ 
b. met�hul     ~     met�ul       ‘unknown’ 

 
(4) /h/ is deleted  before and after voiceless fricatives. 
a. mahsus   ~       ma:sus          ‘special to’ 

tahsil       ~      ta:sil             ‘education’ 
ah�ab    ~       a:�ab             ‘made of brick’ 

b. ishal        ~      isal              ‘diarrhea’ 
safha       ~       safa             ‘step’ 
me�hur    ~      me�ur          ‘celebrity’ 
 

(5) /h/ is deleted intervocalically and word-finally, but not word-initially. 
a. to�um       ~      toum               ‘seed’ 

mü�endis   ~     müendis         ‘engineer’ 
sa�an        ~       saan               ‘copper food dish’ 
mu�afaza   ~     muafaza         ‘protection’ 

b. timsah          ~ timsa:         ‘crocodile’ 
c. hava   *ava  ‘air’ 
 

3 Perceptibility hypothesis and predictions 

In general, sounds which are less perceptible have been hypothesized to be more likely to be 
altered than more salient sounds (Hura et al. 1992, Kohler 1990, Steriade 2001).  The present 
study examines the more specific claim that less perceptible sounds are more likely to be 
deleted than more salient sounds.  The focus of this paper is on the behavior of one 
perceptually weak phoneme in various environments.  The hypothesis is that /h/ is less 
perceptible in environments where it deletes in Turkish than it is in environments where it 
does not delete. The motivation for loss may be non-perceptual, but perceptibility may 
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determine which sounds are deleted and which sounds are maintained (see Hume & Johnson 
2001).   

If the hypothesis is on the right track, predictions should be motivated by acoustic and 
auditory factors that make particular environments perceptually poor environments for /h/.   
To make independently motivated predictions about the perceptibility of /h/ in different 
environments, it is necessary to examine the major cues to the presence of [h], the most 
common allophone of /h/ in Turkish.  [h] is marked by aperiodic noise in the F2 region, and 
less energy in the F1 and F0 regions than would be expected for a sonorant consonant. 

In isolation, these cues are very weak, but /h/ is more salient in contexts where it 
contrasts syntagmatically with surrounding segments.  A visual metaphor for the 
perceptibility of a segment with weak internal cues is given in Figure 2.  A white letter is 
most salient against a dark background that contrasts with it as in (a).  It is less salient against 
a background that contrasts less, as in (b), and least salient against a white background that 
does not contrast with it at all, as in (c). 

 
a. b. c.  

 
 

 
 
Figure 2. syntagmatic contrast (visual) 
 
Similarly, /h/ is relatively salient in environments where there is more contrast with 
surrounding segments.  /h/ has weak internal cues, but its noise and lack of strong F1 and F0 
resonances become more salient in the context of adjacent voiced sonorants lacking aperiodic 
noise (Figure 3).  It is less salient when it is adjacent to segments which also bear aperiodic 
noise or lack voicing. 

 
 
 
 
 
 
 
 
 
[     m    e      r    h    u    m    ]  
               ‘the late’ 
 
Figure 3. syntagmatic contrast (auditory) 
 
Considering these cues, specific facts about environments lead to predictions of relative 
salience which are consistent with Turkish deletion patterns.  The hypothesis that /h/ is less 
salient in environments where it deletes is validated if a substantial number of predictions are 
correct.   

One natural prediction is that /h/ should be more salient before a vowel.  Auditory 
nerve fibers exhibit a greater response at the onset of a stimulus signal (such as a vowel) than 
at the offset (Bladon 1986, Wright 1996).  Fujimura et al. (1978) found that CV transitions 
provide better place cues than VC transitions (see also Ohala 1992).  This leads to the 

h h h 

aperiodic noise  
(contrasts with neighboring sonorants) 

less energy in F1 region  
(contrasts with neighboring sonorants) 

voicelessness  
(contrasts with neighboring voiced segments) 
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prediction that /h/ should be less perceptible before a sonorant consonant than after, because 
when /h/ follows a sonorant, it is prevocalic.  This is consistent with Turkish /h/ deletion 
patterns. 

The fact that the opposite deletion pattern exists for voiceless stops and affricates can 
be explained on the basis of the fact that /h/ is immediately adjacent to aspiration or frication 
when it follows a voiceless stop or affricate (Figure 4, left), whereas when /h/ precedes a 
voiceless stop or affricate, it is separated from the noise by the stop closure (right).  This leads 
to the prediction that /h/ should be less perceptible after these sounds than before them.  This 
is also consistent with Turkish /h/ deletion patterns. 

 
 

       aspiration    [h]          [h]     aspiration 
 

[        e     t     h    e   m    ]          [     s       a     h       t       e      ] 
 proper name       ‘counterfeit’ 
 
Figure 4. The aperiodic noise of [h] is masked by the aspiration of a preceding voiceless stop 
(left).  Aspiration is hypothesized to be less disruptive when the voiceless stop follows (right). 
 
Another prediction is that /h/ should be more salient after sonorants than after any type of 
voiceless obstruent, because voiceless stops, affricates, and fricatives all feature noise at the 
right edge.  Intervocalic /h/ is hypothesized to be less salient than initial /h/ for a different 
reason, namely that intervocalic /h/ is realized as a voiced sound in Turkish, and this reduces 
the contrast with the environment in a different way, as in Figure 5. 

 

        [  m ü    �       e     n   d  i            s           ] 
         ‘engineer’ 
 
Figure 5. Intervocalic /h/ is hypothesized to be less salient due to voicing. 
 
If these predictions are correct, and /h/ is less salient in the environments where it deletes, 
then it can be concluded that perception and phonology are related.  However, establishing the 
nature of this relationship is not as simple as proving or disproving the hypothesis.  There are 
at least four logically possible ways for perception and phonology to be related.  First, 
perception and phonology could be completely unrelated, meaning there is no relationship 
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between the ability of speakers to perceive sounds and the way those sounds are used in 
language.  Second, perception could influence phonology, meaning that languages tend to lose 
contrasts that are not very perceptible.  Third, phonology could influence perception, meaning 
that speakers tend to be less able to discriminate phonetic differences that are not 
phonologically contrastive in their language.  Fourth, phonology and perception could 
influence each other, meaning that languages tend to lose contrasts that are difficult to 
perceive, and that speakers tend to lose their ability to discriminate phonologically 
insignificant differences. 

A crosslinguistic study is necessary to examine which of these possibilities is correct.  
A perception experiment involving speakers of only one language can show correlation 
between perception and phonology, but a crosslinguistic experiment is necessary to show 
causation.  If perception influences phonology, then the patterns of deletion in languages with 
/h/ deletion should be consistent with perceptibility even for speakers of languages without /h/ 
deletion.  If phonology influences perception, then speakers of languages with different 
phonologies should perform differently in a crosslinguistic perception experiment. 

A perception experiment was designed to test the relative salience of /h/ in various 
phonetic environments for speakers of four languages: Turkish, which allows /h/ in many 
environments, Arabic, which also allows /h/ in many environments, English, which allows /h/ 
only in prevocalic environments, and French, which has no /h/ sound at all. 

 

4 Methods 

4.1 Stimuli 

 
320 nonword stimuli were produced by a male native speaker of Turkish and recorded using a 
Shure SM10A head-mounted microphone through a Symetrix SX202 dual mic preamp into a 
Teac V-427C stereo cassette deck.  The stimuli were then digitized at 22050 Hz using a 
Marantz PMD222 portable cassette recorder. 

68 stimuli contained intervocalic consonant clusters consisting of /h/ preceded by one 
of nine different types of consonant (voiceless stop, voiceless affricate, voiceless fricative, 
voiced stop, voiced affricate, voiced fricative, nasal, liquid, glide).  Another 68 stimuli 
contained intervocalic consonant clusters consisting of /h/ followed by a consonant.  68 foil 
stimuli contained a single consonant between vowels and no /h/.  24 stimuli contained /h/ in 
one of three vowel environments (initial, intervocalic, and final), and 12 corresponding foil 
stimuli contained no /h/.  Half of the consonant foil stimuli contained a long vowel before the 
consonant and all of the word-final foil stimuli contained a long final vowel.  This was to 
simulate the compensatory lengthening that occurs in Turkish when /h/ is deleted from 
preconsonantal or word-final position.  An additional 80 nontarget stimuli without /h/ were 
also recorded. 

 

4.2 Listeners 

The Turkish speaking subjects consisted of six female and 15 male native speakers of Turkish 
in Columbus, Ohio, aged 19-33.  The English speaking subjects consisted of 17 female and 
ten male Ohio State University undergraduates, all native speakers of American English. The 
French speaking subjects consisted of one male and twenty-four female native speakers of 



Turkish /h/ Deletion: Evidence for the Interplay of Speech Perception and Phonology 
 

61 

 

French in Paris, France, aged 18-28. The Arabic speaking subjects consisted of two female 
and ten male native speakers of Arabic in Paris, France, aged 20-36.  Of the twelve Arabic 
speakers, seven were from Morocco, three were from Algeria, one was from Mauritania, and 
one was from Jordan. Arabic/French bilingualism is not viewed as a problem for the Arabic 
subjects, because French has no /h/ sound, and a speaker’s language background with respect 
to /h/ should be the same as for a monolingual Arabic speaker (but very different from a 
monolingual French speaker).   

 
 

4.3 Procedures 

The stimuli were randomized and played to subjects over Sennheiser HD 420 headphones 
from a laptop computer in a sound booth.  As subjects heard each nonword they were 
presented on a computer screen with all the segments in the word other than /h/, as in Figure 
6, and instructed to click on the point in the nonword where they heard /h/, as in Figure 7, or 
to click on a button representing no /h/ if they heard no /h/ in the word.   An “h” appeared on 
the screen at the point in the nonword where the subject clicked. 

 

 
 
 

� � 
    

ö     m ü ö   h m ü  
     � � � � � � � � 

 

 � � 
 

 
Figure 6. sample screen view: [ömü],  Figure 7. sample response: subject heard  
[hömü], [öhmü], [ömhü], or [ömüh]?  [öhmü]. 
 
 

4.4 Data analysis 

Sensitivity (d’) (Green & Swets 1966, Winer 1971, MacMillan & Creelman 1991) was 
computed for each subject for each of the 21 environments.  d’ is a measure of sensitivity 
based on correct identification and false alarm rates.  A d’ of zero indicates that correct 
identification and false alarm rates were the same, that subjects had no sensitivity to the 
presence or absence of /h/.  A positive d’ indicates that subjects reported hearing /h/ more 
often when it was present than when it was not.   
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5 Results and discussion 

The complete results for sensitivity to /h/ in postvocalic environments are given in Figure 8.  
and the results for prevocalic environments are given in Figure 9.   

 

 
Figure 8. sensitivity (d’) to /h/ before context (VhX) 
 

 
Figure 9. sensitivity (d’) to /h/ after context (XhV) 
  
The results are evaluated in terms of the predictions about sensitivity made in the previous 
section.  /h/ was predicted to be less perceptible after voiceless stops and affricates than 
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before them, and less perceptible before sonorant consonants than after them.  The results for 
these environments are displayed in Figure 10.  

 

 
Figure 10. results for voiceless stops, voiceless affricates, nasals, and liquids 
 
A repeated-measures analysis of variance (ANOVA) was performed separately for each 
language on the subset of data including only the environments before and after voiceless 
stops, voiceless affricates, nasals, and liquids. Although nasals and liquids were not predicted 
to differ in their influence on /h/ perceptibility, they were evaluated separately in the 
experiment.  Independent variables were whether or not the consonant was a voiceless 
stop/affricate or a sonorant (manner), and whether the /h/ was preceded or followed by the 
consonant (order).  All four groups of subjects showed a main effect for manner [Turkish: 
F(1,18) = 58.391, p < 0.001; Arabic: F(1,11) = 13.402, p = 0.004; English: F(1,20) = 53.352, 
p < 0.001; French: F(1,20) = 41.570, p < 0.001], but only English and French listeners 
showed a main effect for order [Turkish: F(1,18) = .586;     p = 0.454; Arabic: F(1,11) = .448; 
p = 0.517; English: F(1,20) = 18.345; p < 0.001; French: F(1,20) = 10.227; p = 0.005]  All 
four groups of listeners showed a significant interaction for manner * order [Turkish: 
F(1,18) = 15.090; p = 0.001; Arabic: F(1,11) = 12.176; p = 0.005; English: F(1,20) = 15.375; 
p = 0.001; French: F(1,20) = 8.054; p = 0.010]. 

The most interesting aspect of these results is the significant interaction between 
manner and order.  Although /h/ is more perceptible prevocalically for English and French 
listeners even in cases where it follows a voiceless stop or affricate, the effect of masking by a 
preceding stop or affricate does, in fact, significantly reduce perceptibility.  Order does not 
have a significant effect overall for Turkish and Arabic listeners because the positive effect of 

1.5

2.0

2.5

3.0

3.5

vls stop vls aff nasal liquid

context

se
ns

iti
vi

ty
 (

d'
)

1.5

2.0

2.5

3.0

3.5

vls stop vls aff nasal liquid

context

se
ns

iti
vi

ty
 (

d'
)

0.0

0.5

1.0

1.5

2.0

2.5

vls stop vls aff nasal liquid

context

se
ns

iti
vi

ty
 (

d'
)

0.0

0.5

1.0

1.5

2.0

2.5

vls stop vls aff nasal liquid

context

se
ns

iti
vi

ty
 (

d'
)

Turkish Arabic

English French

before after



Jeff Mielke 
 

64 

 

being prevocalic is small enough to be overridden by the masking effect of a preceding stop 
or affricate. 

As is seen in the Turkish results, /h/ is more perceptible after nasals and liquids than 
before them, but as predicted, the pattern is reversed for voiceless stops and affricates.  For 
each pair of environments shown  in figure 10 involving the same type of consonant, deletion 
occurs in the environment with lowest perceptibility in the pair.  The fact that the same 
general pattern exists for the other three groups of subjects shows that the effect is not specific 
to Turkish, and therefore that the deletion pattern cannot be solely responsible for the 
differences in perceptibility.  /h/ deletion occurs in environments that Arabic, English, and 
French listeners also find to be relatively difficult for perceiving /h/, indicating that deletion in 
Turkish corresponds to a more universal pattern and therefore that perception influences 
phonology.  A number of ways in which the patterns of perceptibility of the other three 
languages differ from Turkish and from each other show that phonology also influences 
perception. 

All four groups of subjects show significant differences in perceptibility following 
stops/affricates and sonorants, but perceptibility of /h/ before these consonants is more 
similar.  This is the significant interaction between manner and order, found in all four 
groups of subjects.  However, for English and French listeners, perceptibility in 
preconsonantal environments is far lower relative to postconsonantal environments than it is 
for Turkish and Arabic listeners.  This is the main effect for order, seen only in English and 
French listeners, and it shows that for speakers of languages without nonprevocalic /h/, the 
overriding factor determining the salience of /h/ is whether or not it is followed by a vowel.  
This is not the case for Turkish and Arabic listeners, and it shows that phonology influences 
perception.  /h/ was predicted to be less salient in non-prevocalic environments, and in the 
absence of any other factors, this is the case for all four groups of subjects.  The difference is 
overwhelming for the English and French listeners, because the subjects have little or no 
experience perceiving non-prevocalic /h/. 

Additional native language effects also exist.  Because the stimuli were produced by a 
speaker of Turkish, the fact that Turkish nonprevocalic /r/ is pronounced with  frication may 
impede /h/ perception for listeners who are not native speakers of Turkish and do not attribute 
the frication they hear to /r/.  This can be seen in the fact that non-Turkish listeners were 
marginally less sensitive to /h/ after liquids than after nasals, as opposed to Turkish listeners. 

Phonetic differences in the native languages of non-Turkish listeners also played a 
role.  English listeners were less able to detect /h/ after voiceless stops than French listeners.  
This can be understood by looking at the phonetic realization of phonologically voiceless 
stops in English and French.  French lacks aspirated stops in nonfinal positions (Valdman 
1976), and it has been noted in the literature that English voiceless stops are more heavily 
aspirated than Turkish voiceless stops (Lewis 1967).  In a study of noncoronal stop 
perception, Volaitis and Miller (1992) found that at a fast speech rate comparable to the 
speech rate of the stimuli for the present experiment, English-speaking subjects recognized 
labial stops produced with voice onset times up to 87.15 milliseconds and velar stops with 
VOTs up to 92.10 ms as “normal” voiceless stops, whereas stops with higher VOTs were 
perceived as “exaggerated”.  In the present study, the mean VOT of the Turkish voiceless stop 
+ /h/ sequences in target stimuli was 86 ms, compared with 44 ms for voiceless stops in foil 
stimuli.  The VOTs for both types of stimuli fell within the range Volaitis and Miller found to 
be perceived as normal for voiceless stops by English speakers.  It is not surprising that 
English listeners had extreme difficulty distinguishing between two types of stimuli that fall 
into the same perceptual category.  That French listeners, who do not have prevocalic 
aspirated stops, are better able to make this discrimination, is evidence that phonetic 
differences between native languages contribute to differences in speech perception. 
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/h/ was predicted to be less perceptible after voiceless stops, affricates, and fricatives, 
where /h/ deletes, than after sonorant consonants, where /h/ does not delete.  The results for 
these environments are displayed in Figure 11.  A second series of ANOVAs was performed 
on the subset of the data including only the environments after voiceless obstruents and 
sonorant consonants, with whether or not the /h/ followed a voiceless obstruent as an 
independent variable.  All four groups of subjects showed a main effect for manner [Turkish: 
F(1,18) = 97.533; p < 0.001; Arabic: F(1,11) = 18.178; p = .001; English: F(1,20) = 54.828; p 
< 0.001;  French: F(1,20) = 37.482; p < 0.001].  Again, it is shown that the environments 
where /h/ deletes in Turkish are perceptually poor crosslinguistically.    
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Figure 11. results for after voiceless obstruents and sonorant consonants 
 
In the two of the three environments in Figure 11 where /h/ deletion occurs in Turkish (after 
voiceless stops, affricates, and fricatives), Arabic listeners were at least marginally more 
sensitive to /h/ than Turkish listeners, even though the stimuli were produced by a Turkish 
speaker.  This indicates that Turkish speakers may have more difficulty detecting /h/ in 
environments where it deletes in their language. 

Finally, /h/ was predicted to be less perceptible intervocalically, where it deletes, than 
word-initially, where it does not delete  A third series of ANOVAs was performed on the 
subset of the data including only these two environments, with whether or not the /h/ was 
intervocalic as an independent variable. None of the four groups of subjects showed a main 
effect for intervocalic [Turkish: F(1,18) = .656; p = 0.429; Arabic: F(1,11) = .078; p = .786; 
English: F(1,20) = 1.711; p = .206;  French: F(1,20) = .110;      p = .744]. 

It is clear from these results that perceptual salience does not explain why intervocalic 
/h/ deletes and initial /h/ does not.  /h/ is not particularly salient in either environment, but 
there are reasons other than perceptual salience for not deleting word-initial material.  Lexical 
access is thought to be based on the initial part of a word, and so the left edge of the word is 
special for word-recognition (Cutler et al. 1985, Marslen-Wilson 1989, Marslen-Wilson & 
Zwitserlood 1989).  Hall (1992) found that there is a tendency for beginnings of words to be 
particularly robust and less susceptible to phonological processes. 
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Additionally, further examination of the experimental stimuli found that the phonetic 
realization of /h/ is more complicated than has been reported in the literature.  In addition to 
being voiced intervocalically, /h/ is also frequently voiced between other sonorant consonants.  
The impact of this finding on the present study is minimal, however, because contrary to the 
initial predictions, being voiced does not appear to significantly impact the perceptibility of 
/h/. 

 

6 Implications for phonological theory 

The results of the experiment have demonstrated that there is interplay between perception 
and phonology.  One means of formalizing this relationship and incorporating perception into 
phonological theory is to use markedness constraints which are aligned to a perceptibility 
scale (Steriade 1997).  

In Steriade’s account of [voice] neutralization, constraints prohibiting [voice] contrast 
in various environments are aligned to a perceptibility scale of voice contrast in those 
environments.  Preserve [voice] is ranked among these constraints, and the result is 
neutralization of contrast in the environments with the least voicing cues and maintenance of 
contrast in the environments with the most voicing cues, as shown in (6). 

 

(6) Steriade’s (1997) constraint-based perceptual account of [voice] neutralization 
 

A fixed hierarchy of *voice constraints is aligned 

to a perceptibility scale for voicing. 

 

*voice/ V_[-son]  [voice] is neutralized 

       ↓    before obstruents 

*voice/ V_#   and word-finally. 

      ↓ 

Preserve [voice] 

      ↓    Contrast is maintained 

*voice/ V_[+son]  before sonorants. 

 

A similar approach is possible with Turkish /h/ deletion.  Constraints prohibiting /h/ in certain 
environments are aligned to a perceptibility scale of /h/ (for Turkish listeners) in those 
environments.  Max /h/, which prohibits /h/ deletion, is ranked below the constraints 
prohibiting /h/ in environments where it is deleted and above constraints prohibiting /h/ in 
environments where it is not deleted, as shown in (7).  
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(7) Part of a possible constraint-based perceptual account of Turkish /h/ deletion 
(following Steriade 1997) 

 

A fixed hierarchy of *h constraints is aligned 
to a perceptibility scale for /h/. 

 

*h/ [vls stop]_V     /h/ is deleted after 
       ↓    voiceless stops and 
*h/ V_[nas]   before nasals. 

       ↓ 
  Max /h/ 
       ↓    /h/ is maintained 
*h/ [nas]_V   after nasals. 

 
Steriade’s model predicts that all environments where /h/ deletes would be perceptually 
poorer than all environments where /h/ is maintained, but this is not the case.  /h/ is deleted 
before liquids [d’ = 2.841] and nasals [d’ = 2.838] but maintained in two environments where 
it is less perceptible: before voiceless stops [d’ = 2.583] and before voiceless affricates [d’ = 
2.558].  Steriade’s perceptibility scale for voice contrast is based on hypothetical cues rather 
than experimental results, and in this case, the experimental results show that additional 
factors are at play.  If a hierarchy of markedness constraints were aligned to the perceptibility 
scale in (8), there would be no place to insert Max /h/ to separate the deletion environments 
from the non-deletion environments.  Considering only perceptibility as a factor, it would be 
surprising that /h/ deletes before liquids and nasals and that it does not delete word-initially, 
but this is not as surprising when some psycholinguistic factors are taken into consideration. 

 
(8) Perceptibility scale for Turkish listeners 

7 Segment 8 d’ 

9 D
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l
e
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[liquid]_V 3.028 no 
[nasal]_V 2.964 no 
V_[liquid] 2.841 YES 
V_[nasal] 2.838 YES 
V_[vls stop] 2.583 no 
V_[vls affricate] 2.558 no 
V_[vls fricative] 2.423 YES 
#_V 2.376 no 
[vls affricate]_V 2.274 YES 
V_V 2.248 YES 
[vls stop]_V 2.233 YES 
V_[glide] 2.155 YES 
[vls fricative]_V 2.144 YES 
[glide]_V 1.777 YES 
V_# 0.734 YES 
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In /h/ deletion, as in other cases, the demand for ease of production is opposed by the need to 
minimize the impact on the information content of an utterance.  Perceptual salience is an 
important factor contributing to the potential for loss of information content, but as mentioned 
above with regard to initial /h/, it is not the only factor.  The special status of initial segments 
is relevant, and so is the structure of the lexicon and how deletion will impact the distinction 
between lexical items.  Both of these factors are useful in explaining the mismatch between 
the perceptibility scale and the deletion environments. 

For all of the consonants involved in Turkish /h/ deletion, /h/ is deleted either before 
or after the consonant, whichever is worse perceptually.  /h/ can be deleted on either side of 
the same consonant only when it is perceptually very weak in both positions.  From a 
standpoint of maintaining contrast between lexical items, deletion before or after a consonant 
for which deletion is already permitted when the consonants are in the reverse order is more 
costly than the first deletion, i.e., it is more costly to delete /h/ before a voiceless stop if /h/ is 
already allowed to delete after a voiceless stop, because the result of both deletions is the 
same: an intervocalic stop.  

 As an illustration, suppose a hypothetical language that allows /h/ before and after 
consonants.  If, for example, /h/ deletion is prohibited before and after /s/, then /sh/ and /hs/ 
clusters are in contrastive distribution with each other as well as with a single consonant, /s/.  
There is a three-way contrast (/sh/ vs. /s/ vs. /hs/).  If /h/ deletion becomes possible in one 
environment, such as /s_/, the distinction between words of the form /VshV/ and /VsV/ is be 
neutralized.  Because /h/ deletion is not permissible in the environment /_s/, a word of the 
form /VhsV/ would still be distinct from the other two.  Now suppose that /h/ deletion 
becomes permissible in the environment /_s/ as well.  The result is that the distinction 
between /VhsV/ and /VsV/ is lost, as well as the distinction between /VhsV/ and /VshV/.  The 
first deletion led to the neutralization of one contrast (/sh/ vs. /s/), but the second deletion led 
to the neutralization of two contrasts (/hs/ vs. /s/ and /hs/ vs. /sh/).  The second deletion 
involving the same consonant in the context is more costly in terms of contrast between 
lexical items. 

 Considering these additional factors, it is not surprising that in Turkish, /h/ deletion is 
allowed before liquids and nasals, because although /h/ is quite salient in these environments, 
/h/ deletion does not severely impact the contrast between lexical items, because /h/ deletion 
is not allowed after liquids and nasals.  Similarly, /h/ deletion is not allowed before voiceless 
stops and affricates due to the fact that it is allowed after voiceless stops and affricates, and 
further deletion would impact the contrast between lexical items more severely.  Deletion is 
permitted before and after glides and voiceless fricatives because salience is so low in these 
environments that the relatively imperceptible difference between the two forms reduces the 
cost of neutralizing the contrast.  In (9), the deletion environments are ranked by a 
combination of psycholinguistic and perceptual factors: the impact on lexical access due to 
deleting an initial segment, the impact on lexical contrast due to deleting /h/ when the output 
of /h/ deletion would be the same as the result of /h/ deletion in an environment where /h/ is 
less perceptible (a relationship indicated by arrows in the table), and the perceptibility of /h/ in 
the environment.  Within the ranking, there is a certain threshold of cost below which /h/ 
deletion is permitted. 
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(9) /h/ deletion environments sorted by impact on lexical access and lexical contrast, and 
perceptual salience (d’). 
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16  

 #_V �  2.376 no  
 [liquid]_V  � 3.028 no  
 [nasal]_V  � 2.964 no  
 V_[vls stop]  � 2.583 no  
 V_[vls affricate]  � 2.558 no  
 V_[vls fricative]  � 2.423 YES 
 V_[glide]  � 2.155 YES 

DELETION 
THRESHOLD 

 V_[liquid]   2.841 YES  
 V_[nasal]   2.838 YES  
 [vls affricate]_V   2.274 YES  
 V_V   2.248 YES  
 [vls stop]_V   2.233 YES  
 [vls fricative]_V   2.144 YES  
 [glide]_V   1.777 YES  
 V_#   0.734 YES  

 

The tableau in (10) shows how this would work in an OT grammar for Turkish fast speech.
  Combining psycholinguistic and perceptual factors rather than using a strictly 
perceptually motivated hierarchy allows a ranking in which the constraints prohibiting /h/ in 
the environments where it deletes outrank all of the constraints that prohibit /h/ in the 
environments where it does not delete.  Max /h/ can then be ranked at the deletion threshold.  
This account predicts that other languages with /h/ deletion would have similar scales of 
markedness constraints but perhaps different deletion thresholds, and Max /h/ would therefore 
be ranked differently with respect to the other constraints. 

Following Nagy and Reynolds (1997), variation can be modeled by allowing a 
faithfulness constraint such as Max /h/ to be ranked relatively low in fast speech but “float” 
above some of the higher-ranked markedness constraints for careful speech (with less /h/ 
deletion).  Whether such constraint floating actually occurs is a question that can be answered 
by further examination of Turkish /h/ deletion in various styles of speech.  Positing a floating 
constraint makes the specific prediction that /h/ deletion would decrease in less casual speech 
styles by decreasing the number of environments where it occurs (as Max /h/ floats up past 
the relevant *h constraints), and it is not at all clear that this is what actually happens.  
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(10) Correct derivation of surface forms for Turkish fast speech. 
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/ethem/  proper name                 
 a. ethem         *!             
� b. etem           *      
/kahpe/  ‘harlot’                 
� a. kahpe                 *    
 b. ka:pe           *!      

/mehmet/  proper 
name 

                

 a. mehmet         *!          
� b. me:met           *      
/imha/  ‘destruction’                 
� a. imha                *   
 b. ima           *!      

/mahsus/  ‘special to’                 
 a. mahsus               *!       
� b. ma:sus           *      
/met�hul/  
‘unknown’ 

                

 a. met�hul      *!           

� b. met�ul           *      

 
In truth, the only crucial rankings motivated by the phonological pattern are the domination of 
Max /h/ by the ten markedness constraints above it and the domination of the other five 
markedness constraints by Max /h/.  The results of the perception experiment and the 
assumptions about contrast between lexical items suggest other relative rankings that are 
important for making crosslinguistic predictions, but how the factors interact is unclear.  This 
matter and the question of whether such a formalization of the relationship between 
perception and phonology makes any sense at all requires further research into the 
phonological pattern, specifically with respect to speech style variation (Mielke, 
forthcoming). 

Analyses such as this involving constraints aligned to a perceptibility scale have been 
used to make crosslinguistic predictions (e.g., Steriade 1997, Kochetov 2001), and in doing so 
it is important to note that while some aspects of speech perception are universal, some are 
language-specific, as shown in this study. This finding does not preclude the use of 
perceptibility scales to make crosslinguistic predictions, but when making such predictions, it 
must be taken into consideration that perceptibility scales may vary from language to 
language.  While perceptibility scales are language-specific rather than universal, they follow 
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from more general principles and language-specific factors (as discussed in section 4).  So 
perceptibility scales should nevertheless be predictable to some extent from these language-
specific factors (see e.g., Mielke 2001). 

 

7     Conclusion 

The relationship between speech perception and phonology is seen in two aspects of the 
perception experiment results.  Consistent with the claims of Kohler (1990) and Hura et al. 
(1992) that less perceptible sounds are more prone to alteration, Turkish /h/ has been found to 
delete in environments where it is least perceptible and to be maintained in environments 
where it most perceptible, showing that speech perception influences phonology.  
Furthermore, speakers of Turkish, Arabic, English, and French have been found to differ in 
their ability to perceive /h/ in ways that are consistent with phonological differences, and to 
perform in ways that are consistent with phonological and phonetic properties of their native 
languages, showing that native phonology and phonetics also influence speech perception.   

The experimental results demonstrate that a bidirectional relationship exists between 
speech perception and phonology.  It is possible to incorporate a  perceptibility scale into a 
constraint-based account of Turkish /h/ deletion, but whether or not such a formalization is 
faithful to psycholinguistic reality remains to be seen.  Further, while the account benefits 
from the inclusion of psycholinguistic factors, it is unclear precisely how the psycholinguistic 
and perceptual factors interact.  Numerous open questions about the nature of the perception-
phonology relationship exist.  Whether the domain of speech perception’s influence is limited 
to diachrony (e.g. Newmeyer 2001) or whether the influence of perception is active in the 
synchronic grammar is an empirical question that remains open.  This question could be 
answered by examining Turkish speakers’ production of words with underlying /h/ in various 
speech styles (Mielke, forthcoming).  If speech perception’s influence is active in the 
synchronic grammar, Turkish speakers may start to delete /h/ first in the least salient 
environments, and proceed up the perceptibility scale as speech rate increases.  If speech 
perception’s influence is limited to diachrony, this would be impossible (cf. Steriade 2001a, 
b).  Speech rate increase would cause an increase in frequency of deletion evenly across 
deletion environments.  A production study could reveal whether speakers have access to a 
perceptibility scale of environments where /h/ occurs, or are simply aware of classes of 
environments where /h/ deletion is or is not permitted. 
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Asymmetries in Speech Errors and their Implications for 
Underspecification 

Marianne Pouplier and Louis Goldstein 
Haskins Laboratories and Yale University 

1 Introduction 

In speech production research, speech errors have long been appealed to in evaluating the 
psychological reality of linguistic units. The systematic nature of errors with respect to their 
occurrence and distribution (cf. for instance Fromkin, 1971; Shattuck-Hufnagel & Klatt, 
1979; Dell, 1986; Stemberger, 1991a) allows us to assume that those units that appear to 
behave independently in speech errors are presumably - at least at some point - units of 
processing. More specifically, it has been proposed that the asymmetric distribution of single 
segment errors involving coronals provides evidence for their underspecification (Stemberger, 
1991a; Stemberger & Stoel-Gammon, 1991). 

However, an important caveat in speech error research is that the method for detecting 
errors relies on impressionistic transcription. This leaves open the possibility that the 
inherently segmental nature of transcription carries its own bias into the data. Subphonemic 
errors or errors resulting in a phonologically ill-formed utterance, for instance, are difficult to 
transcribe in a segmental system, which may be one of the reasons why this kind of error is so 
rarely reported (cf. among others Fromkin, 1971; Cutler, 1981; Ferber, 1991; Boucher, 1994). 
In recent years, studies have begun to investigate speech errors by means of instrumental 
measurements. Articulatory and acoustic studies (Mowrey & MacKay, 1990; Boucher, 1994; 
Goldstein et al., in prep.; Frisch & Wright, in press) have shown empirically that errors are 
not a matter of all or nothing - that is, systematic errors can occur below the level of a 
segment instead of being confined to a temporal misselection of phonological (abstract) units. 

This paper follows a new perspective on speech errors within the framework of 
Articulatory Phonology, as proposed by Goldstein et al. (in prep.). On the basis of kinematic 
evidence, their work has demonstrated that speech errors are not restricted to categorical 
exchanges of position of segmental units, but rather gestures that compose segments can 
exhibit errors that vary from zero to maximal in magnitude.  

Here we report results from two perceptual experiments which use stimuli selected on 
the basis of their articulatory properties only, covering a range of errorful gestural activations. 
The outcome of the perceptual experiments suggests that different segments show different 
degrees of vulnerability to (subsegmental) speech errors: While listeners detected errors 
reliably for some segments, for other segments the reaction to errorful and non-errorful tokens 
was not distinct. The data suggest that at least for some error types an asymmetric error 
distribution arises due to perception, while production itself is not asymmetric. However, for 
error types involving segments whose gestural compositions stand in a subset relationship to 
each other (as described below), asymmetries may indeed originate in production due to the 
overall dominance of a gestural intrusion bias observed in the production data of Goldstein et 
al. (in prep.). 
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2 Errors as abstract segment exchanges 

The examination of corpora of spontaneous errors as well as results of elicitation experiments 
have shown that the most commonly occurring errors involve single segments, while single 
feature errors are rarely reported (cf. for instance Fromkin, 1971; Shattuck-Hufnagel, 1979; 
1983; Dell, 1986). Likewise syllables are usually not affected by exchange errors. The notion 
that phonological segments are primary units of word-form retrieval has thus gained wide-
spread acceptance, as has the view that errors are phonologically well formed: An activated 
(abstract) segment is categorically shifted to a wrong position within a 'prosodic frame'. In 
this new position, the segment will be produced 'normally', as if it were the intended segment. 
Thus allophonic features typically pertain to the new ('wrong') position of a segment 
(Shattuck-Hufnagel & Klatt, 1979; Shattuck-Hufnagel, 1983). 

Errors show further a frequency bias in that more frequent elements are less likely to 
be affected by error than less frequent elements. Frequency of occurrence is also reflected in a 
directionality effect: less frequent elements are usually replaced by more frequent elements. 
For some segments, however, an anti-frequency bias has been reported (in experimental 
studies as well as in corpora). While /t/ is a more frequent segment in English than /k/, for 
instance, and thus the expected substitution-directionality is */k/ → /t/, the opposite is actually 
observed: /t/ is more often substituted by /k/ than vice versa. This is also the case for /s/ and 
/�/, with /s/ as the more frequent element turning more often into /�/ than vice versa. At the 
same time, Stemberger (1991a) and Stemberger and Treiman (1986) identify an addition bias 
in cluster environments: In errors, it is more usual for a segment to be added than to be 
deleted. Stemberger (1991a) reinterprets the anti-frequency effect as surface manifestation of 
the addition bias by invoking the concept of coronal underspecification: Given that coronals 
are underspecified for place of articulation, so he argues, the addition bias will lead other 
segments' place specifications to intrude more easily (since the 'empty space' is a willing 
host), independent of segment frequency.  

3 Gestures as basic units 

The framework of Articulatory Phonology (Browman & Goldstein, 1989; 1992; 2001) opens 
a new perspective on speech errors and the speech production system. Within Browman and 
Goldstein's framework, dynamically specified gestures are hypothesized to be the basic units 
of speech production. Errors can thus be interpreted as reflecting the gestural structure of 
speech, in that they can activate components of gestural structures in varying magnitudes. 
That is, both individual gestures as well as larger units consisting of tightly cohesive multiple 
gestures can be involved in erroneous productions. In a magnetometer (EMMA) study by 
Goldstein et al. (in prep.) support for these assumptions was gained from kinematic speech 
error data. Errors were observed to be gradient in nature; that is, an individual gesture can 
take on a continuum of values, varying from zero to maximal. While a segmental approach 
would be able to accommodate gradient activations at the articulatory output level, there is 
evidence for gestures as units of higher levels of organization. It was shown that tightly 
cohesive multigestural constellations can be broken up in an error, and an individual gesture 
that forms part of a multigestural unit can isolatedly show up at an erroneous temporal 
location.1 Further, asymmetries that occur in the articulatory data cannot stem from abstract 

                                                 
1 Goldstein et al. (in prep.) define two types of errors, 'reduction' and 'intrusion'. A reduction error is defined as 
an erroneous decrease of the magnitude of the target constriction (e.g., a decreased magnitude of the tongue tip 
gesture during /t/). An intrusion error is defined as the constriction of a vocal organ that is not controlled in the 
normal, non-errorful gestural constellation (e.g., addition of a tongue dorsum gesture during /t/). 
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segment exchanges: The overall observed bias for gestural intrusion as opposed to reduction 
has the consequence that often two gestures (one appropriate, one intruding) are produced at 
the same time. For example, during the repetition of the phrase cop top, errors are observed in 
which an intruding /k/-like dorsum (TD) gesture is produced concurrently with the tongue tip 
(TT) gesture of top. Goldstein et al.'s (in prep.) results show that there is no asymmetry in 
production between /t/ and /k/ - the relevant asymmetry is between reduction and intrusion 
errors instead. This asymmetry affects /t/ and /k/ equally. For /s/ and /�/, the situation is more 
complex, since the distinction intrusion - reduction can only be defined in terms of the non-
shared vocal tract variable (tongue body; TB).2 For TB, the addition bias is confirmed in 
Goldstein et al.'s data.  

These findings lead to the question where the asymmetry that has been reported 
between coronals and non-coronals might stem from. From the perspective offered in this 
paper, asymmetries have two potential sources: Asymmetries may originate in production: 
The intrusion bias may lead to one segment prevailing over another. However, production 
asymmetries between /t/ and /k/ are not evidenced in the production data of Goldstein et al. 
Asymmetries may originate in perception: The intrusion bias might have different perceptual 
consequences for different segments. In recording errors, perceptually more salient errors may 
thus come to be overrepresented. That is, gradient errors and their interaction with perceptual 
biases might account for the asymmetries. In order to put this possibility to test, Goldstein et 
al.'s kinematic data were used as stimuli in a perceptual experiment with the aim of 
determining how the articulatory error distribution maps onto perception. 

4 Experiment 1: /t/-/k/ 

4.1 Method 

Goldstein et al. (in prep.) used bisyllabic alternating phrases in their articulatory study (e.g. 
"coptop"; "kiptip"), which were repeated by the subject for about 10 seconds at a time. They 
distinguish between errorful and non-errorful utterances as follows: Their control condition 
involved non-alternating phrases (e.g. "copcop", "toptop"), during which no errors occurred. 
Error definition will be exemplified here for tongue dorsum (TD) magnitude during a /t/ from 
an alternating trial. The tongue dorsum value during the intended /t/ from the alternating 
condition is evaluated against the distribution of the non-alternating controls. If the token's 
gestural magnitude is more than two standard deviations from the TD mean of the /t/-control, 
it is classified as an 'error'. Further, gradient and categorical errors are distinguished: A 
gradient error on TD during /t/ is more than two standard deviations from the /t/-control mean, 
but not as extreme (less than two standard deviations) from the TD values of the /k/ control 
mean. A categorical error on this particular /t/ token would involve a gestural magnitude 
which is not only more than two standard deviations from the /t/ control mean but even 
exhibits a TD value that is within the two standard deviation range of the TD values of the /k/ 
controls. That is, the TD value of a /t/ defined as categorical error is within the 96% range of 
the distribution of a non-errorful /k/. 

The digitized audio of theoriginal bisyllabic utterances of the production experiment 
were edited into single syllable utterances (e.g., "cop"). In a simple (not choice) reaction time 
task, participants were instructed to listen to "short words" presented in random order and 

                                                 
2 Browman and Goldstein (2001) hypothesize the gestural specification for /�/ to involve TT and TB, while the 
gestural specification of /s/ involves TT only. Since an intrusion error is defined by Goldstein et al. (in prep.) as 
intrusion of a constriction that is not controlled in the non-errorful gestural constellation, this criterion does per 
definitionem not apply to TT during either /s/ or /�/. 
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decide whether the words begin with a particular consonant sound. Subjects ranged from 18 to 
44 years of age and were paid for their participation. 14 subjects were tested. Data from 3 
subjects were discarded since their identification rate for the error-free controls was below 
50%.  

The stimulus list contained 71 single syllable tokens which were selected according to 
their membership in a particular 'error category' (cf. Table 1).3  

 

 categorical gradient no error 
Intrusion t (10) 

k (12) 
t (10) 
k (8) 

 
t (10) 

Reduction - 
- 

t (5) 
k (6) 

k (10) 

 
Table 1. Single syllable stimuli for perceptual task grouped into error categories. 
Numbers in brackets indicate the number of tokens representing each category.  

None of the tokens selected has an error on more than one constriction (i.e. never a reduction 
as well as intrusion error on the same token). Where possible, a minimum of 10 tokens from 
each category was selected for both /t/ and /k/. Two major categories of exceptions were 
categorical and gradient reduction errors: The data collected in Goldstein et al.'s (in prep.) 
EMMA experiment did not contain any reduction errors of categorical magnitude in TD 
during /k/ with no accompanying error on TT. Likewise there are no categorical reduction 
errors on TT during a /t/ with no error simultaneously occurring in TD. Also gradient 
reduction errors, i.e. errors on the target gesture (TD for /k/ and TT for /t/) with no errorful 
intruding gesture (TD for /t/ and TT for /k/) are also underrepresented with only one 
occurrence for kip and tip, but 4 during top and five during cop.4 

Using Psyscope, the stimuli were presented 12 times overall (6 times each in the 2 
different conditions described below), randomized differently each time. Subjects sat in a 
soundbooth in front of a computer screen and a button box. Stimuli were presented over 
headphones. Two different monitoring conditions were employed: Subjects were asked to 
decide whether they heard an initial /t/-sound (condition 1), or an initial /k/-sound (condition 
2). If they heard the given sound, they were instructed to press a response button as quickly as 
possible, otherwise, they were instructed to wait for the next trial. The conditions were 
blocked in cycles of 3, that is, the program cycled 3 times through the entire /t-k/ stimulus list 
in 3 different randomizations while subjects monitored for /t/. In the subsequent 3 cycles, 
subjects were asked to monitor for /k/, then again for /t/ and once more for /k/. Between these 
blocks of 3 cycles, subjects were given the option to take self-terminated breaks, i.e. subjects 
end breaks by pressing the response button. During a given block, a letter representing the 
sound subjects should be monitoring for was displayed on the screen. The time between the 
onset of two successive stimuli was 2000 ms, partitioned into a 1500 ms response window 
and 500 ms inter-trial time. During the window of 1500 ms subjects heard the audio stimulus 
and response time was measured (the response window started with the onset of the audio 
stimulus). Independent of whether a response was recorded, the next trial came up after 2000 
ms. 

                                                 
3 Goldstein et al.'s study included various rate, stress, vowel (cop top and kip tip), and phrase position conditions. 
The tokens selected for the present experiment were distributed across all of these conditions. 
4 The difference between /t/ and /k/ in the gradient-categorical intrusion categories is due to a coding mistake in 
the experimental setup; these numbers do not reflect genuine differences in frequency of error. 
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4.2 Results and discussion 

The goal of our analysis was to determine how detectability of /t/ and /k/ was affected by error 
status. Instead of analyzing percent of correct identifications directly, the data were 
transformed using a non-parametric test for sensitivity (Grier, 1971). This sensitivity measure 
takes into account subjects' inherent response bias by adjusting the number of 'hits' (i.e. 
correct identification responses) for the number of 'false alarms' (i.e. incorrect positive 
responses). The adjustment formula, given in (2), yields a maximal identification value of 1 
(only hits, no false alarms) and a minimum value of 0 (only false alarms):  

(2) I = (1-P(fa) + P(hit))/2 
 where P(hit) = P(r|G) and P (fa) = (r|X) and r is a response. G is a stimulus with  
 target gesture r, and X is a stimulus not having target gesture r. 

Results are shown in Table 4. A 2-way ANOVA with repeated measure on both factors was 
performed. The two factors are error type (categorical - gradient - no error) and intended 
target (t-k), whereby intended target refers to the speaker's target in Goldstein et al.'s 
production study. Each subject contributes one sensitivity value per intended target per error 
type. Factor error type is significant at p < 0.01 (F (2, 20) = 51.13, p < 0.0001); factor 
intended target is not significant (F (1, 10) < 1), indicating that the overall sensitivity is the 
same for /t/ and for /k/. The interaction effect is significant (F (2, 20) = 21.83; p < 0.0001). 
The interaction arises because the effect of error category is stronger for /t/ than for /k/. 

 

 
error type 

intended 
target t 

intended 
target k 

categorical 0.73 (0.11) 0.85 (0.07) 
gradient 0.9 (0.04) 0.86 (0.07) 
no error 0.97 (0.03) 0.86 (0.08) 
 
Table 2. Means (and standard deviations) for sensitivity results for /t/ and /k/ grouped by 
error category. 

A 1-way ANOVA follow-up with a posthoc (Ryan-Einot-Gabriel-Welsch Multiple Range 
Test) on the interaction means shows that while for /t/ all three error types are significantly 
different from each other, none of the means for /k/ differ significantly. These results indicate 
that errors are asymmetric in that /t/ is perceptually more affected by error than /k/. 

As to the apparent anti-frequency bias that has been reported for /t/ and /k/ for error 
data collected by means of transcription, these results indicate that these asymmetries reflect a 
property of the perceptual system rather than the production system: if errors are 
systematically heard more easily on /t/ than on /k/, this perceptual asymmetry will 
substantially affect the error distribution in corpora. 
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5 Experiment 2: /s/-/�/ 

5.1 Subjects and experimental setup 

The same experimental setup and the same subjects (in a separately scheduled session) were 
used for /s/-/�/; 13 of the earlier subjects were available. Due to coarticulation, the release of 
the preceding /p/-closure in a sopshop phrase is audible during the frication, even after the 
utterances have been cut up into individual syllables. To ensure that subjects would parse the 
bilabial release as coda instead of as complex /ps/ or /p�/ onset, a syllable /op/ was spliced at 
the beginning of all tokens.5 A silence interval of 100 ms was spliced to the end of the /o/ 
vowel to make the /p/ closure of constant length. The instructions specified that subjects 
would hear bisyllabic words with the first syllable always being /op/. It was specifically 
pointed out to them that there was no consonant at the beginning of the word. Their task was 
specified as determining whether the second syllable begins with a given consonant sound.  

For Experiment 2, data from 2 subjects were discarded since their identification rate 
for the error-free controls was below 50%. The stimuli distribution is given in Table 9. 
Selected tokens are distributed across all rate, stress and phrase position conditions. 

 

TB categorical gradient no error 
intrusive s (5) 

 
s (4) 
 

 
s (5) 

reductive � (5) ��(5) 
 

� (5) 

 
Table 3. Stimulus categories for /s/-/�/. Numbers in brackets indicate the number of  
tokens representing each category. 

Since only the activity of one tract variable, i.e. tongue body (TB), can be differentiated in 
terms of reduction and intrusion as defined by Goldstein et al. (cf. fn 2), fewer tokens were 
tested than in Experiment 1. In addition, only error data for one vowel condition were 
available from the EMMA experiment. The stimulus list for the fricatives thus contained 29 
tokens.  

Recall that for /t/-/k/, stimuli were selected such that there are never two co-occurring 
errors during one token, i.e. no token has an error on both constrictions at the same time. For 
/s/-/�/ this selection criterion had to be modified, since TT and TB receivers are not 
independent in the way TT and TD are (TT and TB receivers were about 20 mm apart). That 
is, it is not possible to select tokens with an error on TT only or TB only; for the vast majority 
of tokens, an error on one tract variable is accompanied with an error on the other tract 
variable. Neither is it possible to systematically vary error degree (i.e. gradient TT with 
categorical TB error, categorical TT with categorical TB error, etc.), since not enough 
representatives of each type are in the EMMA data. Note that non-errorful tokens are truly 
'error free'; gestural magnitudes for both constrictions are well within 1 standard deviation of 
the control mean. 

 

                                                 
5 The syllable was a stressed, fast rate, non-errorful utterance of shop: The frication part as well as the first 
temporal half of the vowel were cut off (resulting in a vowel duration of 55.1 ms). 
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5.2 Results 

Like for /t/-/k/, a 2-way repeated measures ANOVA was performed on the nonparametric 
sensitivity measure with repeated measures on both factors. Factors are error type 
(categorical-gradient-no error) and intended target (/s/-/�/). Factor error type is significant 
(F(2,22) = 289.04; p < 0.0001). Factor intended target is not significant ( F(1, 11) = 1.74; p = 
0.2142); the interaction effect reaches significance (F(2,22)=15.12, p < 0.001). 

 

error type s � 
categorical 0.41 (0.14) 0.36 (0.23) 
gradient 0.88 (0.14) 0.6 (0.18) 
no error 0.92 (0.1) 0.96 (0.04) 
 
Table 4. Means (and standard deviations) for sensitivity results for /s/ and /�/ grouped by 
error category. 
 
A 1-way ANOVA on the interaction means with a posthoc test (Ryan-Einot-Gabriel-Welsch 
Multiple Range Test) shows that the sensitivity values for /�/ are significantly different for 
categorical, gradient and no error. For /s/, on the other hand, only categorical errors 
significantly affect sensitivity. There is no statistically significant difference between the no 
error and gradient error categories. These results were unanticipated: the perception of /�/ was 
found to be more affected by error than was the perception of /s/. 

The results for /s/-/�/ show a slight directionality in that the identification of /�/ is more 
variable under error as the identification of /s/. However, the asymmetry is overall relatively 
weak, compared to the asymmetry obtained for /t/ and /k/ in Experiment 1. It has to be 
considered whether the error status of tongue tip affects the outcome of the perceptual results 
for /s/ and /�/. Defining an error in terms of intrusion and reduction as done in this paper 
precludes an analysis of TT for /s/ and /�/ analogous to TB. However, errors on TT can be 
identified for both, /s/ and /�/, since they differ significantly in TT height (/�/ has a higher TT 
position than /s/). That /s/ and /�/ are equally affected by categorical TB errors might be due to 
the fact that for these tokens, also the TT gesture is of errorful magnitude. As has been 
mentioned before, TT and TB do not behave independently in errors due to the close vicinity 
of the constriction locations. In contrast to /s/, a gestural specification of /�/ further includes 
an upper lip (UL) protrusion gesture. For the subject whose kinematic data were used for the 
perceptual experiment, Goldstein et al. (in prep.) could not reliably measure a difference in 
UL protrusion for /s/ and /�/ in a way that would allow them to statistically determine errorful 
UL behavior. Nevertheless it cannot be excluded that the presence/absence and magnitude of 
a UL gesture will interact with perception. The perceptual results for /s/ and /�/ therefore 
cannot be interpreted in the same way as they can for /t/ and /k/. For the stops, the experiment 
shows the perceptual consequences of a co-production of two gestures. For the sibilants, the 
experimental stimuli are less tightly controlled; the experiment shows the effect of the 
occurrence of at least one errorful constriction. The results nonetheless allow to come to 
generalizations about asymmetries, since the lack of independence between TT and TB in 
Goldstein et al.'s (in prep.) experiment suggests that the occurrence of single-constriction 
errors between these two vocal organs is extremely rare, if not impossible (due to the close 
vicinity of the constriction locations). 
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6 General discussion 

In the data presented here, asymmetries have been found in production as well as in 
perception. However, these asymmetries are different in nature from the ones that have been 
reported by Stemberger (1991a, 1991b). Goldstein et al. (in prep.) show that both /t/ and /k/ 
exhibit an intrusion bias; there is no production asymmetry between the two stops. An 
asymmetry does exist in the form of a gestural addition bias, but this phenomenon affects /t/ 
and /k/ to the same degree. The present experiments demonstrate that it is in perception that 
the gestural intrusion bias has different consequences. The perception of coronals is more 
affected by errors than the perception of velars. The anti-frequency effect in substitution 
errors that has been observed for /t/ and /k/ for error data recorded by means of transcription 
might thus be due to the transcriber's perceptual biases. Crucially, our data do not require an 
appeal to coronal underspecification in order to explain the apparent anti-frequency effects in 
error distributions. 

For /s-�/ on the other hand, the perceptual asymmetry cannot explain the directionality 
effect found in speech error corpora and experiments. On the basis of the perceptual results 
alone a directionality effect to be expected would be /�/ → /s/ not */s/ → /�/. Since /�/ is more 
systematically affected by error than /s/, we would expect /�/ to be more often substituted by 
/s/. This, however, is the opposite of the asymmetry that has been recorded in speech error 
research. This suggests that the asymmetries cannot be explained by perceptual biases, they 
must originate in production. Recall that in production, intrusive errors are more frequent than 
reductive errors. For the sake of clarity, the hypothesized gestural composition of /s/ and /�/ 
shall be repeated here schematically: 

  /�/: TT and TB gesture 
  /s/: TT  gesture only 

Errors in production are dominated by the intrusion bias. For /�/, there is no intrusion bias in 
terms of TT, since both TT and TB are actively controlled for in normal production. Thus the 
most common error should be an intrusive TB error on /s/. This means that /s/ will 
systematically be more affected by errors compared to /�/. The data obtained in the production 
experiment confirm this prediction.  

It can be concluded that asymmetries can originate in production where the interacting 
segments are in a subset relationship to each other. Thus intrusive TB errors only affect /s/, 
not /�/. Note that this supports a more limited notion of underspecification assumed in a 
gestural framework: gestures have task specific targets for certain tract variables only, and 
segments typically correspond to sets of gestures that leave several tract variables unspecified 
(Browman & Goldstein, 1992). Again, there is no need to assume /s/ to be underspecified for 
place of articulation; it does lack, however, a tongue body constriction gesture. It is to be 
expected that the 'palatal bias' reported in Stemberger (1991a), in which /t/ turns more often 
into the affricate /t�/ than vice versa, can be explained on the same basis.  

The subset relationship between /s/ and /�/ in terms of their gestural composition is an 
independently motivated assumption within Articulatory Phonology (Browman and 
Goldstein, 2001) and does not hold of their standard featural differentiation (+/- anterior). The 
data presented here can be taken as supporting evidence for their asymmetric gestural 
composition. 
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7 Conclusions 

The experiments presented in this paper provide evidence for systematic asymmetries in the 
perception of speech production errors. These asymmetries combine with the nature of 
production errors to explain the patterns of asymmetries reported in speech error corpora. In 
production, error patterns are generally dominated by an intrusion bias: it is more likely for an 
errorful gesture to intrude than it is for a target gesture to be reduced. For different segments, 
this gestural addition bias produces different consequences. For /t/-/k/, intruding TD gestures 
during /t/ have a systematic perceptual effect, whereas for /k/ intruding TT gestures do not 
significantly affect identification or reaction times. For /s-�/, perceptual biases are not the 
source of distributional asymmetries. Rather, the addition bias translates into a 'phoneme bias'. 
The most likely error to occur is an intruding TB gesture during /s/; the intrusion bias leaves 
/�/ unaffected by /s/ since /�/ and /s/ are gesturally in a subset relationship to each other. The 
study shows that the concept of coronal underspecification is not needed to explain 
asymmetries in speech errors. The data further support the notion that gestures are units of 
speech production, since the obtained results can be accounted for by the specific assumptions 
Articulatory Phonology makes about the gestural composition of segments. 
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1 Introduction 

Data on lingual movement, dorsopalatal contact and F2 frequency presented in previous 
papers of ours (Recasens, 2002; Recasens and Pallarès, 2001; Recasens, Pallarès and 
Fontdevila, 1997) suggest that the degree of articulatory constraint (DAC) model accounts to 
a large extent for the extent and direction of tongue dorsum coarticulation in VCV and CC 
sequences. A goal of this investigation is to verify the predictions of this model with respect 
to jaw V-to-V effects in VCV sequences using articulatory movement data collected with 
electromagnetic articulometry (EMA). 

1.1 The DAC model 

According to the DAC model of coarticulation, consonants may be more or less constrained 
based on demands on place and manner of articulation. Some consonants appear to be 
specified for a high degree of articulatory constraint, i.e., dorsals (in agreement with the 
sluggishness of the tongue dorsum and the large contact area involved in their production), 
lingual fricatives and trills (in line with the precise mechanisms used by speakers for their 
implementation, namely, tongue grooving for the former and adequate tongue shape and 
elasticity for the latter), and dark /l/ (since this realization requires the formation of a 
secondary postdorsal constriction at the upper pharynx). Regarding consonants specified for a 
lower degree of tongue dorsum constraint, coupling between the tongue dorsum and the 
primary tongue front articulator causes dentals and alveolars to be more constrained than 
bilabials. Differences in tongue predorsum activation render /i/ more constrained than /a/ and 
/u/, and /�/ more unconstrained than the other vowels. 

The degree of constraint for the intervocalic consonant has important consequences for 
the extent and direction of the coarticulatory effects in VCV sequences. Indeed, the DAC 
value for the consonant is inversely related to the degree of V-to-C coarticulation (i.e., to how 
sensitive the consonant is to the influence of the adjacent vowels) and positively related to the 
C-to-V effects (i.e., to how much the consonant affects the adjacent vowels). Moreover, as 
shown below, requirements on consonantal production may also explain whether C-to-V 
anticipation prevails over C-to-V carryover, or viceversa. Trends in V-to-V direction may also 
be accounted for assuming that vocalic anticipation ought to vary inversely with the 
prominence of the consonantal carryover effects while vocalic carryover effects are expected 
to decrease with the strength of the consonant-dependent anticipatory component. The 
following patterns of C-to-V and V-to-V coarticulatory direction may be identified: 

(a) Among consonants with a high DAC value, dark /l/ favors C-to-V1 anticipation 
over C-to-V2 carryover consistently with the fact that tongue dorsum lowering and retraction 
often starts before tongue tip raising for the implementation of this consonantal realization. 
On the other hand, consonants involving tongue dorsum raising such as alveolopalatals and 
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velars favor C-to-V2 carryover effects in accordance with the slow motion of the primary 
dorsal articulator at consonantal release which may be due to inertia.  

In agreement with these C-to-V patterns, data reported in our previous papers reveal 
that VCV sequences with dark /l/ allow more vocalic anticipation than vocalic carryover 
while those with the alveolopalatal /�/ show more vocalic carryover than vocalic anticipation. 
A specific situation applies to VCV sequences with dorsovelars: vocalic effects from /i/ vs /a/ 
favor the expected carryover direction when the transconsonantal vowel is /i/ (e.g., in the 
sequence pair /aki/-/iki/) but the anticipatory direction when the transconsonantal vowel is /a/ 
presumably since forward tongue dorsum motion during the velar closure period causes 
extensive vocalic anticipation to occur (e.g., in the sequence pair /aki/-/aka/). 

(b) Two basic patterns of C-to-V direction are found in VCV sequences with dentals 
and alveolars but for dark /l/ (and, to some extent, for labials as well). Consonantal effects on 
/a/ happen to be more prominent at the anticipatory level presumably since this vowel permits 
free apical anticipation; on the other hand, C-to-V effects on /i/ are especially salient at the 
carryover level since this vowel contributes to tongue dorsum raising during the consonant. 
Accordingly, vowel effects appear to favor the carryover component in the latter scenario 
(e.g., in the sequence pair /ati/-/iti/) and the anticipatory direction in the former one (e.g., in 
the pair /ati/-/ata/).  

1.2 Jaw coarticulation 

Data on jaw coarticulation are scarce. To a large extent, trends in C-to-V coarticulation for the 
jaw resemble those for the tongue dorsum in the light of evidence showing that the former 
articulatory structure may assist the latter along the height dimension (e.g., high vowels 
involve both tongue body and jaw raising while low vowels are produced with a lowered 
tongue body and jaw). Indeed, previous studies addressing this issue (Keating, Lindblom, 
Lubker and Kreiman, 1994) reveal that high vowels are more resistant than low vowels to C-
to-V effects in jaw height, and that such effects become more prominent as a function of 
consonants involving a higher jaw (dentoalveolars including /s/ but not so /l/) than of those 
produced with a lower jaw (labials, /l/, velars). Compatibly, consonants of the latter group are 
more likely to be influenced by V-to-C effects in jaw height than those of the former group. 

Regarding coarticulatory direction, data in the literature reveal that the jaw often 
favors the carryover over the anticipatory component both for the consonantal and for the 
vocalic effects which could be associated with the relatively slow motion of the mandible in 
speech. This trend is documented in VCV sequences with labial consonants, both in the light 
of articulatory data (Tuller, Harris and Gross, 1981; Sussman, MacNeilage and Hanson, 1973) 
and of acoustic data on F1 coarticulatory effects from /i/ vs /a/ in English /Vb�bV/ sequences 
(Magen, 1997). (F1 is known to reflect changes in mouth opening degree and should thus be 
correlated with variations in jaw height). In a recent F1 coarticulation study with the same 
consonants included in the present investigation (Recasens and Pallarès, 2000), C-to-V and V-
to-V effects from /i/ vs /a/ in VCV sequences with transconsonantal /a/ (e.g., /iCa/-/aCa/) 
were also found to be more prominent at the carryover level than at the anticipatory level; on 
the other hand, V-to-V effects in sequences with transconsonantal /i/ (e.g., /iCa/-/iCi/) were 
reported to favor the anticipatory direction in sequences with lingual fricatives, and the 
carryover direction in those with consonants produced with a low jaw (dark /l/, velars). Other 
studies report however considerable anticipatory and carryover vocalic effects in jaw 
coarticulation in VCV sequences with bilabial, alveolar and velar stops (Fletcher and 
Harrington, 1999). 
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2 Method 

2.1 Recording procedure 

Three Catalan speakers uttered ten times all possible VCV combinations with the consonants 
/p, n, l, s, �, �, k/ (where /l/ is dark and /�/ is an alveolopalatal) and the vowels /i, a, u/ 
embedded in the Catalan sentence ['����� pV'CVp �'�ans] (“He records pVCVp earlier“). The 
inclusion of contextual labial consonants and a schwa ensured that the vowel-dependent 
coarticulatory effects of interest could be expanded sufficiently along the time domain. 

Articulatory movement and acoustic data were collected simultaneously using 
electromagnetic articulometry by means of a Carstens Articulograph system AG-100. This 
system consists of a head mount with three magnetic transmitters that generate a magnetic 
field, and a set of small transducer coils that can be attached to different articulatory structures 
in the midsagittal plane. As the articulators move inside the vocal tract, the transducer coils 
induce a signal that is inversely proportional to the cube of the distance between transmitter 
and transducer. The resulting signal results in a set of voltages which can be converted to 
distance. In the present experiment coils were placed on the tongue tip, tongue blade, tongue 
dorsum, incisors of the lower jaw, and upper and lower lip, as well as on the bridge of the 
nose and upper incisors for head movement correction. Estimates for the subjects' occlusal 
planes were obtained as anatomical references to which the data could be rotated, as well as 
traces of their palates. 

Movement and acoustic data were digitized using a real-time input system at a sampling rate 
of 250 Hz for movement and 10 kHz for speech; the time resolution of the EMA data was 4 
ms.  The kinematic data were converted from voltage to distance, corrected for head 
movement, rotated to the occlusal plane, and extracted into separate articulatory channels for 
the X  and Y  dimensions. 

2.2 Data analysis 

For each VCV repetition, the onset and offset of the intervocalic consonant were identified 
from spectrographic and waveform displays, and occasionally from the movement data 
according to criteria summarized elsewhere (Recasens, 2002). The temporal extent of V-to-V 
coarticulatory effects was analyzed from the onset of [�]1 to the offset of [�]2 in the sequence 
[��##pVCVp##��]. 

Vocalic temporal effects were considered to occur as long as a significant vowel-
dependent difference in articulatory displacement (i.e., /i/ vs /a/, /i/ vs /u/ and /a/ vs /u/, 
referred to as ‘changing’ vowel in this paper) extends into the consonant and the 
transconsonantal vowel (i.e., /i/, /a/ and /u/, referred to as ‘fixed’ vowel from here forwards). 
Significant differences as a function of changing vowel for each consonant and fixed vowel 
condition were computed for X and Y movement data for all six articulatory regions TT, TL, 
TD, J, UL and LL:  results for TDX, TDY and TTX were presented in Recasens (2002) and 
those for JY will be given in the present paper. V-to-V mandibular effects were measured in 
jaw height only (i.e., for changing /i/ vs /a/ and /a/ vs /u/) considering the close relationship 
between jaw and tongue dorsum elevation and the fact that jaw horizontal movement is often 
small in speech production. 

In order to carry out the statistical evaluation of interest, mean articulatory trajectories 
across repetitions for a given asymmetrical sequence (e.g., effects from V2= /i/ on /�/ and 
V1=/a/) were compared with those in symmetrical sequences composed of the same 
consonant and the same fixed transconsonantal vowel (i.e., /a�a/). One-way ANOVAs 



Daniel Recasens 

 86 

Scheffé (p< 0.05) were applied every 4 ms starting at consonantal offset back to [�]1  onset in 
order to determine the extent of vocalic anticipation and from consonantal onset until  [�]2 
offset in order to estimate the extent of vocalic carryover. ([�]1 onset and [�]2 offset were 
identified with the shortest temporal values for a given pair of symmetrical and asymmetrical 
VCV sequences across repetitions). The last significant difference counting backwards during 
fixed V1 was taken to be the onset of a V2-dependent anticipatory effect and the last 
significant difference counting forwards during fixed V2 was taken to be the offset of a V1-
dependent carryover effect. 

Significant coarticulation times obtained according to the procedure just described are 
shown in Table I across speakers. Those values were submitted to further statistical analysis 
in view of the large speaker-dependent variability involved (see standard deviations in the 
table). Repeated measures ANOVAs and post-hoc tests (Scheffé) were performed with 
speaker as a factor and coarticulation time as the dependent variable (p< 0.05). Two analyses 
were carried out. In test 1, main effects and interactions for JY were computed for the 
independent variables ‘direction’ (anticipatory, carryover), ‘changing vowel’ (/i/ vs /a/, /a/ vs 
/u/) and ‘consonant’ (/p, n, l, s, �, �, k/). In order to evaluate the role of the fixed vowel in the 
duration of the coarticulatory effects, test 2 was performed for the variables ‘direction’, 
‘consonant’ and ‘fixed vowel’ separately for changing front /i/ vs back /a/ (test 2a) and for 
changing low back /a/ vs high back /u/ (test 2b). Significant effects for the mean values of 
interest are presented in Table II. 

3 Results 

3.1 Coarticulatory durations 

(a) JY data yielded no significant main effects but two significant interactions according to 
results from test 1, i.e., changing vowel x direction (F(2,2)=4.108, p<0.052) and consonant x 
direction (F(2,12)=4.227, p< 0.004). The former interaction is  associated with differences in 
carryover duration for /i/ vs /a/ (189 ms) > /a/ vs /u/ (127 ms), and the latter interaction with 
longer effects for /�/ than for /s/ also at the carryover level. Coarticulatory durations in the 
consonant x direction panels of Table II reveal indeed that, in comparison to the other 
consonants, those for /�/ are longer at the carryover level while those for /s/ are shorter at the 
carryover level and longer at the anticipatory level. 

These coarticulation trends are similar to those for TDY (correlation coefficients 
between the coarticulatory durations for JY and for TDY yielded an overall r value of 0.57). 
Indeed, a comparison between the dotted and continuous lines at the right bottom graph of 
Figure 1 reveals similar V-to-V coarticulatory durations both for TDY and JY in the case of 
VCV sequences with dorsal /�/ and, less so, in those with /k/ (correlation coefficients were 
0.92 for the former sequences and 0.74 for the latter). Moreover, a more detailed inspection of 
the V-to-V coarticulatory durations for both dorsal consonants reveals that they are longer in 
sequences with /i/ than in those without /i/. Vocalic effects for the fricatives yielded lower 
correlation values between TDY and JY (r values were 0.74 for /s/ and 0.52 for /�/) and, as 
shown by the left bottom graph in the figure, those  in sequences without /i/ were often longer 
than those in sequences with /i/. Correlation values were also high for /p/ (0.80) but not so for 
the alveolars /n/ and /l/ (see top graph of Figure 1). 
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Table I. Temporal extent  of significant V-to-V anticipatory and carryover effects for JY 
across speakers. Data (in ms) are listed as a function of consonant, and changing and fixed 

vowel condition. Standard deviations are also given in italics. 

 

 Changing i vs a Changing a vs u 
 (fixed i) (fixed a) (fixed a) (fixed u) 

p (Ant) 168 169 256 64 
 156 96 118 46 

p (Car) 139 245 164 35 
 140 175 80 33 

n (Ant) 173 137 151 127 
 150 103 73 134 

n (Car) 240 228 132 112 
 170 139 136 161 

l (Ant) 185 137 173 175 
 145 130 141 147 

l (Car) 191 131 121 100 
 149 169 104 52 

s (Ant) 220 199 167 368 
 173 155 176 11 

s (Car) 115 89 20 117 
 199 144 22 151 

� (Ant) 253 197 263 231 
 188 174 191 175 

� (Car) 179 165 217 16 
 187 178 168 7 

� (Ant) 92 240 168 121 
 114 80 177 129 

� (Car) 335 287 261 235 
 31 127 171 8 

k (Ant) 251 181 195 213 
 84 86 134 127 

k (Car) 131 173 172 75 
 145 178 118 91 
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Table II. Mean values across speakers (in ms) and significant differences (in brackets) for JY 
vowel-to-vowel coarticulation times. Data for the consonant x direction condition are plotted 
as a function of changing vowel (columns) and consonant and direction (rows). Data for the 
consonant x fixed vowel condition are presented as a function of changing vowel (columns) 

and consonant and fixed vowel (rows). 

 
Consonant x direction 

 
 (i vs a; 

a vs u) 
(i vs a) (a vs  u) 

p  (Ant) 164 169 160 
p  (Car) 146 192 99 
n  (Ant) 147 155 139 
n  (Car) 178 234 122 
l  (Ant) 168 161 174 
l  (Car) 136 161 111 
s  (Ant) 238 209 267 
s  (Car) 85 102 69 

�� (Ant) 236 225 247 

�� (Car) 144 172 117 

�  (Ant) 155 166 145 

�  (Car) 279 311 248 

k  (Ant) 210 216 204 
k  (Car) 138 152 123 

 
 

C  x  fixed V 
 

 (i vs a)   (a vs u) 

p (fixed i) 153  p  (fixed a) 210 
p (fixed a) 207  p  (fixed u) 49 
n (fixed i) 207  n  (fixed a) 141 
n (fixed a) 183  n  (fixed u) 119 
l (fixed i) 188  l  (fixed a) 147 
l (fixed a) 134  l  (fixed u) 137 
s (fixed i) 167  s  (fixed a) 93 
s (fixed a) 144  s  (fixed u) 243 

� (fixed i) 216  �� (fixed a) 240 

� (fixed a) 181  �  (fixed u) 123 

� (fixed i) 213  �  (fixed a) 215 

� (fixed a) 263  �  (fixed u) 178 

k (fixed i) 191  k (fixed a) 183 
k (fixed a) 177  k (fixed u) 144 
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(b) According to the two consonant x fixed panels in Table II, V-to-V coarticulatory effects 
associated with changing /a/ vs /u/ were longer for fixed /a/ than for fixed /u/ for most 
consonants (right panel) while those associated with changing /i/ vs /a/ were generally longer 
when the fixed vowel was /i/ than when it was /a/ (left panel). Differently from these JY 
effects, V-to-V effects for TDY (see Recasens, 2002) were consistently longer in the fixed /a/ 
and /u/ condition than in the fixed /i/ condition. 

 
 
 
        
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. V-to-V coarticulatory durations for TDY and JY. Effects are displayed as a function 

of the intervocalic consonant in the changing and fixed vowel conditions. 

 

3.2 Coarticulatory direction 

Figure 2 displays differences in V-to-V coarticulatory direction for JY across speakers. Data 
on V-to-V coarticulatory direction for TDY are also given for comparison (see Recasens, 
2002). In order to obtain those differences, the vowel-dependent carryover effects were 
subtracted from the vowel-dependent anticipatory effects for each consonant and all pairs of 
changing vowels in each fixed vowel context condition. Bars in the figure plot differences 
between carryover and anticipatory effects for changing /i/ vs /a/ in the fixed /i/ and /a/ 
conditions (dark bars), and for changing /a/ vs /u/ in the fixed /a/ and /u/ conditions (white 
bars). 

The JY coarticulatory effects appear to favor the same direction as the TDY effects in 
VCV sequences with dorsal consonants /�/ and /k/, i.e., vocalic carryover for /�/ and vocalic 
anticipation for /k/. Regarding VCV sequences with the lingual fricatives /s/ and /�/, JY 
effects are anticipatory rather than carryover, and the relative prominence of the anticipatory 
vs carryover effects is more obvious for JY than for TDY mostly so in the fixed vowel /i/ 
condition. 
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Figure 2. C-A differences in temporal extent of V-to-V coarticulation for JY (top) and TDY   
(bottom) across speakers. Data are displayed for different consonants and changing and fixed 
vowels. Positive values indicate prevalence of the carryover over the anticipatory direction, 

and negative values the opposite relationship. 

 
Jaw and tongue dorsum coarticulation data for /p/, /n/ and dark /l/ do not exhibit a common 
directionality pattern. Overall the anticipatory component appears to be more salient for TDY 
than for JY in /VlV/ sequences when /i/ is involved.  

4 Discussion 

In agreement with predictions from the DAC model, directionality patterns in JY 
coarticulation were found to depend on specific articulatory requirements for the production 
of consonants. Dorsals /�/ and /k/ in all sequences and the lingual fricatives /s/ and /�/ in 
sequences without /i/ exhibit similar trends in coarticulatory direction for TDY and JY, and 
high TDY-JY correlations in coarticulatory duration. Indeed, /�/ favors the carryover 
component and /s/, /�/ and /k/ the anticipatory component, while both prevalent coarticulatory 
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directions yield specially long V-to-V effects in most cases. Coincident trends in 
coarticulatory direction for tongue dorsum and jaw along the vertical dimension in VCV 
sequences with dorsal consonants may result from the strong muscle linkages between these 
two articulatory structures: the jaw assists the tongue dorsum during the production of dorsal 
consonants, and overshoot in JY activity may take place in VCV sequences with two or three 
dorsal segmental units. Manner requirements may help explain why lingual fricatives favor 
anticipation for both TDY and JY in sequences without /i/. Prevalence of anticipation over 
carryover for velars may be related to forward tongue dorsum motion during the velar closure 
period causing prominent C-to-V anticipation to occur. 

This cooperative action between the jaw and the tongue dorsum was found to be less 
effective for consonants produced with the tongue front and a lower jaw. Indeed, /l/ and /n/ 
show differences in coarticulatory direction and duration between TDY and JY in sequences 
with /i/, namely, longer anticipatory effects and shorter carryover effects for TDY than for JY.  

In Recasens (2002) vocalic effects were found to be generally longer in the context of 
fixed back /a/, /u/ vs front /i/ (TDX, TDY) and of fixed low back /a/ vs high back /u/ (TDX, 
TDY, TTX). However, articulatory overshoot may cause dorsal consonants to exhibit long 
tongue dorsum effects to occur during fixed /i/. In the present study, JY effects were also 
found to be longer during fixed /i/ than during fixed /a/ not only in VCV sequences with 
dorsal consonants (and longer during fixed /a/ than during fixed /u/, as expected). This finding 
could be associated with the relatively slow motion of the mandible in speech. 

Data presented in this paper indicate that coarticulatory effects for different 
articulators may be strongly related to patterns of interarticulatory coordination. Thus, the jaw 
and the tongue dorsum may show an analogous coarticulatory behavior for consonants 
exhibiting a close interaction between the two articulatory structures (e.g., dorsals) but a 
different coarticulatory behavior for those other consonants for the production of which the 
tongue dorsum and the jaw do not act coordinatively (e.g., dentoalveolars). To a large extent, 
certain coarticulation aspects (e.g., prevalence of carryover over anticipation for V-to-V 
effects on fixed /i/) are jaw specific and may be associated with the massive structure of the 
mandible in speech. 

In contrast with F1 coarticulation data (Recasens and Pallarès, 2001), V-to-V effects in 
jaw vertical displacement were not always found to be longer at the carryover vs anticipatory 
level in fixed /a/ condition. Indeed, mandibular effects for fricatives and, to some extent, for 
/p/ and /l/ on /a/ were reported to favor the anticipatory vs carryover component. Regarding 
the fixed /i/ condition, the JY data are in accordance with the F1 data in favoring anticipation 
for /s/ and /�/ but in disagreement with them in not favoring the carryover direction for /l/ and 
velars. Other dorsals, i.e., alveolopalatals, appear to favor the carryover component however. 
Differences between the results reported in our F1 study and in the present JY investigation 
could be partly due to the fact that isolated VCV sequences were used in the former vs the 
latter. They may also reflect the possibility that F1 coarticulatory effects are related to other 
articulatory factors besides jaw vertical displacement. 

 

Acknowledgments 

This work was supported by projects DGES PB96-0103 and BFF2000-0075-C02-01 of the 
Ministry of Education and Science of Spain and by research group 2001SGR00425 of the 
Government of Catalonia.  I would like to thank Maria Dolors Pallarès for help with the 
statistical analysis. 

 



Daniel Recasens 

 92 

References 

Fletcher, J. and Harrington, J. (1999) Lip and jaw coarticulation, in Coarticulation. Theory, data and techniques, 
edited by W.J. Hardcastle and N. Hewlett (Cambridge University Press, Cambridge), pp. 164-178. 

Keating, P.A., Lindblom, B., Lubker, J., and Kreiman, J. (1994) Variability in jaw height for segments in English 
and Swedish VCVs, Journal of Phonetics, 22, 407-422. 

Magen, H.S. (1997) The extent of vowel-to-vowel coarticulation in English, Journal of Phonetics, 25, 187-206. 
Recasens, D. (2002) An EMA study of VCV coarticulatory direction, Journal of the Acoustical Society of America, 

111. 
Recasens, D. and Pallarès, M.D. (2001) Coarticulation, blending and assimilation in Catalan consonant clusters, 

Journal of Phonetics, 29, 273-301. 
Recasens, D. and Pallarès, M.D. (2000) A study of F1 coarticulation in VCV sequences, Journal of Speech and 

Hearing Research, 43, 501-512. 
Recasens, D., Pallarès, M.D. and Fontdevila, J. (1997) A model of lingual coarticulation based on articulatory 

constraints,  Journal of the Acoustical Society of America, 102, 544-561. 
Sussman, H.M., MacNeilage, P.F., and Hanson, R.J. (1973) Labial and mandibular dynamics during the production 

of bilabial consonants: Preliminary observations, Journal of the Acoustical Sociey of America, 16, 397-420. 
Tuller, E., Harris, K.S., and Gross, R. (1981) Electromyographic study of the jaw muscles during speech, Journal of 

Phonetics, 9, 175-188. 
 



ZAS Papers in Linguistics 28, 2002, 93 - 110 

Words without Vowels:                                                       
Phonetic and Phonological Evidence from Tashlhiyt Berber1 

 
Rachid Ridouane 

UPRESA 7018 CNRS-Université Paris 3 
Abstract 
This article deals with the Tashlhiyt dialect of Berber (henceforth TB) spoken in the southern 
part of Morocco. In TB, words may consist entirely of consonants without vowels and 
sometimes of only voiceless obstruents, e.g. tft�tstt "you rolled it (fem)". In this study we have 
carried out acoustic, video-endoscopic and phonological analyses to answer the following 
question: is schwa, which may function as syllabic, a segment at the level of phonetic 
representations in TB? Video-endoscopic films were made of one male native speaker of TB, 
producing a list of forms consisting entirely of voiceless obstruents. The same list was 
produced by 7 male native speakers of TB for the acoustic analysis. The phonological analysis 
is based on the behaviour of vowels with respect to the phonological rule of assibilation. This 
study shows the absence of schwa vowels in forms consisting of voiceless obstruents.  

 

1 Introduction 
 

Berber is spoken in large parts of North Africa and especially in Morocco and Algeria. Berber 
is not a standard or a codified language; it exists only through its dialectal or regional 
realizations. Tashlhiyt Berber (henceforth TB), which is spoken in the Southern part of 
Morocco, is a homogeneous dialect which enables all the Chleuhs to communicate without 
difficulties. This apparent homogeneity, however, conceals a certain amount of heterogeneity. 
Following the work of Boukous (1994), TB may be subdivided into three subsystems : 
 

- The occlusive subsystem spoken in Agadir and its suburbs. It is considered to be the “received 
Tashlhiyt pronunciation”.  

- The fricative subsystem spoken in Haha which spirantizes the non coronal obstruents /b, k, g/.  
- The sibilant subsystem spoken in the Anti-Atlas mountains where /t/ and /d/ are realized as [s] and [z] 

respectively.2 
 

At the phonological level, TB varieties share the same phonological system founded upon the 
same correlations. The vowels of TB are /a, i, u/. In this article, all transcriptions not enclosed 
between slanted lines are phonetic representations given in a broad transcription. The 
phonetic transcription of a form is meant to represent its pronunciation in isolation. The 
schwa vowel, which is the main topic of this paper, is transcribed as [e]. Complex consonant 
clusters are a common occurrence in all the varieties of TB at the underlying level as well as 
at the phonetic one. Indeed, widely attested forms may consist entirely of consonants without 
vowels and sometimes of only voiceless consonants, e.g. tqssf “it shrunk (fem)”, tfktstt “you 
gave it (fem)”. How should these words be syllabified and, being deprived of full vowels, 
sonorants and even of voiced obstruents, which segments may function as syllabic? 

                                                 
1 I am grateful to A. Rialland, F. Dell, N. Clements and J. Vaissière for discussions and comments on an earlier 
version of this paper. I am also grateful to Dr. Lise Crevier for her comments and assistance for collecting 
fiberscopic data at Laenec Hospital, Paris. I would also like to thank B. Gautheron and C. Zeroual for technical 
assistance and all the subjects for their kind participation in this study. Errors are ours only. 
 
2 Each subsystem is represented in this paper by the area where it is spoken: Agadir for the occlusive, Haha for 
the spirant and Anti-Atlas for the sibilant. 
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These questions have aroused much interest among phonologists and phoneticians 
(Elmedlaoui, 1985, Dell and Elmedlaoui, 1985, 1988, 1996a-b, 1997; Louali and Puech, 1996, 
1999a., 1999b.; Boukous, 1990; Coleman, 1996, 1999; Clements, 1997). Dell and Elmedlaoui 
claim that surface syllables may consist only of consonants with CC and CCC (where the 
second C is the nucleus) existing along side the conventional syllable types CV and CVC. The 
syllable organization is determined on the basis of local relations in sonority. According to 
Dell and Elmedlaoui, there exist ultra short vowels but they occur only adjacent to voiced 
consonants. No voiced vocoid, however short it is, can be heard in sequences of voiceless 
obstruents. Dell and Elmedlaoui’s data are based on the variety of Tashlhiyt spoken in 
Imdlawen valley.  

Coleman (1996, 1999) argues for a different claim. According to him, epenthetic 
vowels exist in TB and they are the phonetic realizations of syllable nuclei. Where no vowel 
epenthetic is evident, it can be regarded as hidden by the following consonant. In the 
framework of the co-production model, Coleman interprets the syllabic consonants as the co-
produced realization of phonological vowel and consonant. Coleman’s analysis is based on 
published material and on his own work on the variety of TB spoken in Agadir (Coleman 
1996) and the variety of TB spoken in Imdlawen valley (Coleman 1999). 

Louali and Puech, basing their arguments on some acoustic and perceptual analyses, 
conclude that a vocoid is always present in the realization of a TB word, if not a full vowel 
then a schwa vocoid, even within words composed only of unvoiced obstruents. Louali and 
Puech’s analyses are based on their own work on different varieties of TB. 

 

1.1 Aim 
 

If, as Dell and Elmedlaoui claim, schwa is only an aspect of the realization of a voiced 
consonant, and not a segment, then one should not find schwa and voicing or any vocalic 
gesture in a word consisting of voiceless obstruents. We don’t know of a mechanism that 
would introduce voicing in a sequence deprived of [+ voiced] segments. On the other hand, if 
these words contain schwas, then that would mean that the phonetic representation of TB 
contains at least four vowels: the realizations of /a, i, u/ and one segment schwa which can 
thus occupy the nucleus of a syllable. We have investigated the three varieties of TB. Our 
focus in this paper is the following: to what extent can we speak of voiceless obstruents as 
being syllabic nuclei? One way of answering this question is to determine if schwa is a 
segment at the level of phonetic representations of TB. We will examine through 
spectrography and video-endoscopy the presence or the absence of voicing or vowel gestures 
in sequences of voiceless obstruent clusters. A phonological argumentation will also be 
developed. 

 
 
 
 
 
 
 
 
 
 
 
 



Words without Vowels: Phonetic and Phonological Evidence from Tashlhiyt Berber 

 95 

2 Spectrographic analysis  
 

2.1 Method  

For the spectrographic analysis, the 23 forms listed in (1), consisting of widely attested verbs 
in TB, were produced by 7 male adult TB native speakers. These verbs only contain voiceless 
sequences:  

(1)   

Sequences of two voiceless obstruents : 

ks   “feed on” 
fk   “give” 

Sequences of three  voiceless obstruents : 
kst   “feed it on” 
kt   “give it” 
kks  “take off” 
s�f   “fade away” 
���  “operate” 

Sequences of four voiceless obstruents : 
����   “she operated” 
tk�f   “it is dirty” 
tfss   “she is quiet” 
fqqs   “irritate” 

Sequences of five voiceless obstruents : 
t�tft   “you crushed” 
tkkst  “you took off” 
!t�tft3  “you stole” 
kkstt  “take it off (fem)” 
tfs�t   “you cancelled” 
tqssf   “it shrunk (fem)” 

Sequences of six voiceless obstruents and more : 
sfqqst   “irritate him” 
tfktstt   “you gave it” 
tssk�ft   “you made it dirty” 
tkkststt  “you took it off (fem)” 
tftktstt   “you sprained it (fem)” 
tft�tstt   “you rolled it (fem)” 

 
We have taken into consideration the different varieties of TB and chosen our subjects 
according to their native TB subsystem. This breakdown is illustrated in Table 1 below: 

 
Table 1. The breakdown of the subjects according to their native TB subsystem : 

Subject Subsystem Age 
E Agadir 31 
H Agadir 26 
S Anti-Atlas 33 
B Anti-Atlas 30 
K Haha 63 
A Haha 28 
R Haha 30 

 

                                                 
3 “!” indicates that all the segments of the word are dorsopharyngealized. 
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Each subject produced each form in (1) at least three times. Only the first three utterances of 
each form were analysed using Unice software. We looked into the acoustic realizations of the 
items (1) to determine the presence or the absence of schwa vowels. 

 

2.2 Results and discussion 
 

A first result of our spectrographic data shows the predominance of the realizations of forms 
(1) with no voiced vocoids. Only 68 out of 465 utterances are realized with schwa vowels. 
Table 2 below summarizes these different realizations for each subject. 

 
Table 2. The realizations of schwa vowel in the utterances of 7 subjects. 

 
 

Agadir AA Haha 
 E H S B K A R TOTAL 

Fk 3 3 0 0 0 0 0 6/21 
Ks 3 3 0 0 0 0 0 6/21 
Fkt 3 3 0 0 0 0 0 6/21 
Kst 3 3 0 0 0 0 0 6/21 
Ft� 3 0 0 0 0 0 0 3/21 
Kks 2 0 0 0 0 0 0 2/21 
s�f 3 0 0 0 0 0 0 3/21 
Fqqs 0 0 0 0 0 0 0 0/21 
Tfss 3 0 0 0 0 0 0 3/21 
Tft� 3 0 0 0 0 0 0 3/21 
tk�f 3 0 1 0 0 0 0 4/21 
Tkkst 3 0 0 0 0 0 0 3/21 
Kkstt 3 0 0 0 0 0 0 3/21 
tfs�t 3 0 0 0 0 0 0 3/21 

t�tft 3 0 0 0 0 0 0 3/21 
Tqssf 3 0 0 0 0 0 0 3/21 
!t�tft 3 0 0 0 0 0 0 3/21 
sfqqst 3 0 0 1 0 0 0 4/21 
tssk�ft 3 0 0 0 0 0 0 3/21 
Tfktstt 1 -4 0 0 0 0 0 1/18 
tftktstt - - 0 0 0 0 0 0/15 
tft�tstt 0 - 0 0 0 0 0 0/18 
tkkststt - - 0 0 0 0 0 0/15 

68/465 

 

The number of the realizations with a voiced vocoid is indicated in the relevant box. Subject 
B, for instance, did not pronounce any schwa during his three realizations of the form fk (0), 
whereas subject E realised the same form with a schwa during his three utterances (3). 

The three subjects of Haha (K, A and R) never pronounced schwas within sequences 
of voiceless obstruents. For the Anti-Atlas (AA) subjects only two utterances contained 
schwas at the final position in the realizations of: tk�fe for S and sfqqste for B. By contrast, 
voiced vocoids are widely attested in the realizations of Agadir subjects: H and especially E. 
How should we explain this variation? Do these differences reflect a difference in the syllabic 
                                                 
4 This symbol means that the subject considers his three utterances to be incorrect. 
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structure between the different TB subsystems? Or do they reflect only individual variation? 
Before answering these questions, let us determine the distribution of these schwas in the 
realizations of E and H. Table 3 below sums up these distributions : 

 
 
Table 3. The distribution of schwa vowels in the realizations of  subjects E and H. 
 

 E H 
Fk Fke fke 
Ks Kse kse 
Fkt Fkte fkte 
Kst Kste kste 
Ft� ft�e --- 
Kks kkse 2/3 --- 
s�f s�ef --- 

tfss tfess --- 
���� 1/3 tfte� � ���

����e 
--- 

tk�f tk�fe --- 

tkkst tkkste --- 
kkstt kkste --- 
Tfs�t tfs�te --- 

t�tft t�tfte --- 

tqssf tqssfe --- 
! t�tft !t�tfte --- 

sfqqst 1/3 sfeqqst ; 
2/3 sfqqste 

--- 

tssk�ft tssk�fte --- 

tfktstt tfktstte 1/3 - 
 
 

Some important observations may be made from the data which we have presented so far. 
Firstly, the voiced vocoid is mainly attested at the end of the utterances. Subject H realizes all 
his schwas at this position. Schwa is attested at the medial position in only four items for 
subject E. Consider below, the spectrogram of the form fke as realized by H : 

 

 

 
Figure 1. A spectrogram of  fk « give ! » par H.

5 
 

 

                                                 
5 The horizontal grid lines in all the spectrograms mark divisions into KHz. 
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The presence of a schwa vowel in this form was also observed by Louali and Puech (1999a, 
Figure 2) “Figure 2 manifests the presence of a schwa vowel after the release of the stop, 
which then occupies the syllabic position.” (p. 39). Louali and Puech added that: “No vocoid 
is attested in the spectrogram in Figure 3 [for their form fkt] where the stop also occupies the 
syllabic position”6 (ibid). The fact that schwa is present in one form and absent in the other is 
not due to the syllabicity of the velar but to the final position the segment occupies. The velar 
stop is followed by a schwa vowel in Louali and Puech’s Figure 2 because it occupies the 
final position, a position which it no longer occupies in their form fkt. One should wonder 
why schwa is absent not after /k/ but rather after the final /t/. We will show below that this 
may be adequately accounted for by the fact that this segment is very unstable. The presence 
of schwa vowels at the end of some utterances7, especially after a stop, is attested in other 
languages. This is the case for instance of some French words (cap, bec etc.). The presence of 
this schwa aids the hearer to identify the final consonant, occurring in a naturally weak 
position, by placing it in a prevocalic position where cues to its place of articulation (burst, 
noise transient, formant transitions) will be present.8 

A second important observation is that the distribution of schwas may be particularly 
unstable even within one same subject. Consider for instance the two utterances of the form 
sfqqst as realized by E in a period of less than three seconds. As is shown in the Figure 2, a 
voiced vocoid is realized between /f/ and /q/ in the first utterance but word finally in the 
second. Not all the forms realized by E contain schwas. He may realize long voiceless 
sequences with no vowel at all. This is the case for instance for the items fqqs, tfktstt and 
tft�tstt. Below in Figure 3 we see a spectrogram of a sequence of 8 voiceless obstruents 
realized by E with no schwa vowel. 

 
 

    
Figure 2. A Spectrogram of two pronunciations of   Figure 3. A spectrogram of tft�tstt « you rolled it » by E. 
sfqqst « irritate him» by E . 

   

 

An additional important observation is that schwas occur mainly in the Agadir sub-system 
subjects. Does this mean that the syllabic system of this variety is different from that of the 
other varieties? This question merits thinking about especially since Coleman (1996) is based 
on some data uttered by a subject belonging to this area. My own judgement as a native 
speaker of Haha variety, having lived for a long time in Agadir, prompts me to consider this 
variations to be mainly due to the influence of Moroccan Arabic (henceforth MA) 
pronunciation. It is a known fact that TB speakers raised in Agadir or in any other Arabic-

                                                 
6 We have translated these two sentences from French. 
7 Compare the case of this schwa with the schwa in the Ath Sidhar Berber dialect spoken in the North of 
Morocco which never occurs word-finally. In this dialect, an epenthetic schwa, unlike in TB, is inserted in order 
to syllabify consonants which would otherwise remain unsyllabified (see Dell and Tangi 1992) 
8 Personal communication of N. Clements. 
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speaking city mimic the MA pronunciation considered to be more prestigious.9 Subject E, 
who lived in Agadir, may insert schwas to break up consonant clusters, but this is not 
acceptable for subject K, for example, who lived in a remote Berber village for more than 
thirty years before coming to France. This phenomenon is illustrated by the form s�ef, which 
is a MA loan word totally integrated in the TB lexicon. Subject E mimicked the MA 
pronunciation of this form with a schwa that must be pronounced in MA before the last 
consonant when realized in isolation. Consider the spectrogram of this item as realized by 
subject E and compare it with the spectrogram of the same form realized by a MA native 
speaker:10  

 

    
Figure 4. A spectrogram of s�ef « fade away » by E.    Figure 5. A spectrogram of   sxef   «  fade away  »  

by a MA native speaker. 
 

 

One last observation concerns voiceless schwas. Coleman’s and Louali and Puech’s claims 
don’t extend to these segments. None of our 7 subjects produces voiceless schwas. Our 
speakers either pronounce voiced schwas or no schwas at all. A voiceless schwa is a vowel 
with formants but which lacks the voicing bar. No such segment was detected through our 
spectrograms. The phonological argument which will be developed below also precludes the 
presence of this segment. 

To summarize, the acoustic analysis allows us to argue for the absence of schwa 
vowels in voiceless obstruent sequences. But this is not without exceptions. What we have 
shown in this section is that these exceptions fall into two classes. The first class of 
exceptions concerns the presence of schwa vowels mainly in the final position of the 
utterance. The presence of schwa in the periphery is considered to be a cue to identify the 
final consonant by placing it in a prevocalic position. The  second class of exceptions involves 
the internal schwas, whose presence is due to the influence of MA pronunciation. 

 
 

                                                 
9 See Dell and Elmedlaoui (in press), who have observed MA like schwas in the speech of the Chleuhs living in 
an Arabic-speaking city. Giving several examples for illustration, they observed that the command of TB tends 
to deteriorate and that adaptations from the dominant language are increasingly resorted to. 
10 The two other forms containing a schwa at the internal position in tfth and sfqqst  are all MA loan words. The 
other form with internal schwa tfss is a native TB verb that may be realized in two ways: tffis with a full vowel 
or a vowel-less tfss. These two realizations are in free variation. 
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3 Physiological arguments 

3.1 Method 

While the configuration of the glottis for voiceless consonants – especially voiceless aspirated 
stops – in CV, VCV and VC are well accounted for,  much work is still to be done for an 
understanding of laryngeal movements in more complex environments. TB, which allows 
long voiceless sequences, provides one of the most suitable fields for examining these 
laryngeal movements.  

The most convenient source of information on laryngeal movements in obstruent 
sequences is a series of articles published by Löfqvist and colleagues. In these articles, 
sequences of voiceless sounds in American English, Dutch, Swedish, Icelandic and Japanese 
were studied. Concerning Berber, this paper is the first attempt to deal with such topic in this 
language.  

One native speaker of Haha sub-variety of TB served as subject for this experiment, a 
30-year-old male.11 The video-endoscopic experiment was performed by means of a flexible 
nasofibroptic laryngoscopy (Olympus ENF P3) with video recording (25 frames/s).12 A 
fiberscope was inserted through the nostril of the subject. A camera Sony (XC–999 P) was 
fixed on the external side of the fiberscope which enabled us to  record a video film on a U-
Matic Sony tape recorder (VO-5800 PS). The internal side was stabilized a bit over the larynx 
which provided an immediate visualization of the dynamic behaviour of the laryngeal region. 
The laryngeal evaluation included the abduction and adduction movements of the vocal folds 
as well as inward and forward  movements of the arytenoid cartilages. A synchronization 
signal was recorded on one channel of the tape recorder for frame identification. The film was 
analysed by means of a PC using the programs Adobe Premiere and Adobe Photoshop. 

The corpus consisted of the same forms as for the spectrographic analysis (see (1) 
above). A supplementary data below was also recorded in order to have a view of the 
dynamic behaviour of the larynx during the production of some French and MA words. The 
aim is to compare the behaviour of the glottis during the production of French voiceless 
sequences (underlined sequences in (2) below) and MA words with the state of the glottis 
during the realization of TB items:13 

 
(2) French items 

�akstilo   “every pen” 

feliksf�R      “Felix Faur” 
 
(3) MA Items 

fse�   “He cancelled”  
fqqes   “irritate” 
 

Each item of (1), (2) and (3) was produced six times in isolation. The rest interval between 
consecutive items was approximately 2-3 seconds. Our data consists of 162 utterances. 

 

                                                 
11 I served as a subject for this experiment. My wish was to have at least three subjects, each representing one 
variety of TB, but all the persons I contacted showed little motivation to take part in the experiment. This is 
certainly due to the nature of the experiment, which may seem somehow repugnant. 
12 These recordings were made at Laennec Hospital in Paris, with the cooperation of Doctor Lise Crevier. 
13 Notice that the sequence kst in �akstilo is identical to the TB item kst “feed it on” and that fqqes exists also in 
TB but with no schwa vowel. This item originates from MA. 
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3.2 Results and discussion 

The difference between vowel-less obstruent sequences and sequences with a schwa vowel 
can be easily observed by means of video-endoscopy. The two figures below give an 
immediate visualisation of one state of the glottis during the production of a voiceless 
obstruent sequence (Figure 6) and one state of the glottis during the production of fse�, a MA 
item having a schwa vowel before the final consonant (Figure 7). 

 

       
 

Figure 6. One state of the glottis for TB [tssk�ft].14              Figure 7. One state of the glottis for MA [fse�]. 
 
We have observed very similar laryngeal movements during the production of items (1). At 
the initial position, the glottis is widely open. This configuration is identical to the one in 
Figure 6 above. As is shown in Figure 1215, for the form tfs�t, for example, the state of the 
glottis for the closing (or onset) phase of the oral stop /t/, which corresponds to the first 
image, can be described as having an abducted glottis, abducted vocal folds and abducted 
arytenoid cartilages. The glottis maintains this quasi static position of opening during the 
period of the utterance of the whole cluster. This configuration of the glottis is the same for all 
the utterances of the 23 clusters of voiceless obstruents we have analysed, regardless of the 
number of consonants they have (see Figure 14 for tftktstt, a sequence of 8 voiceless 
obstruents). All these forms show an uninterrupted devoicing through the sequence. When the 
arytenoids are this far apart the vocal folds can not be set into vibration.  

We have also observed a general tendency to lower the glottis towards the end of each 
statement. There is also a general tendency to bring the vocal folds closer, but still not 
adducted, at the end of each form. The arytenoid cartilages remain separated. This tendency is 
not due to the nature of the final consonants since it is attested after stops as well as after 
fricative segments as is shown in Figures 12 and 13. A parallel may be drawn between this 
observation and the fact that certain subjects may realize schwas at the end of the utterances. 
We might consider that this tendency may attend a further degree of glottal closing to reach a 
vocalization phase for certain subjects as  is the case for H, E, B and S.  

As outlined above, we have examined some French voiceless sequences and compared 
them with TB items. This experiment was designed to investigate further evidences proving 
the absence of vowel gestures in TB voiceless sequences. Another purpose was to provide 
some more observations of the laryngeal movements in the two languages.   

The French sequence /k#st/ shows an interrupted devoicing through the sequence. The 
same observation showing separation of the vocal folds occurs in TB kst. Below, two states of 

                                                 
14 If a single segment is underlined, as is the case in Figure 6, the image shows a frame corresponding to a 
medial portion of that segment, and if two segments are underlined, it shows a frame at the transition between 
the two.  
15 The Figures 12 to 19 are in the Index. The primes in these figures indicate the closing phase as in [‘t] and the 
release phase as in [t’]. 
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the glottis during the production of the two sequences.  Both images correspond to the onset 
phase of the final stop /t/ (see Figures 15 and 16 for a visualization of the whole sequences). 

 
 

    
 

             Figure 8. One state of the glottis during the                 Figure 9. One state of the glottis during 
             production of TB [kst].                   the production of French [�akstilo]. 
 
 

Differences between the two sequences can be detected. Our observations show that the 
degree of glottal opening is not the same in the two forms. In TB kst the glottis opening is 
wide and maintains this degree through the whole sequence.16 In French /k#st/ however, the 
glottis is slightly open during the onset and the closure phases of the stop /k/ and opens 
gradually to reach its maximal width at the onset phase of the final /t/ then starts closing 
gradually.  

As we have pointed out earlier, clusters of voiceless consonants provide one of the 
most suitable fields for examining the processes of coarticulation and coproduction at the 
laryngeal level by examining how the simple ballistic-looking pattern of abduction-adduction 
found in singular consonants followed by a vowel is modified when sequences of voiceless 
consonants occur. One important issue to examine is the relative extent of anticipatory effects.  

In analysing sequences of voiceless obstruents followed by a vowel such as French 
/k#st/ in �akstilo, we have observed that the glottis moves gradually to a closing phase during 
the realization of the dental /t/ which is followed by a vowel. We believe that this an 
anticipating effect of the following vowel. The glottis seems to anticipate the closing gesture 
necessary for the realization of a vowel. We have observed the same phenomenon in TB 
sequences of voiceless obstruents followed by a vowel such as tsskti “she reminded” in Figure 
19.17 As we shall see below, the same anticipating effect is observed in MA items as well. 

So far different arguments have been developed showing the absence of vowel 
gestures in TB voiceless items. One last argument is provided by the comparison of the two 
realizations of the forms fqqs. As is outlined in the acoustic section, some TB items are MA 
loan words. fqqs is one such item. In MA, an epenthetic schwa is inserted before the last 
consonant. Such vowel does not exist in TB. Figure10 below shows a clear vowel gesture and 
thus voicing after the occlusion of the geminate stop /qq/ in the MA fqqes. Whereas in Figure 
11, no such vocalic gesture is attested either in this position or elsewhere in the sequence (see 
Figures 17 and 18 in the Index for the whole sequences of the two forms). 

                                                 
16 The observation deduced from this material suggests a slightly different picture from the observations of 
Löfqvist and Yoshioka (1980) who argued that: “There is little, if any evidence that the glottis ever opens and 
maintains a static position in speech.”  
17 The fact that the glottis anticipates the realization of the following vowel is more obvious when we compare 
the final /t/ in the two Figures 14 and 19. 
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      Figure 10.  One state of the glottis during          Figure 11. One state of the glottis during 
      the production of MA [fqqes]. /            the production of TB [fqqs]./ 
 

The anticipatory effect observed in French and TB items is also attested in MA. In fact, after 
the maximal opening of the glottis maintained from the beginning of the utterance until the 
onset phase of the geminate /qq/, the glottis closes gradually to reach a maximal closing after 
the occlusion of the stop.  

In French /k#st/, the velar stop is preceded by a vowel as in �akstilo. In the MA item 
fqqes, the fricative /s/ is also preceded by a vowel. The laryngeal movements are not the same 
for the two segments. In MA, we observed that the onset of glottal opening is very early with 
a maximal opening immediately after the vowel (see Figure 18). In French, the opening is 
rather slow and the glottis opens gradually before reaching a maximal opening after at the 
onset phase of the final /t/. One possible reason for these differences is due to the nature of the 
two consonants following the vowel: a stop /k/ in the French item and a fricative /s/ in MA.18 
In fact, there is a fairly widespread finding in literature that abduction is more rigorous in 
fricatives than in stops. Our observations are consistent with the observations of Löfqvist and  
Yoshioka (1980) and Yoshioka et al. (1981) using respectively Swedish and American 
English as well as with other literature findings19. Löfqvist and McGarr (1987: 399) (cited in 
Hoole 1997) discuss reasons for the larger glottal gestures in fricatives: “The larger gesture 
for a voiceless fricative is most likely due to the aerodynamics of fricative production, in that 
a large glottal opening not only prevents voicing but also reduces laryngeal resistance to air 
flow and assists in the build up of oral pressure necessary for driving the noise source.” 

To summarize, our physiological observations show the absence of vocalic gestures in 
all the utterances of the 23 forms analysed. All these forms show separation of the vocal folds 
and the arytenoid cartilages. Just as there are no vowel gestures in French voiceless 
sequences, so is the case in TB. The particular laryngeal configuration in French sequences is 
believed to be mainly due to anticipatory effects. The comparison with MA items shows a 
clear difference between a sequence having a schwa vowel and a sequence deprived of any 
vocalic gesture.  Various observations either in accord or in disaccord with some literature 
findings are also deduced. These observations will be dealt with in some detail in forthcoming 
studies. 

4 Phonological argumentation  

The phonological analysis is based on the behaviour of vowels with respect to the 
phonological rule of assibilation according to which the dental stops /t/ and /d/ become /s/ and 
/z/ respectively. The dental stops maintain their occlusion when they are immediately in 
contact with a coronal consonant e.g. /itri/ ��itri  “star”. When the dentals are separated from 
the coronals by one of the vowels /a, i, or u/, the process of assibilation operates e.g. /tura/ ��

sura “she wrote”. The aim of the phonological analysis is to check the behaviour of dental 

                                                 
18 The maximal glottal opening tends to coincide with the location of [s] in French as well (see Figure 16). 
19 See Hoole (1997) for a summary of this literature and the references therein.  
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stops when separated from other coronal consonants, according to certain analyses and 
transcriptions, by the vowel [e]. Our analysis is based on the data analysed by Louali-Raynal 
(1999). We have chosen this data on purpose so as to compare easily her conclusions with the 
conclusions the same author published in another work (Louali and Puech 1999b) on 
syllabification in the same variety of TB.  

A general claim is that schwa is invisible in regard to all relevant phonological 
processes and constraints in TB. For example, it is invisible in regard to assibilation. 
Assibilation is a phonological process attested in the Anti-Atlas variety whereby dentals /t/ 
and /d/ are realized as sibilants [s] and [z] respectively: 
 

 (4) /tifawt/    sifaws  light 
/tabawt/   sabaws  bean 
/tafukt/   safuks  honey 
/tilkit/    silkis  louse 
/tirgit/    sirgis  embers 
/tismegt/    sismegs  slave  

 

 

The dentals maintain their occlusion when they are in contact with another coronal segment: 
 

(5) /adrar/  adrar  mountain 
/itri/  itri  star 

 

 

The maintain of occlusion does not operate across the vowels /a, i, u/:  
 

(6) /tura/  sura  she wrote 
/idurar/  izurar  mountains 

 /issuda/  issuza  she rode 
/tarwa/  sarwa  children 
/tirγi/  sirγi  heat 

     
 

Louali-Raynal (1999) provided the verb below for illustration. This form according to her 
transcription contains a schwa vowel20: 
 

(7)   terkez  she wore 
 

Let us suppose that this vowel exists and that /trkz/ contains a schwa between the coronal 
clusters /t/ and /r/. The schwa here should normally make assibilation possible since /t/ and /r/ 
are not adjacent. If assibilation took place in (7), it would be pronounced in a way that should 
be represented as serkez in the transcription of Louali-Raynal. But this is not the case, the 
dental /t/ maintains its occlusion. If we admit the presence of a vowel [e] in this form, we 
should then explain why vowels /a, i, u/ don’t obstruct assibilation as in (6) while the vowel 
[e] does. This problem does not appear in our analysis in which [e] is not a segment of TB.21  

The comparison with some Berber dialects which contain a vowel [e] is very 
instructive. The Beni Iznassen Berber dialect spoken in the North of Morocco spirantizes the 

                                                 
20 In many works on Tashlhiyt and not only in Loauli-Raynal (1999), consonant clusters in this environment are 
as a rule separated by a schwa. 
 

21 The argumentation developed here concerning assibilation is analogous in its principle to that of F. Dell and 
M. Elmedloui (2000). Their argumentation makes use of  regressive devoicing. 
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dental /t/ except when preceded immediately by /m/22 as is shown by the data below (from El 
Kirat 1987: 216): 
 

(8)   �andamt  regret 

   ��umt  ditrict 
 

When the schwa separates the labial /m/ from the dental, spirantization takes place: 
 

(9)   l�e�me� work 

   l�ekme� magical power. 
 
Unlike in TB, the surface representations of Beni Iznassen Berber contain a vowel [e] which, 
by separating the dental /t/ from the labial /m/, makes spirantization possible23. 

 

5 Conclusion 
 

The different arguments we have developed so far prove that schwa is not a segment at the 
level of phonetic representations in TB. The acoustic arguments showed the predominance of 
realizations of long sequences of voiceless obstruents with no schwa vowel. The presence of 
this vowel in the final position of some utterances is believed to be a cue used for the hearer 
to identify the final consonants by placing them in a prevocalic position. Its presence in the 
internal position is due to the influence of MA. The physiological arguments exclude the 
presence of vocalic gestures in these sequences, where the vocal folds and the arytenoid 
cartilages remain widely separated and the glottis clearly open. The possibility of the presence 
of a voiceless schwa is excluded by our phonological analysis. No vowel, be it voiceless, 
separates dentals and coronals in our data. This paper shows that many TB words lack 
phonological or phonetic vowels. Since no vowel exists in the forms similar to (1), any 
consonant may then occupy the position of a syllable nucleus, even a voiceless stop. Relying 
on these conclusions, we are conducting a study to determine if the syllabic consonants have 
some phonetic properties that differentiate them from their non syllabic counterparts.  

 

 

 

 

 

 

 

 

 

 

                                                 
22 Spiratization is inhibited as well when preceded by /l, n/.  
23 The argumentation developed here does not take into account a possible rule of schwa epenthesis which, if it 
exists, may follow and thus counterfeed the rule of assibilation. On the absence of schwa epenthesis in TB, see 
Dell and Elmedlaoui (1996).  
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1 Introduction 

This article presents new experimental data on the phonetics of syllabic /l/ and syllabic /n/ in 
Southern British English and then proposes a new phonological account of their behaviour. 
Previous analyses (Chomsky and Halle 1968:354, Gimson 1989, Gussmann 1991 and Wells 
1995) have proposed that syllabic /l/ and syllabic /n/ should be analysed in a uniform manner. 
Data presented here, however, shows that syllabic /l/ and syllabic /n/ behave in very different 
ways, and in light of this, a unitary analysis is not justified. Instead, a proposal is made that 
syllabic /l/ and syllabic /n/ have different phonological structures, and that these different 
phonological structures explain their different phonetic behaviours. 

This article is organised as follows: First a general background is given to the 
phenomenon of syllabic consonants both cross linguistically and specifically in Southern 
British English. In §3 a set of experiments designed to elicit syllabic consonants are described 
and in §4 the results of these experiments are presented. §5 contains a discussion on data 
published by earlier authors concerning syllabic consonants in English. In §6 a theoretical 
phonological framework is set out, and in §7 the results of the experiments are analysed in the 
light of this framework. In the concluding section, some outstanding issues are addressed and 
several areas for further research are suggested.  

 

2 Background 

In order to discuss syllabic consonants we must clarify what we mean by the term. First we 
must establish what is meant by 'syllabic', or indeed, 'syllable'. In trying to establish what 
indeed a syllable is, many phonologists have attempted to describe and explain the possible 
forms a syllable may take.  Typically a syllable is described as consisting of a vocalic centre, 
optionally accompanied by a consonantal onset or coda, either of which may be complex (cf. 
Selkirk 1982/1999:329, Blevins 1995:216). In most languages, every syllable has a vowel at 
its centre. However, some languages allow segments which are not traditionally classed as 
vocalic to form the nucleus of a syllable, for example the /�/ in /����/ 'button' or the /�/ in 
/����/ 'muddle', and it is these segments which are known as syllabic consonants. 

One survey (Bell 1978) cites 85 languages with syllabic consonants yet relatively little 
work has focused on their phonological or phonetic nature. Are syllabic consonants 
phonetically different from their non-syllabic counterparts? Can syllabic consonants be 
flanked by (complex) onsets or codas in the same way vocalic nuclei can be? What contextual 
restrictions are there on syllabic consonants? Answers to such questions will help refine our 
understanding of what it means to be a syllable. 
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(1) Examples of so called syllabic consonants 
[������]   'apron'   English   Bloomfield 1933:122 
[������]   'stirrer'   English   Bloomfield 1933:122 
[������] or [ha����] ‘to have’   German       Clark &Yallop 1995: 68 

[	
	�] or [	
	�n] ‘to look’   NE Dutch varieties 

[��tu]    ‘man’    Swahili         Clark & Yallop 1995:68 

[n���
�� ]     ‘big’    Yoruba          Clark & Yallop 1995:68 

[br �no]    ‘place name’   Czech     Roach 2000:75 

[��������]   ‘cut it’   Bella Coola   Laver 1994:240 

[�������	��
	�����]  ‘to close a door’  Nex Perce   Laver 1994:240 

[����3 ���4]   ‘you pinch (pl.)’  Quitepec Chinantex    Laver 1994:241 
 
In interpreting these transcriptions we must ask ourselves what do the different authors mean 
to represent with the syllabicity mark. It quickly becomes apparent that its interpretation 
varies from author to author, some making no distinction between �C and C 	 or even simply a 
C surrounded by less sonorant consonants, either at the phonological level or phonetic level 
(Houlihan 1973). We are still left asking a number of questions: Are syllabic consonants 
underlyingly (phonologically) vowel-consonant sequences? Could it instead be the case that 
(some) syllabic consonants attach directly and uniquely to the syllable nucleus? Do syllabic 
consonants actually have vowels of some sort associated with them on the surface 
(phonetically)? If so, are these vowels always present? These questions are important as they 
relate directly to discussions concerning what can and cannot occur in a nucleus, onset or 
coda, and thereby to the typology of the syllable. The answers to these questions are also of 
crucial importance to phonological theories where there are very strict conditions on syllable 
structure and the presence versus absence of epenthetic vowels. Such a phonological theory 
will be discussed in §6. 

 

2.1 Syllabic consonants in British English 

In British English it is widely recognised that different styles produce different phenomena 
with respect to syllabic consonants (Roach, Sergeant and Miller 1992). In semi-formal 
registers /n/, /l/ and /r/ may be syllabic, the latter only in some rhotic dialects. Such syllabics 
are found in post tonic stress positions and almost always1 before a morpheme boundary, for 
example [�
��	] 'bottle'  and  [�
��	��] 'bottling' (Roach 1991:79). Syllabic consonants in semi-
formal registers are often described as obligatory, in as much as it is deemed to be a 
mispronunciation to say, for example, [
��
��] rather than [
��
�	] for 'people' (Jones 1976:56). 

                                                 
1 It is indeed clear that the vast majority of syllabic consonants in this register are found immediately before a 
morpheme boundary (either word internally e.g. ‚buttoning’, or word finally e.g. ‚button’). However, there are a 
small number of cases where a potential syllabic consonant may appear word internally and not at a morpheme 
boundary. The first set of such cases consists of words such as  'present', 'Arnold', where according to Wells 
(2000) the /n/ in the former and the /l/ in the latter are typically pronounced as syllabic. A pilot study for this 
paper found that the final stops (i.e. following the potentially syllabic consonants) in these words were virtually 
always dropped in the register under investigation (potentially a result of the carrier sentence where target words 
were followed by consonant initial words cf. Cruttenden 1994:261). The second set of cases consists of words 
ending in [	
 ('-y') such as 'history', 'botany', 'chicory' and 'litany'. In these cases it is arguable that the '-y' is a 
separate morpheme on the grounds of alternations such as 'botany' ~ 'botanic' and thus the potential syllabic 
consonant is indeed adjacent to a morpheme boundary. However, this still does not help with 'chicory'. A third, 
disparate set of words is suggested by Rubach (1977:29) and includes 'cabinet', 'definite', 'obsolete'. Even if we 
accept Rubach's claim that these words contain syllabic consonants (he provides no phonetic evidence, and as we 
shall see below, syllabic [��] is rarely found after non-coronal consonants), it may be possible to claim that, 
although the endings '-et', 'ite', '-ete' and '-ute' may no longer be productive derivational morphemes, historically 
there is a morpheme boundary immediately following the potential syllabic consonant. 
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In fast and/or casual registers, /�/, /�/ and even obstruents have been claimed to be syllabic, 
arising through processes of assimilation and elision. Such syllabics can be found in pre stress 
positions and domain initially, and their syllabicity is entirely optional. Examples include 
[�	
���] (Roach, Sergeant and Miller 1992: 476), [
���	����] (Sivertsen 1960, quoted in Bell 
1978:185), [�	���] (Jones 1959, quoted in Roach, Sergeant and Miller 1992: 476), [�	��
�] 
(forgot) and [�	� ������] (not much) (Beaken 1971, quoted in Wells 1982:321). In neither 
semi-formal, nor fast/casual registers may syllabic consonants be themselves stressed2. 

In this paper I examine only syllabic /n/ and /l/ in semi-formal registers of non rhotic 
speakers of British English. In the following section I describe a series of experiments 
designed to investigate whether segments which are transcribed as syllabic consonants ever 
have vowels (schwas) associated with them, and how syllabic consonants differ from their 
onset and coda counterparts in terms of duration and formant characteristics. 

 

3 Experiment design 

3.1 Subjects 

In total the speech of eight subjects was investigated. All subjects were female, native English 
speakers with a university education reporting normal speech and hearing. All were naïve to 
the purpose of the experiment. 

 
(2) Subject Age  Linguistic background  
 1 (EW) 26  Has always lived in South London 
 2 (SH) 34  First 18 years Birmingham area 
 3 (EB) 26  First 18 years in Cornwall 
 4 (RA) 50  First 18 years in Wiltshire 
 5 (RF) 24  First 18 years in Co. Durham 
 6 (ES) 22  Has always lived in North London 
 7 (CL) 26  First 18 years Twickenham 
 8 (JB) 31  0-9 London, 9-18 Hertfordshire 
 
All subjects other than Nos. 2 and 5 spoke with a modified Southern British English accent 
showing close systemic similarities to RP English. Subject 2 spoke primarily with a Southern 
British English accent, although some vowels were monophthised in a manner atypical of 
Southern British English. Subject 5 spoke with a distinct North Eastern accent3. Initially 
attempts had been made to include only speakers of accents very similar to RP. This however 
proved impossible and so the only restriction placed on speakers was that they did not 
vocalize their /l/s as is typical of some English dialects ([�
��] for 'bottle'). 

                                                 
2 Whilst this generalization holds true for most dialects and registers, we may note that some analyses of General 
American /r/ argue that /r/ can be both syllabic and stressed in words such as 'bird' [����], curt [
���] 
(Bloomfieldian transcription). We also note the description given by Holder (1972) in Wells (1982:573) of some 
Guyanese English words which have final stress, including 'bottle' and 'table'. 
3 The results of this speaker at no time differed significantly from the results of other speakers. Thus, although 
her dialect was not that under main consideration, her results were nevertheless included in the final analysis. 
That her results did not differ significantly from those results for speakers with RP-type accents suggest that the 
results of these experiments may be extendable to dialects other than RP, although such a claim would clearly 
require considerable further research. 
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Due to circumstances beyond my control not all subjects were used for all parts of the 
experiment. The results concerning the distribution of syllabic /l/ and syllabic /n/  following 
singletons were drawn from subjects 1-6, as were the results concerning duration and quality 
of the syllabic consonants versus their non syllabic counterparts. The results for the 
distribution of syllabic /l/ and syllabic /n/ following clusters were drawn from subjects 2, 3, 7, 
and 8. 

 

3.2 Materials 

A list of disyllabic words potentially containing syllabic /l/ or /n/ was drawn up from Wells' 
(2000) Longman Pronunciation Dictionary, Rockey's (1973) Phonetic Lexicon and an online 
pronunciation dictionary, Beep4. One set of words contained potential syllabic consonants 
preceded by consonant clusters, whilst a second set of words contained potential syllabic 
consonants preceded only by singletons. In order to control for contextual effects, potential 
syllabic consonants were preceded only by /p/, /t/, or /k/ as singletons. Thus words like 
'suckle' and 'button' (potential syllabic preceded by  /p/, /t/, or /k/ singleton) were included 
whilst words like 'hovel' and 'oven' (potential syllabic preceded by singleton other than /p/, /t/, 
/k/) were not.  The consonant clusters in target words were restricted to (homorganic) nasal + 
(voiced or voiceless) stop clusters. Thus words like 'ankle', 'angle', 'Hendon' and 'Kenton' 
(potential syllabic preceded by nasal+stop cluster) were included whilst words  like 'coastal' 
and 'silken' (potential syllabic preceded by cluster other than nasal+stop cluster) were not. A 
list of monosyllabic words containing /l/ and /n/ in domain initial (onset) and domain final 
(coda) positions was also drawn up from the same sources. This included words like 'moon' 
and 'leaf', but not words like 'blue', 'end' or 'elf' (where /l/ and /n/ form part of clusters)5. Word 
frequency was not controlled for (to do so would have resulted in a very restricted set of 
usable words).  

Each target word was place within a carrier sentence ('How does _ translate?') to 
ensure that all target words occurred in the same prosodic context (i.e. within the word 
carrying main sentential stress) thus providing some control of durational effects due to 
syntax, semantics, emphasis and emotion (O'Shaughnessy 1981). The two lists were the 
combined and the sentence order then quasi-randomised such that sentences containing 
identical target sequences did not occur adjacent to one another. 

 

3.3 Procedure 

Each subject was asked to read the list of sentences three times at 'normal conversational 
tempo'6. Subjects were recorded onto minidisk in a sound proofed room using a Brüel and 
Kjær condenser microphone (Type 4165) and measuring amplifier (Type 2609). These 
recordings were digitised at 22,500 Hz using Goldwave and then imported in PRAAT where 
spectrograms for each sentence were produced and labelled. Labelling was done by visual 
inspection of the waveform and spectrogram, and by listening to the speech signal.  

                                                 
4 ftp://svr-ftp.eng.cam.ac.uk/pub/comp.speech/dictionaries/beep.tar.gz 
5 Words ending in /l/ preceded by a high front vowel (e.g. 'feel' or 'pail') were also excluded from this experiment 
because speakers often lack clear intuitions as to whether such words are monosyllabic or disyllabic. In the latter 
case, such words could be argued to contain syllabic /l/s. Whilst this is a potentially interesting area of further 
research it will not be further addressed in this paper.  
6 No specific measures were taken to control for inter-speaker tempo variation 
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The segmentation guidelines were as follows: Fricative-sonorant boundaries (e.g. [��� 
��� ����…]) were established at the offset of frication noise and the onset of higher amplitude 
components in the periodic part of the signal. Vowel-sonorant (e.g. [������]) boundaries were 
established by reference to discontinuities in the amplitude of the higher frequency 
components of the periodic signal, formant transitions and the presence of spectral zeros. 
Stop-sonorant and stop-vowel boundaries (e.g. [�
���] or [	
����]) were established with 
reference to onset and offset of voicing, and the presence of higher amplitude components in 
the periodic part of the signal. Thus aspiration after the stop release was not included in the 
vowel (or sonorant) duration (contra Umeda 1976).  

As can be seen in (3), a target consonant was labelled as syllabic if there was no 
evidence, either in the waveform or in the spectrogram, of a vowel of any sort. If there were 
visual cues to the presence of a vowel, as in (4), the target consonant was labelled 'post 
schwa'. In total 1705 sentences were recorded and labelled (some tokens were discarded due 
to noise interference on the recording e.g. speaker coughing or page turning). Duration and 
formant measurements were extracted7 and all results were analysed using SPSS, where the 
threshold of significance was set at 95%. 

 (3) An example of labelling a syllabic consonant: 'beaten' [�����	]8  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

                                                 
7 Data was extracted using a PRAAT script. A random sample of these results were checked by hand and found 
to be accurate. 
8 'C*' was my label for a syllabic consonant. Thus n* = [��]. 'C1' was my label for a post schwa consonant. Thus 
n1 = [n]. The onset of the preceding consonant is not marked. 
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(4)  An example of labelling a non syllabic consonant: 'spoken' [�
�����]  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

4 Experimental results 

4.1 Results concerning distributional data 

With regard to the distribution of syllabic /l/ and syllabic /n/ post singletons, both visual 
inspection and the results of statistical tests9 confirmed that /l/ was found to be syllabic 
irrespective of context, whilst the distribution of syllabic /n/ was context dependent, being 
found primarily only after /t/, and not after /p/ or /k/. 

 (5)  Distribution of syllabic /l/ after /p/, /t/ and /k/, based on data from subjects 1-6 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

                                                 
9 For discussion of the tests used see Woods, Fletcher and Hughes (1986) and Rietveld and van Hout (1993). 

Context 
Example token 

/t/ 
‘beetle’ 

/k/ 
‘vocal’ 

/p/ 
‘people’ 

Post Schwa 

Syllabic 
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The figures in (5) suggest that the distribution of syllabic /l/ is not random and a binomial 
statistic confirms that all distributions of syllabic /l/ deviate significantly from chance 
(p<0.001). Statistically there appear to be just significant differences between the three 
contexts, /p/, /t/ and /k/ (χ2 (2) = 6.261, p = 0.044). However, this chi-squared was obtained 
from a table where 50% of the cells have an expected count less than 5. As a consequence the 
value obtained for p may be inaccurately low and therefore what appears to be just significant 
is actually unlikely to be so. 

 
(6)  Distribution of syllabic /n/ after /p/, /t/ and /k/, based on data from subjects 1-6 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
The figures in (6) suggest that the distribution of syllabic /n/ is not random, and a binomial 
statistic confirms that all distributions of syllabic /n/ deviate significantly from chance 
(p<0.001). Statistically there are highly significant differences between the three contexts (χ2 
(2) = 93.914, p<0.001) and the pie chart patterns suggest that /n/ tends to be syllabic 
following /t/ and non-syllabic following /p/ and /k/. 

These results show the first difference in behaviour between syllabic /l/ and syllabic 
/n/, by suggesting that place of context influences distribution of syllabic /n/ but not of 
syllabic /l/. /l/ appears to be always syllabic when it is preceded by any consonant and 
followed by a word boundary, whilst /n/ must be preceded by a coronal consonant to be 
syllabic10,11.  

These results were supported by data from a  pilot study (642 sentences) based on 
speaker 1 with an expanded set of contexts (/
, �, �, �, �, �, �, �, �,  /): 

                                                 
10 It must be acknowledged that my results are statistical rather than categorical. Thus, for example, not all 
potential syllabic /n/s preceded by (homorganic) /t/ were actually realized as syllabic. One factor that may play a 
role in the realization of target consonants as syllabic is their relative frequency: it has been shown (Fidelholtz 
1975) that relative frequency can significantly influence vowel reduction (the more frequent a word, the more 
likely it is to show vowel reduction). This being the case, it may be demonstrable that frequency also plays a role 
in total vowel absence, in other words, in the distribution of syllabic consonants. As reported in §3 word 
frequency was not controlled for in this set of experiments. 
11 As (6) shows, /n/ is syllabic approximately 25% of the time when preceded by /p/ or /k/. Readers might be 
tempted to speculate that these cases actually represent instances of assimilation i.e. [���] instead of [���], and 
[
��] instead of [
��]. However, this potentiality was borne in mind when labelling and care was taken to listen to 
the precise quality of the nasal and to label it accordingly. Thus the figures in (6) should be interpreted as 
representing cases of syllabic and non syllabic /n/ only: no cases of assimilation were found, which is perhaps 
not surprising given the relative formality of the  recording environment and the standard descriptions that 
assimilation is more likely to occur in fast and casual speech than in formal speech (Roach, Sergeant and Miller 
1992). 

Context 
Example token 

/t/ 
‘beaten’ 

/k/ 
‘beacon’ 

/p/ 
‘deepen’ 
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(7) Place: Distribution of syllabic /l/ after expanded set of contexts, classified by place of 
articulation  (subject 1) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
With this expanded set of contexts we see that there is no statistically significant effect of 
place on the occurrence of syllabic /l/ (χ2 (2) = 3.99 p= 0.14). Again, this chi-squared was 
obtained from a table where 50% of the cells had an expected count less than 5, and thus it is 
likely that the value of p is inaccurately low.  

Turning to (8), below, again the data from this pilot study with an expanded set of 
contexts supports the conclusions reached on the basis of a restricted set of contexts. There is 
a highly statistically significant effect of place on the occurrence of syllabic /n/ (χ2 (2) = 
138.59, p<0.001) and the pie chart patterns show that it is primarily after homorganic i.e. 
coronal consonants that syllabic /n/ is found.  

 

 (8) Place: Distribution of syllabic /n/ after expanded set of contexts, classified by place of 
articulation (subject 1) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
A second asymmetry in the behaviour of syllabic /l/ and syllabic /n/ is evident in their 
distribution following nasal+stop clusters. Both visual inspection and the results of statistical 
tests confirmed that /l/ was found to be syllabic irrespective of context, whilst /n/ was found 
never to be syllabic, not even when preceded by a /nt/, i.e. homorganic cluster.  

 

Context 
Example token 

coronal 
‘sozzle’ 

velar 
‘beagle’ 

labial 
‘bauble’ 

Post Schwa 

Syllabic 

Context 
Example token 

coronal 
‘loosen’ 

velar 
‘pagan’ 

labial 
‘carbon’ 

Post Schwa 

Syllabic 
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 (9)  Distribution of syllabic /l/ after nasal+stop clusters (subjects 2, 3, 7, 8) 

 

 
 
 
 
A binomial statistic shows that all distributions deviate significantly from chance (p<0.001). 
For target consonant /l/ there are not significant differences between the three contexts (!2 (2) 
= 1.469, p = 0.480). 

 
(10)  Distribution of syllabic /n/ after nasal+stop clusters 

 

 
 
 

Again, for target consonant /n/, a binomial statistic shows that all distributions deviate 
significantly from chance (p<0.001) and that there are no significant differences between the 
three contexts (!2 (2) = 0.400, p = 0.819). This p may in fact be inaccurately low given that 
33.3% of  cells had expected counts of less than 5. 

To conclude this section, if we consider and compare the results concerning the 
distribution of syllabic /l/ and syllabic /n/ following both singletons and clusters as presented 
in (5), (6), (9) and (10) we note two different patterns of behaviour. When a potential syllabic 
consonant is preceded by a singleton, context in the form of place of articulation, does affect 
the distribution of syllabic /n/: /n/ will be syllabic if the context is coronal. The distribution of 
syllabic /l/, however, is not influenced by place of context. When a potential syllabic 
consonant is preceded by a (nasal+stop) cluster we see a different pattern of behaviour: /n/ is 
never syllabic, not even when preceded by a coronal cluster, whilst /l/ continues to be syllabic 
irrespective of context.  

 
 
 

Post Schwa 

Syllabic 

Labial Coronal Velar 

Labial Coronal Velar 

Post Schwa 

Syllabic 
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4.2 Continuous data results: durations and formant characteristics 

In this section I first present data regarding the mean duration and mean formant values for 
four different /l/ allophones: onset (word initial), coda (word final), syllabic and post schwa. 
We see that with regard to duration, coda /l/ is distinct from all other allophones, being 
significantly longer. With regard to formant values we see that onset /l/ is distinct from all 
other allophones, having a significantly lower F1 and higher F2.  

In the second set of data we see that /n/ allophones do not pattern like /l/ allophones 
with respect to duration: onset /n/ is significantly shorter than all other allophones. Formant 
values for /n/ allophones were not investigated; there are no major differences in articulation 
for the different allophones and nasal formants are highly variable from one speaker to the 
next because of anatomical differences (Stevens 1998). Given this, any formant data gathered 
would be difficult to meaningfully analyse.   

 

4.2.1 Results for /l/ 
 
(11) Summary of continuous data for /l/ based on subjects 1-6: Means (standard deviations) 

 
 
 

 
Syllabic 
(N=314) 

 

 
Post Schwa 

(N=10) 

 
Onset 

(N=114) 

 
Coda 

(N=116) 

 
Duration (ms) 

 

 
86 (18) 

 
70 (17) 

 
81 (17) 

 
116 (27) 

 
F1 (Bark)12 

 

 
4.62 (0.45) 

 
4.52 (0.36) 

 
3.90 (0.32) 

 
4.41 (0.59) 

 
F2 (Bark) 

 

 
9.03 (0.85) 

 
8.82 (0.41) 

 
11.13 (0.71) 

 
8.76 (1.46) 

NB. N = number of tokens 
 

In (11) there appear to be differences in mean duration of the different /l/ allophones. A (one 
way) ANOVA test confirms that there is an effect of target C allophone on mean duration, (F 
(3, 550) = 79.70, p<0.001). A Tukey post hoc test shows that the duration of coda /l/ is 
significantly longer than syllabic /l/, post schwa /l/ and onset /l/ (p<0.001 in each case). 
 
 
 
 
 
 
 
 
 
 
 
 
 

                                                 
12 All frequency measures are given in Bark (not Hz). The bark scale is perceptually more real than the Hz scale, 
and I have chosen to use it as I believe auditory perception to be at the heart of phonology (cf. Harris 2000). 
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(12)  Mean duration (in seconds) of /l/ allophones based on subjects 1-6 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
A Tukey post hoc test also shows that the duration of syllabic /l/ is significantly longer than 
post schwa /l/ (p=0.045). However, none of the other durational differences are significant. 

If we now consider the formant characteristics of the four /l/ allophones, there appear 
to be differences in the means of both F1 and F2. An ANOVA test confirms that there is an 
effect of target C allophone on mean formant  values (F (3, 550) = 69.13, p<0.001). Tukey 
post hoc tests show that the F1 of onset /l/ is significantly lower, and the F2 of onset /l/ is 
significantly higher than those of the other allophones (p<0.001 in each case). In other words, 
onset /l/ can be characterised as 'light' or 'clear', whilst coda /l/, syllabic /l/ and post schwa /l/ 
are 'dark', or velarized13, as can be seen in (13). 

 
(13) A plot of F1 against F2 for /l/ allophones based on subjects 1-6 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

                                                 
13 Quite what articulation gives rise to this acoustic quality is a matter of debate. See Cruttenden (1994) and 
Sproat and Fujimura (1993) for differing views. 
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4.2.2 Results for /n/ 
 
(14) Summary of durational data for /n/ based on subjects 1-6: Means (standard deviations) 

 
  

Syllabic 
(N=153) 
 

 
Post Schwa 
(N=171) 

 
Onset 
(N=116) 

 
Coda 
(N=114) 

 
Duration (ms) 
 

 
106 (20) 

 
98 (18) 

 
86 (24) 

 
102 (22) 

 
NB. N = number of tokens 

 
An ANOVA test shows that there is an effect of target C allophone on the mean duration of 
the four /n/ allophones (F (3, 550) 21.92, p<0.001) and a Tukey post hoc test shows that the 
duration of onset /n/ is significantly shorter than that of syllabic /n/, post schwa /n/ and coda 
/n/ (p<0.001 in all cases). Onset /n/ is on average 16 ms shorter than the other allophones of 
/n/ as can be seen in the graph below. 

 
(15) Mean duration of /n/ allophones based on subjects 1-6 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
A Tukey post hoc test also shows that the duration of syllabic /n/ is significantly longer than 
the duration of post schwa /n/ (p = 0.006), though none of the other differences in duration are 
significant.  

To summarise and conclude §4, what we have seen above is three ways in which 
syllabic /n/ behaves differently from syllabic /l/: (i) Distribution of syllabic /n/, but not 
syllabic /l/ is sensitive to the context's place of articulation; (ii) Distribution of syllabic /n/, but 
not syllabic /l/ is sensitive to the context's structural complexity i.e. whether or not it is 
preceded by a singleton or a cluster; (iii) The duration of syllabic /n/ is not significantly 
different from the duration of coda /n/ whilst it is significantly different from the duration of 
onset /n/. Syllabic /l/, on the other hand, is not significantly different from onset /l/ with 
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respect to duration, yet it is significantly different from coda /l/. Thus syllabic /l/ displays a 
mirror image pattern with respect to syllabic /n/. 

 

5 Discussion of phonetic data 

In this section I present data published by earlier authors on the durational and formant 
characteristics of different allophones of English /l/ and /n/ by way of comparison with my 
data above. This will lead to a discussion of the phonological value of durational and formant 
cues and the relationship more generally between continuous phonetic data and categorical 
phonological structures. 

The following data is taken from Barry (2000), Byrd (1993), Lehiste (1964), Sproat 
and Fujimura (1993) and Umeda (1976)14. Data presented above in (11) and (14) is also 
included here for convenience. 

 
(16) A comparison of /l/ allophone formant values: F1 and F2

15 

 
 Author Syllabic Onset Coda 

Toft 4.62  3.90  4.41  
Lehiste 4.35  3.08 4.57 

F1 (Bark) 

Barry - - - 
Toft 9.03 11.13  8.76  
Lehiste 7.15 8.21 7.21 

F2 (Bark) 

Barry 8.00 9.92 8.33 
 
(17)  A comparison of /l/ allophone formant values: F2 - F1

16
 

 
 Author Syllabic Onset Coda 

Toft 630 1146 606 
Lehiste 355 655 340 

F2 - F1 (Hertz) 

Sproat & 
Fujimura 

- 1077 657 

 

                                                 
14 The experiments from which data has been drawn varied in their scope and aims and thus are not directly 
comparable with my own data: data collection conditions (e.g. stimuli, speaker sex and number) vary from paper 
to paper. Barry (2000) is based on acoustic and articulatory (EPG) data  from 3 speakers of RP English for 
formant data and 2 speakers for duration data. Their sex is not specified. Byrd (1993) is based on acoustic data 
drawn from the TIMIT corpus (630 speakers of American English, with 974 tokens of syllabic /n/ and 9660 
tokens of non-syllabic /n/).  Lehiste (1964) is based on acoustic data from 5 speakers of Midwestern American 
English (sex unspecified).  Sproat and Fujimura (1993) is based on data from 5 speakers, 2 of which were 
female. One male informant is described as a 'speaker of British English with a fair amount of American English 
influence' whilst all other subjects were speakers of Midwestern American English. Umeda (1976) is based on 
data from 1 male speaker of American English. Only Lehiste and I use a regular sentence frame format; data 
from other authors collapses different prosodic and sentence positions for target segments. 
15 Lehiste and Barry actually quote their formant values in Hz. I have converted their values into Bark using the 
formula 7 ln (x/650 + √(1 + (x/650)2)) as used in the speech software PRAAT. The data quoted here from Barry 
specifically excludes prevocalic syllabic /l/ in order to ease comparison with my own data. 
16 This table is given in Hz as Sproat and Fujimura only provide F2-F1 values in Hz: to do so in Bark would be 
meaningless as the Bark scale is a logarithmic scale. The formula 650 sinh (x / 7), as given in PRAAT, was used 
to convert Bark values into Hz values. 
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The data in (16) and (17) concurs with descriptions given by Spencer (1995:214-6), Roach 
(1991:79) and Gimson (1989:202) who assert that syllabic /l/, like coda /l/ is always dark. 
However, before we adopt this claim wholesale we must consider the fact that, at least with 
respect to my own data, the dark quality of syllabic /l/ may be a construct of my experiment 
design17: due to the nature of the carrier phrase, syllabic /l/ was always followed by a 
consonant ('How does _ translate?'), and never by a vowel. Barry (2000) provides some 
evidence that, at least in RP English, syllabic /l/ is regularly 'light' and onset-like in its quality 
when followed by a vowel initial word, rather than a pause or a consonant initial word. Here it 
is worth noting that syllabic /l/ in Lehiste's data was followed by a vowel initial word (her 
carrier phrase was 'Say the word _ instead'), and still syllabic /l/ remained 'dark'. This may 
turn out to be a dialectal difference between the two Englishes (as, for example, in the case of 
intervocalic /l/ which is clear in RP and dark in GenAm, according to Wells (1982:74)).  

I believe that further investigation into the quality of a syllabic /l/ is worthwhile. 
Quality differences such as 'dark' and 'light' may provide valuable cues to the parsing of 
phonological strings. Such quality differences may demarcate prosodic boundaries and 
therefore these cues should have a place in the phonological representation. Given these 
assumptions it is vital to establish the quality of syllabic /l/ and whether or not this varies with 
context. 

Let us now turn to the issue of duration and its place in phonological representation. 
Clark and Yallop (1995:67), Jones (1959:136) and Price (1980) have claimed that duration is 
a cue to syllabicity; syllabic consonants are purported to be longer than their non syllabic 
counterparts. This claim, however, is not immediately substantiated by the data presented in 
(18) and (19) 

  
(18) A comparison of /l/ allophone durations18 
 

 Author Syllabic Onset Coda 
a. Toft  86 81 116 
b. Lehiste 253 - - 
c. Barry 81 95 78 

Duration (ms) 

d. Umeda - 66 - 
 

(19) A comparison of /n/ allophone durations19 
 

 Author Syllabic Onset Coda 
a. Toft 106 86 102 
b. Umeda - 71 (i) 81 (ii) 48 

Duration (ms) 

c. Byrd 80 59 59 
 
First, it is clear that duration of onset vs. coda sonorants i.e. the non-syllabic sonorants is not 
identical, with the exception of the data from Byrd in (19c). The process of domain final 
lengthening of consonants is well established in the literature (e.g. Crystal and House 1987a, 

                                                 
17 This was pointed out to me by Martin Barry (p.c.). 
18 This figure differs from the average duration quoted by Lehiste (actually 247 ms, p.31) in that it is calculated 
on the basis of the duration of syllabic /l/ when preceded by /p/, /t/ and /k/ only; Lehiste's average is based on 
syllabic /l/ preceded by 18 different obstruents but I have extracted the /p/, /t/ and /k/ values to assist comparison 
with my data. 
19 Two values for coda duration are quoted by Umeda. (i) = duration of coda /n/ when followed by a pause, 
whilst (ii) = duration of coda /n/ when followed by a vowel initial word. 
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Cutler et al 1997) and it may be that this can account for the longer coda durations in (18a), 
(19a) and (19bi). Whether syllabic consonants should be compared to their onset or coda 
counterparts is unclear. Given that syllabic consonants are inevitably domain final, perhaps 
codas do provide the best grounds for comparison. However, the results from (18a) and (19c) 
suggest that a direct comparison is not possible. Crystal and House (1987b) show that all 
consonants are lengthened under stress and it could be argued that this accounts for the data in 
(18a): my stimulus words for coda consonants were monosyllabic, whilst for syllabic 
consonants they were disyllabic and thus my coda consonants were elicited as part of stressed 
monosyllables while my syllabic consonants were not in stressed syllables (syllabic 
consonants are necessarily unstressed in English). In contrast, coda /n/s in Byrd (1993) are not 
restricted to monosyllabic stressed words (though no detail is provided as to how many tokens 
were indeed unstressed). 

So far all that is clear is that the data does not yet support the strong claim that all 
syllabic consonants are necessarily cued by longer durations. It may be that claims concerning 
the longer duration of syllabic consonants vis a vis their non syllabic counterparts are based 
on a comparison of syllabic consonants vs. non syllabic consonants in a cluster, though this is 
nowhere stated explicitly. Thus the two /l/s in e.g. [����	] vs. [�����] should be compared with 
each other rather than the two /l/s in [����	] vs. [����]. The collection of such data for English 
awaits further research, however, it is perhaps interesting to consider some already available 
data from Icelandic. 

Icelandic, much like English, has word final obstruent-sonorant sequences. However, 
whilst such word final sonorants are described as syllabic in English, they are not described as 
such in Icelandic (Ito 1987, Árnason 1980). 

 
(20) Some word final obstruent sonorant sequences in English and Icelandic 
 
English Icelandic 
/"
�/     apple /�
�/    strength  
/�"��/    battle /����/   downfall  
/#"��/   hackle /�$��/   bird  
/����/    button /%&��/   one  
 
If longer duration is a cue to syllabicity of consonants (Clark and Yallop, and Jones do not 
specifically restrict their claims to English) then the apparently non syllabic final sonorants of 
Icelandic should not be especially longer than their non syllabic word internal consonants. In 
other words, the /l/ in /�
�/ 'strength' should be no longer than the /l/ in /
�����/ 'blue', 
providing we can control for processes like phrase final lengthening. The following data is 
taken from Garnes (1976): 

 
(21) Sonorant duration in Icelandic  

 
Position /l/ /n/ 
Singleton onset [l]ög     98 ms [n]einn   76ms 
Part of word internal cluster of 
increasing sonority20 

ep[l]i   64 ms vak[n]a  69 ms 

Word final, post obstruent gut[l]   189 ms vat[n]     260 ms 

                                                 
20 pl- and kn- are both possible word initial onsets in Icelandic. However Garnes does not provide data for words 
with such onsets. 
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Whilst this data from Garnes must be treated with caution (her corpus contains no other words 
which either end in /tn/ or /tl/ or begin with a singleton /l/ or /n/), it would appear that word 
final post obstruent sonorants in Icelandic are considerably longer than their onset 
counterparts, either as singletons or as part of a cluster. One possible conclusion might be that 
Icelandic does in fact have syllabic consonants. Thus the claim that syllabicity is cued by 
duration could be maintained. Alternatively we could abandon the assumption that there is a 
direct relationship between longer duration and syllabicity. Clearly this is an area for further 
research. 

For now, however, it is to an explanation of the behaviour observed and described in 
§4 and §5 that we turn. In the following section I outline a phonological framework where 
there are severe restrictions on the syllable template and strict conditions govern the 
occurrence of epenthetic schwas. Using this framework, in §7 I then turn to an analysis of the 
data presented above. 

 

6 A phonological framework 

Government Phonology (GP) aims to provide a non-arbitrary account of phonological events 
by replacing the rule component of a phonology with a finite set of universal principles and 
parameters (contra Bromberger and Halle 1989). Paralleling Chomsky's 'principles and 
parameters' approach to the syntax of natural languages (Chomsky 1981, 1982, Culicover 
1997), the different phonological systems of languages are captured through different 
combinations of parameter setting. 

Like any school of thought Government Phonology also comes in a variety of flavours 
(for example, Harris 1994, Scheer 1998, Cyran 2000).  With regard to constituency I shall 
primarily be following work by Kaye, Lowenstamm and Vergnaud (1990), Charette (1991a) 
and Harris (1994) whilst with regard to melody my work shall be based on Harris and Lindsey 
(1995). 

 

6.1  Prosodic structure 

The only constituents available in Government Phonology are the Onset, the Nucleus and the 
Rhyme, each of which may be maximally binary branching (Kaye, Lowenstamm and 
Vergnaud, henceforth KLV, 1990:198-199). No 'syllable' constituent is recognised (KLV 
1990:200-201, Harris 1994: 45-46), but rather, domains are constructed of iterated Onset-
Nucleus pairs: neither a Nucleus, nor an Onset may form a domain on its own, nor may two 
Onsets (or two Nuclei) follow one another, without an intervening Nucleus (or Onset) (Harris 
1994:160). No 'Coda' constituent is recognised either (Kaye 1990a): Any word final 
consonant is instead attached to an Onset, which is necessarily followed by a (licensed, 
empty) nucleus (see below). 

Constituents are attached to the melody (i.e. segmental structure) via a timing unit, 
traditionally referred to as a skeletal point (Kaye 1989:125-139, Harris 1994:33-41). Thus 
phonological quantity, as manifested for example in the difference between light and heavy 
diphthongs, geminate and non-geminate consonants, and of course long and short vowels, is 
captured independently from both the prosodic and melodic tiers. To the best of my 
knowledge no work has been done within GP on establishing a relationship between the 
phonological and phonetic value(s) of skeletal points, in contrast to the now quite substantial 
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literature available on the phonetic interpretation of the mora (e.g. Beckman 1982, Hubbard 
1995, Barnes 2001). Thus one aim of this paper is to provide data for investigating this 
relationship between phonology and phonetics, specifically within a GP framework. Of 
course, whilst attempts at establishing a relationship between phonological structures and 
phonetic durations are, I believe, worthwhile, it remains clear that we must maintain a 
relational sense of time, and not an absolute one.  

 

6.2 Melody 

Language is primarily and auditory system of symbols. In so far as it is articulated it is also a 
motor system, but the motor aspect is clearly secondary to the auditory. In normal individuals 
the impulse to speech first takes effect in the sphere of auditory imagery and is then 
transmitted to the motor nerves that control the organs of speech. The motor processes and the 
accompanying motor feelings are not, however, the end, the final resting point. They are 
merely a means and a control leading to auditory perception in both speaker and 
hearer…Hence, the cycle of speech… begins and ends in the realm of sounds.  

(Sapir 1921:18-18, quoted in Harris and Lindsey 2000:185) 
 

Whilst the claim that linguistic units of sounds are decomposable into smaller units was 
adopted the best part of a century ago, the nature of these subparts remains a topic of 
discussion. In those approaches which adopt traditional features, such as [+/- front], [+/- 
anterior] as the smallest phonological units, articulation is elevated to unwarranted levels of 
importance given the wealth of evidence showing that speech production is parasitic on 
speech perception21. The primacy of articulation is undermined not least by the fact (all too 
often dismissed) that the same acoustic signature can be achieved by very different 
articulatory means.  

In contrast to many feature based approaches, Government Phonology takes seriously 
the relationship between phonological information and information in the speech signal. 
Sounds are composed of one or more monovalent elements, which although not in themselves 
acoustic events, are directly mappable onto gestalt patterns in the acoustic signal. 

 

 

 

 

 

 

 

 

 

 

 

                                                 
21 Consider, for examples, studies showing how acquired deafness and distorted auditory feedback can impair 
speech production e.g. Perkell et al. 2000.  
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(22) Elements in Government Phonology (Harris 1994:140, 1995:66) 

 
Symbol Acoustic Pattern and notes 
A Central spectral energy mass (convergence of F1 and F2). Present in 

uvulars and pharyngeals. 
I Low F1 coupled with high spectral peak (convergence of F2 and F3). 

Present in palatals and palatalized consonants. 
U Low spectral peak (convergence of F1 and F2). Present in labial vowels 

and consonants. 
@ Dispersed formant structure i.e. no salient spectral peak (a baseline on 

which other resonances are superimposed). Present in velar consonants 
R Set of formant transitions associated with coronals22 
h Aperiodic energy, the result of a narrowed stricture which produces 

turbulent airflow. 
? Abrupt and sustained decrease in overall amplitude, independently 

manifested as a glottal stop 
N Low frequency broad band murmur 
H High fundamental frequency, stiff vocal chords 
L Low fundamental frequency, slack vocal chords 
 
Whilst this maximal element inventory is considerably smaller than any standard feature 
inventory (10 vs. 22 subsegmental units23), thereby substantially constraining the number of 
predicted combinations (1023 vs. 4, 194, 304)24, work continues within the GP tradition to 
reduce the element set further (Jensen 1994, Ploch 1999)25. However, for the purposes of this 
paper I shall continue to use the 10 element set above, not least because any reduction in the 
set of elements risks also reducing the potential for directly mapping elements onto acoustic-
auditory cues. I propose the following representations for the consonantal inventory of 
English: 

 
 
 
 

                                                 
22 In fact, a single signature pattern for the element R has proved elusive, although see Kang's 1999  (non GP) 
work on the acoustic properties of coronals. An additional problem arises in proposing that coronality has an 
independent element on a par with others: the special properties of coronals (for example its propensity to 
assimilate) fail to be captured (Harris 1995:67-68). 
23 This total (22) is taken from Halle and Clements (1983). 
24 (210) -1 = 1023 (empty set is excluded from total), 222= 4,194,304 (no empty set, with all features fully 
specified). 
25 This work reminds us to ask what is it that we are trying to capture with our feature/element sets. If we are 
trying to capture and characterise all and only phonemic contrasts, we may be aiming to reduce the set of 
features/elements such that only about 100-150 combinations can be generated, given that the largest known 
inventories contain approximately this number of segments e.g. !Xu�, with 141 segments (Crystal 1987;165). If 
this is our aim, a 10 element system results in considerable overgeneration. If, however, we wish to characterise 
all cues  used in expressing these contrasts a larger set of combinations will be necessary. Quite how large a set 
of cues is necessary is a matter for empirical research: a universal set of acoustic-auditory cues is far from 
general acceptance (not least because of the historical bias towards articulation in phonetics and phonology). In 
reference to English Harris (1994) gives 10 cues, but more may be necessary to capture salient signal cues in 
other languages.  
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(23)  Internal representation of the consonantal inventory of Southern British English  

(broadly based on Harris 1994) 

 
Bilabial Labio-

dental 
Dental Alveolar Post-Alveolar Palatal Velar Glottal 

��
 

(@.U.�.h.H) ��
 

(@.U.�.h) 

  
��
 

(@.R.�.h.H) ��
 

(@.R.�.h) 

  
��

 
(@.�.h.H) ��

 
(@.�.h) 
 

 

    
����

 
(@.I.R.�.H) ����

 
(@.I.R.�) 
 

   

��
 (@.U.�.N)   

��
 

(@.R.�.N) 
  

��
 

(@.�.N) 
 

 

 
��
 

(@.U.h.H) ��
 

@.U.h) 

��
 

(@.R.h.H) ��
 

(@.R.h) 

��
 

(@.R.h.H) ��
 

(@.R.h) 

��
 

(@.I.R.h.H) ��
 

(@.I.R.h) 
 

  
��

 
(@.h) 

   
��
 

(@.R) 
 

��
 

(@.I) 

��
 

(@.U) 
 

 

   
��
 

(@.R.�) 
    

 
 
As can be seen from the table above, PEs often contain more than one element. However, 
there are certain restrictions on elemental combination (also known as fusion, and indicated 
by the symbol '.'). Universally each element may maximally occur once in any given 
expression. Each expression may also contain maximally one Head element: in principle any 
element may take the role either of Head (by convention the Head of a PE is underlined) or of 
Operator. Headedness represents the preponderance in the acoustic signal of the given 
element's signature over the signature of other elements26. The elemental composition of 
language specific sound inventories are established by examining the acoustic signal and 
matching the patterns observed with the patterns which represent different elements as 
described in (22) above. Thus, elemental composition is not stipulated but, at least in 
principle, established on independent grounds (Williams 1997). 

The element @ has special properties which warrant some discussion. It does not 
display the sort of active resonance properties that other resonance elements (A, I, U, R). 
Furthermore it is argued to be present in all expressions, although its auditory-acoustic 
signature is only manifested when @ is head of the given expression (Harris 1994:108-113). 
A PE that contains only @, as an operator, is known as an empty expression, and the nucleus 
to which such an expression is attached is known as an empty nucleus. Special principles 
govern the manifestation of such empty nuclei and these are discussed below. 

 

                                                 
26 This is in fact an idealised scenario, as empirical support for this claim has so far proved elusive. 
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6.3 Empty nuclei 

Many languages exhibit vowel-zero alternations. The vowels involved in such alternations are 
typically reduced, for example the alternation ' ~ ∅ in Moroccan Arabic (Kaye 1990b), and  � 
~ ∅ in French (Charette 1991a). In Government Phonology, vowels which have this special 
property of alternating with zero are argued to be underlyingly empty (or in terms of the 
theory of elements outline above, to contain only operator @) and their interpretation is 
subject to the Empty Category Principle (ECP) and concomitant parameters: 

 
(24) The Phonological Empty Category Principle  

(Charette 1990:235, precise wording here taken from Kaye 1995:295) 
 
A p-licensed (empty) category receives no phonetic interpretation 

 
There are four potential circumstances under which an empty category, or specifically here, 
an empty nucleus, can be p-licensed. 

 
(25) (Parametric) Conditions on p-licensing  

(Kaye 1995:295, precise wording here my own) 

 
A p-licensed (empty) category may receive no phonetic interpretation iff: 
i. it is magically licensed  
ii. it is within an Inter Onset governing domain  
iii. it is domain final 
iv. it is properly governed 

 
Magic licensing  (Kaye 1991) is concerned with nuclei preceding S+C clusters. As such it is 
not relevant to the discussion at hand and therefore no further consideration shall be given to 
it here. Inter Onset Government (Gussmann & Cyran 1998, Lee 1999) is a governing 
relationship which may, in languages where this particular parameter is ON, be contracted 
between two onsets separated by a nucleus if certain substantive constraints are met (see §6). 
The domain final parameter, referred to in (i) above, is ON in those languages which allow 
apparent word final consonants (e.g. English) and OFF in those languages where words may 
only end in vowels (e.g. Cayuvava, Hawaiian). Given that GP holds that phonological strings 
consist of Onset-Nucleus pairs, those words, which appear to end in consonants, actually end 
in a nucleus. This nucleus is empty (it has no melodic content) and because it is silent it must 
be (by stipulation) p-licensed. By convention, a p-licensed category is indicated by 
underlining. 
 

(26) Domain final p-licensing: representation of 'dog' 
 

 O N O N   A domain final  
 | | | |   p-licensed nucleus 
 x x x x 
 | | | 
 � 
 � 
 

Finally, an empty category may remain without interpretation if the conditions for Proper 
Government are met. 



The Phonetics and Phonology of some Syllabic Consonants in Southern British English 

131 

(27) Proper Government  

(Kaye 1995:295, precise wording here taken from Charette 1998:170) 
 
 A nucleus α properly governs and empty nucleus β iff: 
 i. α and β are adjacent on the nuclear projection 
 ii. α is not itself p-licensed 
 iii. α is not a government licensor (for its onset). 
 
(28) Government Licensing (Charette 1990:242) 

For a governing relation to hold between a non-nuclear head A and its complement B, A 
must be licensed to govern by its nucleus. 

 
The clause in (27iii) refers to situations where a consonant cluster intervenes between the two 
nuclei. Let us first examine the simpler case of Proper Government when the empty nucleus is 
preceded by a singleton. An underlyingly empty nucleus is realised as zero when it is properly 
governed by a following unlicensed nucleus. If Proper Government fails to apply the empty 
nucleus is phonetically interpreted. 

 
(29) Bulgarian singular ~ plural alternation (data taken from Cowan and Rakusan 1985) 

 
bob�r ~ bobri   ‘beaver’     lav�r ~ lavri   ‘laurel’   
kos�m ~ kosmi  ‘hair’      teat�r ~ teatri ‘theatre’ 
 
 
 
. 
 
 
 
 
 N1  N2  N3    N1   N2   N3 
 |  |  |    |  |  | 
O N1 O N2 O N3   O N1 O N2 O N3 

  |  |  |  |  |  |    |  |  |  |  |  | 
 x x x x x x   x x x x x x 
  |  |  |    |      |  |  |    |  | 
  b o  b [�]  r     b o  b   r  i 
 
Now let us consider the more complex case where a consonant cluster does intervene between 
the two nuclei. 

 

Proper Government fails. 
N2 and N3  are adjacent on the 
nuclear projection, but N3 is 
itself p-licensed. Consequently 
N2 is phonetically realised. 

Proper Government succeeds. 
N2 and N3 adjacent on the nuclear 
projection,  N3 is not itself p-licensed 
(we know this because it has melodic 
content),  and N3 is not preceded by a 
cluster. Consequently N2 receives 
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(30) Failure of p-licensing when consonant cluster intervenes. Fr. 'secret' 

 
 
 

 N1   N2   Proper Government fails 
 |   |   N1 and N2 are adjacent on the relevant      
                                                                  projection 
O1 N1 O2  N2   but an consonant cluster intervenes 

  | |  |   |   O2 requires a license to govern its complement  
 x x x x x   and this it gains N2 from, leaving N2 unable  
  |    |  |  |   to Properly Govern N1 
  s [�] k  r %   
 
Finally we note a third situation: that when a empty nucleus which could be properly 
governed and thereby p-licensed, is preceded by a consonant cluster. In such instances, Proper 
Government and Government Licensing interact, though the nature of their interaction is 
parametrically set. 

 
(31)  Parametric interaction of Government Licensing and Proper Government 

 
French: (word internally) only non p-licensed empty nuclei may act as Government 
Licensors 

 
         <librement> 'freely' [libr�mã], *[librmã] 

 N1   N2  N3   
 |   |  |  The conditions for Proper Government  
O1 N1 O2  N2 O3 N3  of N2 by N3 are met, but because of the 

  | |  |   | | |  parameter regarding the interaction of 
 x x x x x x x  Proper Government and Government 
  | |   |  |   | |  Licensing, N2 is nevertheless  
  l i b  r [�] m ã  phonetically realised. 
 

Polish: (word internally) p-licensed empty nuclei may act as Government Licensors 
 
 
           <ubrdac>, 'imagine'  

 N1   N2  N3  N4   [ubrdac], *[ubr�dac] 
 |   |  |  |  
O1 N1 O2  N2 O2 N3 O2 N4  The conditions for Proper 

   |  |   | | | | |   Government of N2 are met,  
  x x x x x x x x   and N2 may indeed remain  
   |   |  |   | | |   silent because of the  
   u b  r  d a c   different parameter setting in  
           Polish vis a vis French. 
 
What is interesting about the examples in (31) is the interaction of two principles of 
Government Phonology (for more details see Charette 1991b). We have spent some time on 
this interaction as we shall see a similar case of interaction, though between two different 
principles, when we come to the phonological analysis in §6 and  §7. 
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Overall it may be said that the key issue to have taken from this section is that there 
are strict principles governing the (non) interpretation of empty nuclei. Unless certain 
conditions are met empty nuclei are phonetically interpreted as reduced vowels, typically as 
schwa.  

7 Towards a phonological analysis 

As we saw above, 'syllables' in GP are made up of Onset-Nucleus pairs. Thus the 
syllabification of a world like 'button' necessarily includes a nuclear constituent between the 
/t/ and the /n/27. Furthermore, we have seen that GP has strict principles governing the non 
interpretation of nuclei; only p-licensed empty nuclei can remain without phonetic 
interpretation. Given this let us consider the predictions we can make concerning the 
realization of a word like 'button' 
 

(32) Phonological structure for 'button' 
 
 O N1 O N2 O N3 
 | | | | | | 
 x x x x x x  
 | | |  |  
 � � � ? � 
 
What can we predict about the (non) interpretation of N2? Are any of the conditions on p-
licensing met? If they are, we predict N2 to be silent. If none of the conditions on p-licensing 
are met we predict N2 to be phonetically interpreted.  

N2 is not domain final, so it is not p-licensed through parametrically set domain final 
p-licensing. N2 cannot be Properly Governed: it is followed by a empty nucleus which is itself 
p-licensed i.e. N3. N2 cannot be Magically Licensed (we are not dealing with an S+C cluster). 
Our only hope for meeting one of the conditions on p-licensing now lies with Inter Onset 
Government. 
 

(33) Inter Onset Government 

An Inter Onset Governing relationship may be contracted between an onset α and onset 
β iff: 
i) α and β are adjacent at the Onset Projection 
ii) α is a good Inter Onset governor and β a good Inter Onset governee, in terms of 
substantive constraints. 
 

Note 1: An Inter Onset governing relation may be head final (e.g. Korean, Heo 1994) or 
head initial (e.g. Polish, Gussmann & Cyran 1998). The direction of Inter Onset 
Government is parametrically set. 
Note 2: The substantive constraints on Inter Onset Government are similar to those for 
Constituent Government28 

                                                 
27 Of course we are assuming that /tn/ cannot form a branching onset on the grounds, for example, that no 
English word could begin /tn/. For a principled GP explanation of why this is not possible see KLV 1985.  
28 The precise nature of substantive constraints for Inter Onset Government is not yet entirely clear.  They may 
turn out to be linked to the direction of Inter Onset Government, head-final I-O government implicating 
Transconstituent-like substantive constraints, and head initial I-O government implicating Constituent-like 
substantive constraints (Toft 1999) but this is a subject for further research. For the purposes of this paper we 
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The substantive constraints on Constituent Government stipulate that the Governor be headed 
and more complex than the Governee, and that the Governor and Governee share at most one 
element other than the element @ (Kaye, Lowenstamm & Vergnaud 1990, Harris 1990). 
Given these constraints it is not possible for the /t/ and the /n/ in 'button' to enter into an Inter 
Onset governing relationship: the elemental representation of /t/ is (@.h.�. R. H)29, whilst for 
/n/ it is (@.R.�.N). The two expressions have  (@), (R) and (�) in common i.e. too many 
elements in common, and thus an Inter Onset Governing relationship is not entered into. For 
similar reasons Inter Onset Government is ruled out between the stop and the liquid in a word 
like 'bottle'.  

Here it is also worth noting that the acoustic result of Inter Onset Government (IOG) 
sounds very much like a branching onset30, and not like one consonant followed by a syllabic 
consonant. For example, one case in English where it has been suggested that Inter Onset 
Government may be at work is in the word 'chocolate', which is typically pronounce [��
����] 
but may be pronounced [��
�����] (Wells 2000:137). It is proposed that IOG is active when 
the former pronunciation is chosen, and inactive when the latter is opted for, thus resulting in 
an epenthetic schwa. What is interesting for us is that the [kl] sequence possibly arising from 
IOG does not sound at all like the /kl/ sequence where /l/ is syllabic, as in word like 'buckle'. 

We have now seen that none of the conditions are met for the p-licensing of N2 in 
(32): it is not domain final, it is not properly governed, it is not magically licensed, nor is it 
subject to Inter Onset Government. From this we can conclude that N2 must be phonetically 
realised, and our next question arises: How is this N2 phonetically realised? The results 
reported in §4 show that words containing a potential syllabic /l/ never contained a schwa, 
whilst words containing a potential syllabic /n/ either contained no schwa, when the /n/ was 
preceded by a coronal, or such words contained a schwa-/n/ sequence, when the preceding 
syllable ended in a non coronal.  

To explain this behaviour I propose the following structures for syllabic /l/ and 
syllabic /n/: 

 
(34) Structures for syllabic /l/ and syllabic /n/ 

 
  
 
 
 
 
 
 
 

Syllabic /l/, unlike non syllabic /l/ is attached directly to a nuclear constituent, whilst syllabic 
/n/ is attached to both a onset constituent, and the preceding nuclear constituent, as a result of 
spreading. Within Government Phonology literature, such a nucleus, which shares its content 
with a following onset is known as a pseudo-empty nucleus (Hawarth 1994, Charette 1998)  

                                                                                                                                                         
shall maintain the common assumption that (head initial) Inter Onset Government is subject to Constituent-like 
substantive constraints. 
29 When the /t/ is not normally released, as is often the case with stops preceding syllabic consonants, its 
elemental representation is (@.�. R. H) 
30 Or rhyme onset sequence, where IOG is head final. 
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This spreading takes place when the /n/ is Head Licensed by the preceding consonant. Head 
Licensing is established when two onsets, adjacent at the relevant projection, contain the same 
element as head. This gives syllabic structures for words like 'button' and 'bottle' as in (35 
a,b): 

 
(35a)  Syllabic representation of 'button' [����	] 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
(35b)  Syllabic representation of 'bottle' [�
��	] 

 
 
 
 
 
 
 
 
 
 
On what grounds do I make these proposals? First it is clear from minimal pairs such as 
'gambolling' [�"���	&�] vs. 'gambling' [�"���&�], 'finally' [��&��	�] vs. 'finely' [��&���], 'evening'  
(<vb. meaning 'to smooth') [�� �	&�] vs. 'evening' (time of day) [�� �&�], that syllabic /l/ and 
syllabic /n/ are not the same as their non syllabic counterparts. This rules out representations 
whereby syllabic /l/ and syllabic /n/ are directly and uniquely attached to an onset constituent, 
as is the representation of non-syllabic /l/ and /n/. 

The experimental results in §4 showed that for potential syllabic /n/ there is some free 
variation between [�	] and [��], irrespective of context. For example, following /t/, [�	] 
occurred 85% of the time, whilst [��] occurred 15% of the time. Additionally, the suffix '-en', 
one possible source for syllabic /n/, surfaces either as  [�	], as in [����	], or as [��], as in 
[�(�����], depending on the (coronal) place of the consonant preceding the suffix. The 
possibility for this variation to exist must somehow be captured in whatever representation is 
proposed for syllabic /n/. 

This variation can indeed be captured by proposing the structure for syllabic /n/ as 
given in (34), and in addition, a condition on the spreading of /n/: /n/ may only spread into the 
preceding nucleus when head licensed to do so by an onset adjacent at the relevant projection 
with the same element as head. When the onset preceding /n/ is not capable of head licensing 
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the /n/, no spreading takes place. In such circumstances, the intervening nucleus must still be 
realised, but in these cases it is realised as a default vowel, or in other words, as a schwa. 

 (36)  Syllabic representation of 'bacon' 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

As for why syllabic /n/ is never found following a nasal-stop cluster, even when that nasal-
stop cluster is coronal, there are two possible explanations: (1) some sort of OCP effect 
prevents the spreading of /n/ or (2) when a potential syllabic /n/ is preceded by a cluster, Head 
Licensing comes into conflict with Government Licensing (in much the same way as we saw 
Government Licensing coming into conflict with Proper Government in §5.3). In this conflict 
Government Licensing wins out as, I shall claim, a License to Govern cannot be given by a 
nucleus with content shared with other constituents. Briefly I consider each of these proposals 
in turn below. 

In the experiment described in §4 I investigated only nasal-stop clusters preceding 
potential syllabic consonants. Without evidence as to the behaviour of potential syllabics 
following other types of clusters e.g.  /st/ clusters as in 'crystal' or 'Houston', it is not possible 
to rule out some sort of OCP influence of the /n/ in the cluster on the potential syllabic /n/, 
forcing a schwa to occur between the two /n/s to separate them. I remain sceptical of this 
proposal as the two /n/s are not adjacent at any level, given the intervening stop consonant 
and therefore interaction would be unlikely, but until further experimental evidence is 
gathered the possibility of an OCP effects has to be entertained. 

As an explanation for the non occurrence of syllabic /n/ following a /nt/ cluster I 
would rather adopt an approach under which two licensing principles (Head Licensing and 
Government Licensing) come into conflict, the higher ranked of the two (Government 
Licensing) winning out. Government Licensing is concerned with the ability of a onset head 
to license its complement. In order for that head to license its onset, it must receive licence to 
do so. As we saw in §6.3 languages vary as to what may provide the licence to govern to a 
onset head (Charette 1990, 1991a). In some languages a p-licensed nucleus may act as a 
Government licensor (e.g. Polish), whilst in others only a realised nucleus, i.e. one with 
phonetic content, may act as a Government licensor (e.g. French). Thus occasions can arise 
when Proper Government and Government Licensing come into conflict and the solution 
depends on the language specific ranking of these two principles. I wish to extend these ideas 
in two ways (1) to propose that Head Licensing and Government Licensing can also come 

N2 must be phonetically 
realised, because the 
conditions for p-licensing are 
not met. N2 is realised as a 
schwa. 

/n/ is not licensed to spread, because it is preceded by a phonological expression 
which does not have the same element as head: /k/ has (@.�.h.H) as its internal 
representation. Crucially, this phonological expression is headed by the element 
@, not the element R. Thus /k/ and /n/ do not share the same head element, and 
the spreading of /n/ is not licensed. 
 

N1 

| 

| 

x 

/�/ 

O 

| 

| 

x 

/b/ 

O 

| 

| 

x 

/n/ 

N2 

| 

x 

O 

| 

| 

x 

/k/ 

N3 

| 

x 

 

 

| 

x 

/&/ [�] 



The Phonetics and Phonology of some Syllabic Consonants in Southern British English 

137 

into conflict in those languages where both principles are active, and (2) to propose that a 
licence to govern can be given by either a nucleus which shares its content with an adjacent 
onset, i.e. a pseudo-empty nucleus, or by a nucleus which does not share any content with an 
adjacent onset. In the latter case, the nucleus may contain either melodic content or be a 
genuinely empty (as opposed to a pseudo-empty) nucleus. A parameter setting decides which 
option is chosen. In English, the  parameter is set such that a nucleus which provides a license 
to govern must not be a pseudo-empty nucleus. 

 

(37) The interaction of Head Licensing with Government Licensing: the failure of a syllabic  
          /n/ to be realised after an /nt/ cluster. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

As for syllabic /l/, we saw in §4 that it is found after clusters as well as singletons. This is not 
surprising if we accept the proposals that syllabic /l/ is attached directly and uniquely to a 
nucleus. The PE representing syllabic /l/ is not shared, and thus when it comes to Government 
Licensing the head of the preceding cluster, no conflict arises, and syllabic /l/ may indeed 
follow the given cluster, unlike syllabic /n/ 

Reconsidering now to the representation of syllabic /l/, I propose that this segment be 
directly attached to a nuclear constituent. Theory internally to Government Phonology there 
are no restriction on the set of elements which may attach to either a nuclear or non-nuclear 
constituent (cf. the one mouth principle, Anderson and Ewen 1987, Clements 1991). Theory 
externally, however, we must, as an upshot of my proposal, ask ourselves whether it is 
legitimate to treat syllabic /l/ as a vowel.  

Let us consider definitions which have been made concerning what is and what is not 
a vowel or a consonant. A vowel can be defined articulatorily as involving no major stricture 
in the vocal tract (Ladefoged and Maddieson 1996:281), or acoustically as having relatively a 
long interval of periodic energy with three clear formants (Johnson 1997). Phonologically 
speaking, a structural definition is usually given for vowels: that which is found at the centre 
of a syllable, or acts as a syllable on its own.  On each of these grounds it could be argued that 
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/t/ and /n/ both have the element (R) as their head, and thus the conditions for 
Head Licensing are met. However /n/ does not spread, because the principle of 
Government Licensing, along with the language specific parameter that 
precludes a shared PE from providing the licence to govern, outranks the 
principle of Head Licensing 
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syllabic /l/ is indeed very vowel-like. Phonetically speaking, /l/ is the most sonorous of oral 
consonants, having vowel-like formant characteristics, and can indeed be produced without 
any occlusion (Ladefoged and Maddieson 1996). Syllabic /l/ is also vowel-like phonologically 
speaking: it may occur after any onset (recall that syllabic /n/ does not show this behaviour), 
and can indeed form a syllable on its own, as in 'bottle'.  Thus there seem to be no strong 
grounds for ruling out my proposal that syllabic /l/ is indeed attached directly to a nuclear 
constituent. Such an analysis would explain why no variation is seen in the realisation of 
potential syllabic /l/ (there is no 'space' in the syllabic structure, contrary to the case of 
syllabic /n/). 

According to my proposals syllabic /l/ is attached to one timing slot whilst syllabic /n/ 
is attached to two timing slots. In some sense, then, I would appear to be claiming that 
syllabic /n/ is longer than syllabic /l/. The data presented in (11) and (14) do appear to support 
the claim that syllabic /l/ and syllabic /n/ have different durational structures although it is 
clear that my data does not support any claim that syllabic /n/ is twice as long as syllabic /l/; 
in my data syllabic /n/ is approximately 20% longer than syllabic /l/ (this difference cannot be 
due to any inherent differences between /l/ and /n/, e.g. because of the different articulators 
involved, on the grounds that the difference between onset /l/ and onset /n/ is only 
approximately 6%). This prompts the questions as to how skeletal slots should be phonetically 
interpreted. An in-depth exploration of this issue is, unfortunately,  beyond the scope of the 
current paper but I shall briefly identify some of the issues that should be borne in  mind. 

No author, to the best of my knowledge, claims that all timing slots are equal. First of 
all there are the well known facts concerning onsets and their non-role in syllable weight 
calculation. GP researchers would not refute these facts, yet they maintain that skeletal 
positions are in fact attached to onsets. Thus, at some levels, such researchers must recognised 
that the skeletal slot attached to the [k] of [kat] is not the same as the skeletal slot attached to 
the [a] or [t] of that same expression. Some researchers  working within Moraic Phonology 
(e.g. Hubbard 1995) also recognise that not all moras are equal, making a distinction between 
syllabic/head moras (those attached to nuclei) and non-syllabic/weak moras (those attached to 
the rhyme/onset). Another issue that needs to be considered is the perception of duration. 
Whilst the difference between syllabic /l/ and coda /l/ or syllabic /n/ and onset /n/ may be 
statistically significant in the raw time dimension, it is not clear that such differences are 
perceptually significant. Finally, it may be the case that intrinsic segmental phonetic length is 
not cognitively represented at all, but is merely a by-product of either the acoustics or the 
articulation (cf. Fowler 1977), depending upon one's beliefs about the relative importance of 
these two spheres in phonology.  
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8 Conclusions 

In this paper I have presented the results of an acoustic investigation into the nature of 
syllabic /l/ and syllabic /n/ in Southern British English. These showed that syllabic /l/ and 
syllabic /n/ behave quite differently from each other, in at least three ways. The distribution of 
syllabic /n/, but not syllabic /l/, is sensitive to the place of articulation of the immediately 
preceding singleton consonant. A potentially syllabic /n/ is only actually realised as syllabic 
when preceded by a homorganic, i.e. coronal consonant. When /n/ is preceded by a non 
coronal consonant, the potential syllabic consonant is actually realised as /�n/. Syllabic /l/, on 
the other hand has no such restrictions on its distribution, for a potential syllabic /l/ is realised 
as a syllabic /l/ (distinct from a schwa-/l/ sequence) irrespective of the place of the preceding 
consonant. 

Secondly, the distribution of syllabic /n/ is also affected by the structural complexity 
of its context, i.e. whether or not it is preceded by a singleton or a cluster: if a potential 
syllabic /n/ is preceded by a nasal-stop cluster, the potential syllabic /n/ is always realised as 
/�n/, even when preceded by a homorganic cluster. Once again, syllabic /l/ behaves in a 
different way: a potentially syllabic /l/ is always realised as an actual syllabic /l/ irrespective 
of the place of the preceding nasal-stop cluster. Thirdly, with respect to duration syllabic /n/ is 
akin to coda /n/, both being significantly longer than onset /n/. Syllabic /l/, however, is not 
akin to coda /l/ in duration, but is rather significantly shorter than coda /l/, and approximately 
the same duration as onset /l/. 

In the second half of this paper I proposed that these differences in behaviour can best 
be explained by proposing differences in their syllabic structure. This is a new proposal, quite 
unlike those made by previous researchers. Chomsky and Halle, for example, proposed that 
syllabic /l/ and syllabic /n/ should have fundamentally the same  feature bundles: 

  
(38) Feature tables from Chomsky and Halle 1968:354 

 
      SONORANT    SYLLABIC  CONSONANTAL 
VOWELS     +   +    - 
SYLLABIC LIQUIDS   +   +   + 
SYLLABIC NASALS   +   +   + 
NON SYLLABIC LIQUIDS  +    -   + 
NON SYLLABIC NASALS  +    -   + 
GLIDES     +    -    - 
OBSTRUENTS     -    -   + 
 
Wells (1995), Gimson (1989) and Gussmann (1991) have also proposed that syllabic /l/ and 
syllabic /n/ be treated uniformly, both being underlying composed of a schwa+consonant 
sequence. 

I, on the other hand, propose that syllabic /n/ and syllabic /l/ be represented 
differently, on account of their different behaviours. If syllabic /n/ and syllabic /l/ are 
represented differently it is not surprising that they also behave different. The representations 
I proposed in (34) are here repeated as (39) for convenience: 
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(39) Structures for syllabic /l/ and syllabic /n/ 

 

 
  
 
 
 
 
 

 

 

By proposing that syllabic /l/ is attached directly to a nuclear constituent I capture that fact 
that potential syllabic /l/ is always realised as syllabic /l/ regardless of the nature of the 
preceding onset. As discussed in §7 above, there are no theoretical or definitional grounds for 
ruling out the interpretation of syllabic /l/ as a vowel. By proposing that syllabic /n/ is 
attached to a onset, and that this /n/ may spread when the conditions for head licensing are 
met, I capture and explain the variability of potential syllabic /n/, which is sometimes realised 
as [�	] and sometimes as [��], when preceded by a singleton. Finally I explain the non 
occurrence of syllabic /n/ after clusters by proposing that phonological expressions which are 
shared between two constituents are not able to provide a license to govern to the head of the 
preceding cluster. 

Questions which still remain to be investigated acoustically, and which may provide 
further answers to help with a phonological analysis include the role of voicing and manner in 
the distribution of syllabic consonants. Preliminary results from the pilot study of one speaker 
with an expanded set of singleton contexts suggest that voicing does not effect the distribution 
of syllabic /n/ (χ2 (1) = 0.12, p = 0.73), but does effect the distribution of syllabic /l/ (χ2(1) = 
5.50, p = 0.019). In addition these results suggest that the distribution of syllabic /l/ is not 
affected by the manner of the preceding singleton (χ2 (1) = 0.017, p = 0.896)31. With regard to 
/n/, whilst statistically speaking there is no significant effect of manner on the occurrence of 
syllabic /n/ (χ2 (1) = 3.520, p = 0.061), both visual inspection and the proximity of the p value 
to the arbitrarily set level of significance suggest that manner may play some role in 
distribution of syllabic /n/, with more occurrences of syllabic /n/ following fricatives rather 
than stops. These may provide fruitful ground for future research.  

 
 
 
 
 
 
 
 
 

                                                 
31 This chi-squared was obtained from a table where 50% of the cells have an expected count less than 5. As a 
consequence the value obtained for p may be inaccurately low.   
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(40) Role of voicing in distribution of syllabic /l/ and syllabic /n/ (subject 1) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(41) Role of manner in distribution of syllabic /l/ and syllabic /n/ (subject 1) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
In conclusion I have shown that syllabic /l/ and syllabic /n/ behave in ways which do not 
justify a uniform analysis. Instead I have proposed distinct syllabic structures and new 
interactions of well established principles in Government Phonology, providing an analysis 
which I believe can elegantly capture different behaviours of syllabic /l/ and syllabic /n/ in 
Southern British English. I have pointed out some areas for further research into the same 
topic and would hope to stimulate investigation into syllabic consonants in other dialects and 
languages. For example, it would be interesting to investigate syllabics in tapping dialects of 
English, where syllabic /l/ and syllabic /n/ have different effects on the preceding consonant: 

Post Schwa Syllabic 

N L

voiced 
‘oven’ 

voiceless 
‘roughen’ 

voiced 
‘sozzle’ 

voiceless 
‘pestle’ 

Post Schwa Syllabic 

N L

stop 
‘button’ 

fricative 
‘roughen’ 

stop 
‘bottle’ 

fricative 
‘pestle’ 
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when not part of a cluster, /t/ is flapped before syllabic [�	], but not before syllabic [�	] e.g. Am. 
Eng. [����	] but [�)��*�	] (Wells 2000). I also hope that this paper has shown how phonological 
insight can be informed by phonetic research. 
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Abstract 
In the research field initiated by Lindblom & Liljencrants in 1972, we illustrate the possibility 
of giving substance to phonology, predicting the structure of phonological systems with non-
phonological principles, be they listener-oriented (perceptual contrast and stability) or 
speaker-oriented (articulatory contrast and economy). We proposed for vowel systems the 
Dispersion-Focalisation Theory (Schwartz et al., 1997b). With the DFT, we can predict vowel 
systems using two competing perceptual constraints weighted with two parameters, 
respectively λ and α. The first one aims at increasing auditory distances between vowel 
spectra (dispersion), the second one aims at increasing the perceptual salience of each 
spectrum through formant proximities (focalisation). We also introduced new variants based 
on research in physics - namely, phase space (λ,α) and polymorphism of a given phase, or 
superstructures in phonological organisations (Vallée et al., 1999) which allow us to generate 
85.6% of 342 UPSID systems from 3- to 7-vowel qualities. No similar theory for consonants 
seems to exist yet. Therefore we present in detail a typology of consonants, and then suggest 
ways to explain plosive vs. fricative and voiceless vs. voiced consonants predominances by i) 
comparing them with language acquisition data at the babbling stage and looking at the 
capacity to acquire relatively different linguistic systems in relation with the main degrees of 
freedom of the articulators; ii) showing that the places “preferred” for each manner are at least 
partly conditioned by the morphological constraints that facilitate or complicate, make 
possible or impossible the needed articulatory gestures, e.g. the complexity of the articulatory 
control for voicing and the aerodynamics of fricatives. A rather strict coordination between the 
glottis and the oral constriction is needed to produce acceptable voiced fricatives (Mawass et 
al., 2000). We determine that the region where the combinations of Ag (glottal area) and Ac 
(constriction area) values results in a balance between the voice and noise components is 
indeed very narrow. We thus demonstrate that some of the main tendencies in the 
phonological vowel and consonant structures of the world’s languages can be explained partly 
by sensorimotor constraints, and argue that actually phonology can take part in a theory of 
Perception-for-Action-Control. 

1 Phonology in a substance-based linguistics 

Speech communication operates on two highly-structured levels, the system itself and its 
physical realisation. This is probably the reason why speech communication is so efficient 
compared to other communication means used by man or animal. The terms language and 
speech refer to these two levels, separated by Saussurean structural linguistics in form and 
substance, and reconsidered by generative grammar under the terms competence and 
performance. Throughout the 20th century, several axioms of the core of structuralist, and 
subsequently generativist, approaches have conditioned relationship between phonetics and 
linguistics: 

• the language/speech dichotomy; 

• the independence of these two concepts; 

• the primacy of language over speech.  
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This distinction is the result of a particular methodological approach. Linguistics, in order to 
make empirical data intelligible, separate the study of a sound system – its field of research – 
from the issue of its physical realisation, which may be variable and polymorphous (Ducrot & 
Schaeffer, 1995, p. 245). These methodological principles, cumulative in their effects, 
marginalised any attempt to reveal interactions between the major tendencies observed in the 
phonological systems of the world’s languages – their universals – and the articulatory and 
acoustic characteristics of their physical realisation. They isolated linguistics in a reductionist 
internalism and influenced the presuppositions which founded phonology. According to these 
principles, phonological units cannot be defined by subtantial properties but only with respect 
to their relative position within the system, and the question of their universality no longer 
arises. On the threshold of the 21st century, a number of approaches in contemporary 
linguistics and phonology are still characterised by a strong internalist approach, often 
presented as an advantage, and goes as far as outright refusal to take into account hypotheses, 
models, and results obtained by connected disciplines which have language and speech in 
their field of research. This rejection – to consider the evidence of relationship between form 
and substance – reiterated throughout this century, is perhaps a unique example in the history 
of the twentieth-century science: testing data and models, whatever their provenance, should 
form an intrinsic part of any scientific approach. 

In 1952, Jakobson, Fant, and Halle introduced, in Preliminaries to Speech Analysis 
(PSA), a new conception of phonology in linking phonemic features to acoustic correlates and 
speech perception. Even if their proposed features – which were too general and poorly 
quantified – have not really clarified the relation between form and substance, the relationship 
between phonology and phonetics interrupted for almost two decades was discussed anew. 

Generative phonology retained from PSA the idea of a universal system of binary 
features. In The Sound Pattern of English (SPE) in 1968, Chomsky and Halle replaced the 
traditional acoustico-perceptual specification by a universal phonetic representation, 
expressed in terms of more numerous articulatory features which were precisely defined and 
well-documented. This can be considered as a very important advance in the framework of 
phonetic description and relationship between form and substance. It might have been 
expected that generativist phonologists could have connected their work to articulatory 
measurements. In fact, the descriptive prolegomena of SPE have remained unfollowed, and 
the proposed features have not been used in phonological descriptions as a part of a pure 
symbolic formalism, as the authors themselves stated (Chomsky & Halle, 1968, p. 274). To 
compensate the lack of naturalism, Chomsky and Halle reintroduced the Theory of 
Markedness (inherited from the phonology of Trubetzkoy). More recently, the Optimality 
Theory was proposed to preserve those universal constraints which reveal the unity of 
language. For Prince and Smolensky (1993), the universal grammar can be essentially 
considered as a set of ordered constraints, often conflicting, which regulate the well-
formedness of representations from which individual grammars are constructed. These 
constraints are always active, and languages are then distinguished by the way in which 
conflicts are resolved. Once again, however, it is necessary to proceed with criteria which do 
not reduce the reasoning to a straightforward tautology. 

In fact, the Saussurean dogma taken up by Chomsky (1965): “The classical 
Saussurean hypothesis of the logical priority of the study of language (and of the generative 
grammar that describes it) seems almost incontrovertible” has not truly been called into 
question, except in 1972, with a new perspective that paved the way towards a whole new 
sweep of research called “substance-oriented” linguistics brought out by The Maximal 
Dispersion Theory (Liljencrants & Lindblom, 1972) and The Quantal Theory (Stevens, 1972). 
We place ourselves in these two approaches initiated in the seventies, using recent work on 
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the typology of sound structures (Vallée, 1994 ; Schwartz & al. 1997a ; Stefanuto & Vallée, 
1999), and trying to show that some of the tendencies refer to biological constraints on speech 
production and speech perception human systems, that is, to the substance, not to the form. 
Our aim is not to refute the existence of a formal phonological level with its intrinsic formal 
principles and rules, but to try to determine, and if possible quantitatively model, a set of 
constraints coming from the speech substance and capable of having played a part in the 
emergence of this formal system – and therefore to throw some lights on phonological facts 
which could sometimes appear arbitrarily. 

Since Lindblom, a number of elements are now available to integrate phonology in a 
substance-based theory called the Perception-for-Action-Control Theory (Schwartz et al., 
2002): “this theory should be able to show how the choice of speech units inside the 
phonological system may be constrained and patterned by the inherent limitations and 
intrinsic properties of the speech perception system – and its indissociable companion, the 
speech production system”.  The core of the proposal is that “a listener might follow the 
vocalisations of his speaking partner, in order perhaps to understand them, but at least 
certainly to imitate and learn: in other words, perception enables a listener to specify the 
control of his future actions as a speaker. On the other hand, […] the perceptual 
representations of speech gestures transform, deform, shape the speaker's gestures in the 
listener's mind, and hence provide templates that in return also help to specify the control of 
the speaking partner's own actions.”  

This approach is centred on the co-structuring of the perception and action systems in 
relation with phonology. However, the Perception-for-Action-Control Theory does not fall 
within the framework of both “an "auditory" theory in which the sensory-interpretative chain 
is considered independently of the patterning of sounds by speech gestures, in the search of 
some "direct link" between sounds and phonemes; and from a "motor" theory […] in which 
perception is nothing but a mirror of action, in the claim of a direct link between sounds and 
gestures.” 

The studies presented here are at the core of the relationship between phonology and 
perception for action control. We attempt to show that phonemes, vowels and consonants, are 
not obviously arbitrary phonological units: phonological systems are in part co-structured by 
speech perception and action. Considering that phonology should contain the set of formal 
structures characterising conscious mechanisms for speech control, it is only logical to 
assume that it is not independent of the ability of the speech production system to produce 
gestures, and of the speech perception system to recover and shape these gestures. This is the 
basis both of a theory we have developed for dealing with oral vowel systems, in the line of 
Lindblom's Dispersion Theory: The Dispersion-Focalisation Theory (DFT) presented in the 
following section, and of a set of suggested ways to explain plosive vs. fricative and voiceless 
vs. voiced consonants predominances then developed from our typological analysis based on 
UPSID phonological systems. In fact, we adopt an epistemological framework using 
“external” data to phonological description: speech production and speech perception 
constraints to which it is possible to add some data on ontogenesis and language disturbances 
(cf. MacNeilage, 1998). Following this approach initiated by Lindblom, models currently 
permit the prediction of the main tendencies observed in sound systems. It is thus possible to 
take a close look at the problem of phonological structures and their changes systematically, 
to establish a precise diagnosis of what can be attributed to speech production/perception, and 
to list the questions which must be addressed to linguistics and sociolinguistics instead. With 
such an approach, we do not fall into the trap of the weaknesses of an inductive approach 
which consists in inferring general laws from isolated observations and can lead us to the 
error of presupposing the conclusion. We finally illustrate and discuss the inescapable fact 
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that the relationship between phonology and phonetics has to constitute a research field of 
linguistic sciences. 

2 The weight of phonetic substance in vowel structures 

2.1 Prediction of the phonological structure of vowel systems: the DFT 

2.1.1 General principles 
Since the beginning of the 70s, several proposals have been made to predict the phonological 
structure of vowel systems with non-phonological principles, be they listener-oriented 
(perceptual contrast and stability) or speaker-oriented (articulatory contrast and economy). 
The so-called “sufficient perceptual contrast” theory (Lindblom, 1986) provides the best 
global fit with phonological data. However, to overcome its two main problems (that is, the 
excessive number of high non-peripheral vowels in the model predictions and the 
impossibility to predict the [�����] series within the high vowel set), we proposed at ICP a 
theory based on two principles, that is dispersion and focalisation. These principles specify 
two basic properties that vowel gestures should have in order to provide a viable sound 
system for communication. Firstly, gestures should provide sufficiently different acoustic 
patterns to allow the perception system to be able to recover them without confusions or 
ambiguities: this is dispersion. Secondly, they should provide salient spectral patterns 
(formant convergence in vowel spectra), easy to process and characterise in the ear: that is 
focalisation. While auditory dispersion is a classical concept, focalisation is a principle 
introduced by ourselves (Schwartz & Escudier, 1987, 1989). The Dispersion-Focalisation 
Theory (DFT) (Schwartz et al., 1997b) allows us to predict vowel systems through a 
competition between two perceptual costs: for a given number of vowels, the most frequent 
system in the world’s languages is supposed to be obtained by minimising a global criterion 
combining a structural dispersion cost and a local focalisation cost.  

2.1.2 Implementation 
Each vowel is characterised by the formants of its spectrum, that is F1, F2, F3 and F4, 
expressed in a perceptual Bark scale. The (F2, F3, F4) set allows to compute an integrated 
“effective perceptual formant” F'2. In the Dispersion-Focalisation Theory (DFT), we define a 
vowel system by a set of vowels in the maximum available formant space and we associate to 
each system an energy function consisting of the sum of two costs, namely a structural 
dispersion cost based on inter-vowel perceptual distances – computed through an Euclidean 
distance in the (F1, F'2) space, and favouring large inter-vowel distances – and a local 
focalisation cost based on intra-vowel perceptual salience, which aims at providing perceptual 
preference to vowels showing a convergence between two formants, that is, vowels with close 
F1 and F2, F2 and F3, or F3 and F4. The model is controlled by two parameters: λ specifying 
the weight of F'2 in respect to F1 in the dispersion cost, and α specifying the respective weight 
of the focalisation cost relative to the dispersion cost. Then, for a fixed number of vowels in a 
system, we implemented various algorithms to select optimal systems, that is systems with the 
lowest energy (the best compromise of dispersion and focalisation), either locally (“stable 
systems”) or globally (“best systems”) (Schwartz et al., 1997b). Our predictions of optimal 
vowel systems were then systematically compared to vowel inventories, according to the 
UCLA UPSID Database (Maddieson, 1984 ; Maddieson & Precoda 1989). 
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2.1.3 Phase spaces 
For a given number of vowels, from 3 to 9 (beyond this limit, vowel systems introduce a new 
dimension, mainly nasality and less often quantity, Vallée, 1994), we can predict, in the DFT 
framework, different vowel systems in the (λ, α) space. This leads to the determination of 
what we call “the phase space”, a well-known procedure in thermodynamics used to predict 
the states of a substance (such as the states of water: steam, liquid and ice), as a function of 
pressure and temperature. The general trend is that, for a given number of vowels in a system, 
decreasing λ favours peripheral systems while increasing it favours systems with one and then 
two high non-peripheral vowels; and increasing α favours focal vowels, and particularly 
stabilises [�] within an [�����] high series, while this series is unstable when α is set to 0. 

Previous work allowed us to verify that these predictions were more or less compatible 
with the observed preferred phonological vowel systems in the UPSID317 database 
(Maddieson, 1984).  

Considering that peripheral systems are generally preferred from 3 to 7 vowels and 
that the [�����] series of high vowels exists in a significant amount of cases in the database 
(about 5% of the cases in the whole database, and 13% of the cases for systems with 7 vowels 
or more), we showed that setting the λ value around 0.2 - 0.3 and the α value around 0.3 - 0.4 
led to quite acceptable predictions (Schwartz et al., 1997b). In the present work, we try to go 
one step further: we shall attempt to determine where in the phase spaces one can find the 
different systems, preferred or not, existing in UPSID451, and what kinds of “superstructures” 
can be derived from this analysis. 

2.1.4 Structural symmetries between vowel systems: a typological equivalence 
criterion 

2.1.4.1 Prototypical structures in phase spaces 
Our previous simulations led to “prototypical systems”. These are winning n-vowels systems 
in the DFT framework, in the sense that they have a minimal global Dispersion-Focalisation 
(DF) energy, according to the values of the two free parameters λ and α. 

We have focused our study on values of n from 3 to 7 because they allow us to capture 
the most significant phonological tendencies of the UPSID database. The DFT simulation 
results are given in Figures 2-6, respectively for n = 3, 4, 5, 6 and 7. For each value of n, the 
phase space determines regions in the (λ, α) space in which a given system wins (with its 
vowel qualities displayed as black points on a prototypical grid). We see that there are two 
prototypical systems for n = 3, which we call S3T1 and S3T2. There are four prototypical 
systems for n = 4, 5, 6, and five prototypical systems for n = 7; let us call them SnTi , with n 
from 3 to 7, and i from 1 to 5. The global trend is that increasing n increases the dispersion 
cost of peripheral systems, hence it decreases the λ boundary necessary for making these 
systems optimal. Hence peripheral systems are favoured with small values of λ. When λ is too 
small, the vowel space is completely vertically stretched (since higher formants play a 
minimal part in the determination of vowel phonetic quality); this favours asymmetrical 
peripheral configurations because of the interactions between front and back peripheral 
vowels in the systems. Non-peripheral configurations, that is systems with more than two 
high vowels, appear with large λ values, and when α increases, focal vowels (especially [�] 
with close F3 and F4, other front unrounded vowels together with [�], all with close F2 and F3, 
and back rounded vowels, with close F1 and F2) are favoured. Decreasing α leads to 
replacement of the high rounded vowel [�] with a high vowel acoustically more central 
(namely [�] or [�]). 
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2.1.4.2 Reverse prototypical structures 
We hypothesised that two structures having the same number of peripheral vowels but 
systematically replacing front unrounded vowels by back rounded ones with the same height, 
and vice-versa, are equivalent structures in the sense of DFT, that is to say that they have 
roughly the same DF energy for a given value of n and of the (λ, α) pair. This was 
systematically verified by comparing the energy of the SnTi prototypical systems with reverse 
systems that we called SnTi*. For example, for n = 4 we compared S4T1 = [�������] with 
S4T1* = [�������], and S4T2 = [��������	] with S4T2* = [��������	], S4T3 = [��
�	��] and 
S4T4 = [����	��] having no reverse counterpart. Indeed, we confirmed that SnTi* structures 
have a DF energy quite close to the SnTi ones whatever the region of the phase space, that is 
to say whatever the λ and α values. Pushing the analogy with physics one step further, this 
reminds us of the “polymorphism” of a number of solids (e.g. metals, or crystals). In this 
situation, while fusion produces a homogeneous liquid phase, solidification leads to mixtures 
of two or more variants of the solid phase, all stable and more or less with the same energy. 
This is exactly what happens here with the two variants within a given phase. Hence, our 
typologies of phase spaces involve “superstructures” grouping prototypical structures and 
reverse ones (displayed with white points instead of black ones in Figures 2-6). The relevance 
of these superstructures for describing the UPSID database will now be discussed in the next 
section. 

2.1.5 Comparing UPSID data with DFT simulations 

2.1.5.1 UPSID data reanalysed 
Since Trubetzkoy and his Principles (1939), taxonomy has not only been an approach of 
historical linguistics: associated to research on synchronic trends, it constitutes today a main 
stage in linguistic theories. Institutionalised in 1961, under the aegis of the Social Science 
Research Council during the New-York Conference on Language Universals, this research 
field aims at finding common basic structures in languages – in diachrony as well as in 
synchrony. The Language Universals Project (1967-1976) led to the building up of the 
Stanford Phonology Archives (Greenberg et al., 1978), with which many important studies 
dealing with typological classification and phonological tendencies, were achieved (Sedlak, 
1969; Crothers, 1978; Maddieson, 1984; Vallée, 1994). But all these studies present 
variegated contents: data are constantly enriched, questions on the materials vary from one 
author to the other. The UPSID (UCLA Phonological Segment Inventory Database) (317 then 
451 languages) gathers phonological systems of languages in the world, sampling more or 
less uniformly all linguistic families. UPSID317 (Maddieson, 1984), then UPSID451 

(Maddieson & Precoda, 1989) were chosen to approximate a properly constructed quota 
sample on a genetic database of the world’s existing languages. 

UPSID was implemented at ICP several years ago and we have been using it for vowel 
and consonant research. In order to test our hypotheses, we have reanalysed the UPSID 
database of vowel systems, thanks to a two-step methodology.  

The languages in UPSID have 3 to 28 vowels. Firstly, from raw data, that is to say 
without any typological equivalencies, we obtain 252 types of phonological structures from 3 
to 17 vowel qualities. What we call vowel qualities corresponds to “basic segments” (vs. 
“elaborated” and “complex” segments) in the sense of Lindblom & Maddieson (1988). We 
note that more than 96% of the languages have from 3 to 10 basic vowel qualities, and if we 
focus our study on systems with 3 to 7 qualities, we obtain 77% of the 451 languages (348 
systems). This is due to the fact that there are in many cases more vowels than vowel qualities 
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in a given system; for instance � ��������	 � is the phonological structure of four UPSID 
languages of which three have more than 5 vowels: Chipewyan with 14 vowels 
/��������	��
��
�	
��������	�����
���
�	�
 �, Siriono (12) / ���� � �� ����������	�	���������� /, Tamang (10) 
/ ��������	 i �� e���a�� o�� u�� /. The systems with nasal, laryngeal, pharyngeal or retroflexed vowels 
sharing no vowel qualities with a basic segment, as opposed to the systems quoted above, 
have been discarded for follow-up analyses. These results in eliminating less than 3% of 
UPSID’s languages and 3.4% of languages having from 3 to 7 vowels, that is seven languages 
with 6 vowels qualities and five languages with 7 qualities, for instance the Cherokee system 
/ ����������������	 / or the Tarascan system /i  �

�
�������	 /. At this stage we retain 336 systems of 

the database. 

Secondly, we take into account the so-called “transparency rule” (Schwartz et al., 
1997a). This rule states that schwa should be conceived as a separate class, considering that it 
does not seem to interfere with the other vowels in a system: indeed, schwa added or removed 
from a system does not disrupt the structural organisation of this system. The “transparency 
rule” concerns 64 languages from 4 to 8 vowel qualities. For instance we have classed the 
Ivatan structure / ��������	 / as S3T2, Achumawi / ����������������	 / as S5T2, Ndut 
/ ��������������	 / as S6T1, and Fur / ����������������	 / as S7T2. The “transparency rule” results 
in slightly increasing the number of systems in the analysis, thanks to six 8-vowels systems 
which become 7-vowels ones. Hence at this last stage we stay with 342 systems that is to say 
75.8% of the database (Figure 1).  

 
Figure 1: UPSID’s languages distribution by number of  basic vowel qualities. 

We focus our study on systems from 3 to 7 qualities. 
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2.1.5.2 Distribution of UPSID data within phase spaces 
We now have at our disposal both a series of predictions organised around the typology 
SnTi / SnTi* defined in Section 2.1.4, and an inventory of 342 systems (the three-fourths of 
UPSID451) with 3 to 7 vowel qualities. The final goal of this work was to try to associate to 
most of these 342 systems a region in the phase space where they would be optimal (i.e. 
viable in the sense of the DFT). This is displayed in Figures 2-6, where we have plotted 
within each region of the phase spaces the number of systems fitting with the corresponding 
structure. Let us now discuss the obtained results in more detail. 

To begin with, it appears that 303 of the 342 3-to-7 vowel systems (88.6%, or 67.2% 
of the whole UPSID451 database) fit with one of the SnTi or SnTi* types. The 39 rejected 
systems (fitting with no prototypical or reverse type) correspond to one system in S3, 5 in S4, 
9 in S5, 10 in S6, 14 in S7; hence their number increases with n, which is logical since the 
complexity of the distribution of vowel qualities increases. 

Next, the most widespread types in Figures 2-6 are those corresponding to SnT2 (and 
sometimes to SnT2*). This provides a first confirmation on UPSID451 of our results on 
UPSID317 (Vallée, 1994), namely that the (λ, α) region defined by 0.2 ≤ λ ≤ 0.3 and 
0 ≤ α ≤ 0.4 is compatible with preferred 3-to-7 vowels systems in UPSID. But the data in 
Figures 2-6 provide some new confirmation of this result. Indeed, it appears that systems 
corresponding to types associated to large λ or α values are quite few. On the contrary, most 
systems on Figures 2-6 are located at low λ values. Indeed, apart from the “best” SnT2 
structures, other structures generally occupy nearby regions (mostly of types SnT1 or SnT1*) 
and if we define a broad acceptable region such as 0.1 ≤ λ ≤ 0.3 and 0 ≤ α ≤ 0.4, we obtain a 
total of 293 systems, that is 85.6% of the 342 systems of our inventory, which is quite 
important. Altogether, this confirms with a strong reliability the need to “stretch” the acoustic 
space along the F1 dimension in auditory spectral distances, which indicates the dominant role 
played by the lower formant F1 in vowels’ phonetic quality. 

The next observation deals with the symmetry between front and back peripheral 
vowels. Globally, the data in Figures 2-6 confirm the well-known fact that vowel systems 
“prefer” both peripheral vowels and front-back symmetry. In the asymmetrical cases, when 
the numbers of front and back vowels are different, the (classical) trend is that there are more 
front than back ones: for example, 9 S4T1 [�������] vs. 0 S4T1* [	������] structures, 8 S4T2 
[��	������] vs. 4 S4T2* [��	������] structures, 14 S6T1 [��	����������] vs. 10 S6T1* [��	����������] 
structures. When the number of front and back vowels are the same, the (less classical) trend 
is that front vowels have often a more open degree than back ones; though this is not true for 
3-vowels systems (2 S3T1 [ �������] vs. 0 S3T1* [	������] structures), it is clearly the case for 5-
vowels systems (4 S5T1 vs. 16 S5T1*) and for 7-vowels systems (0 S7T1 vs. 2 S7T1*). 
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Figure 2: Phase space for three-vowels systems. 
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n
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i structures have their vowel qualities displayed as black dots on a prototypical grid. S
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vowels are displayed as white dots replacing the black ones. The number in the oval is the 
total number of UPSID languages with the S

n
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i
 and S

n
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i
*. 

 

 
Figure 3: Phase space for the four-vowels systems. 

 
Figure 4: Phase space for the five-vowels systems. 
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Figure 5: Phase space for the six-vowels systems. 

 

 
Figure 6: Phase space for the seven-vowels systems. 

 

In what concerns focalisation, its role is more important for stabilising the vowel structures of 
larger systems, particularly those containing [
]: this vowel appears in only 2% of UPSID’s 
languages from 3 to 7 vowel qualities, but almost 7% of all languages; notice that more than 
half of them are Indo-European and Uralo-Altaic languages (Alcantara, 1998). In our 
simulations, /
/ is only present in the S6T3 [ ��
�	��������] structure (3 examples, that is only 
1% of our reduced  database). 

3 Consonant systems and some substantial constraints on form 

Whereas we have clearly established a theory for the prediction of vowel systems, no similar 
theory for consonants exists at present. Therefore we will first describe in detail a typology of 
consonants, and then suggest ways to explain some of the observed tendencies. 
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3.1 Typology 

3.1.1 Taxonomic elements 
Since the 1960’s, typological works have dealt more with vowels than with consonants. This 
is partly due to the wide range of consonant inventory sizes and the large number of 
classification parameters that make type emergence difficult. Although the nature of some 
“external” constraints influencing the content of vowel systems is coming to light (Schwartz 
et al., 1997a), we are still far from understanding the biological constraints influencing the 
consonant structures of the world’s languages. 

Investigating existing languages is the traditional way to search for universal 
tendencies, but we also need to look at the question of the capacity to acquire relatively 
different linguistic systems. Firstly we present a set of consonant inventory tendencies, then 
we compare them to available language acquisition data – more precisely, at the babbling 
stage. Indeed, among the different ontogenetic stages, babbling seems to be essential since it 
marks “precursors” of universal speech attributes, following MacNeilage’s Frame then 
Content Theory (MacNeilage & Davis, 1990; MacNeilage, 1998). 

Basically, our typological study is built on places and manners of articulation, two 
very usual parameters in consonant classification. UPSID451 lists 920 phonemes with 654 
consonant segments distributed across 13 places (Figure 7) and 16 manners. 

 
Figure 7: Consonant articulation places (UPSID

451
). 

 
In our typology, manners have been grouped into 7 types: plosives (with implosives, 
ejectives, glottal stops); nasals; fricatives (with ejectives and h-sounds); affricates (with 
ejectives); approximants; trills/taps/flaps; clicks. 

Compared to UPSID, our place classification, based on Creissels (1994) and 
Ladefoged & Maddieson (1996) is more detailed (17 simple articulation places and 5 double 
articulation places).  

We have kept the retroflex category as a place, as suggested in Maddieson (1984), 
Ladefoged & Maddieson (1996) and the IPA (1996), though it refers to a manner: the 
distribution of retroflex consonants across their different places of articulation (alveodental, 
alveolar, prepalatal, etc.) would require an investigation of the sources of transcription. 

We have to stress that making the comparison to previous taxonomies (let us mention 
works by Hockett (1955), Hagège (1982), Maddieson (1984), Lindblom & Maddieson (1988), 
Laver (1994)) is not easy in so far as they all differ in their data preparation and classification 
methodologies.  
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3.1.2 Distribution 
UPSID451 languages most often use from 18 to 25 consonants: minimum 6 for Rokotas (a 
Papuan language, 11 phonemes), maximum 95 (with 48 clicks) for !X���������	 family, 141 
phonemes). The average size of consonant inventories is 22, with 7.8 plosives, 4.1 fricatives, 
3.3 nasals, 2.9 approximants, 2 affricates, 0.6 ejective, 0.5 trill/flap, and 0.2 click. 

Table I shows the distribution of consonants across the different places of articulation. 
Grouping all manners, alveodentals are the most numerous (15.3%), followed by bilabials 
(14.3%), and velars (12.6%). It is important to note that the coronal class (i.e. dental, 
alveodental, alveolar, postalveolar and retroflex consonants grouped together) represents far 
and away the largest class of segments, with 44.5% in UPSID317, far ahead of bilabials. 
Though the coronal class represents a wide range of articulation types (Ladefoged & 
Maddieson, 1996), its use in our typology is acceptable: in inventories, coronal place features 
seldom serve as phonological distinctions between consonants of this type, except for 
affricates, and never for anterior coronals (Keating, 1990). 

The UPSID317 consonant distribution shows that some manners are more represented 
than others: plosives 38.6%, fricatives 20.2%, nasals 14.6%, approximants 13%, affricates 
9.6%, trills/taps/flaps 3.9%. Voiceless oral coronal plosives (type /t/) are the most frequent 
(they are present in 97.5% of languages); bilabial and coronal nasals (types /m/ and /n/) exist 
in more than 9 languages out of 10; /k/, /j/, /p/ exist in more than 80% of languages; /w/ and 
/s/ in 2 out of 3 languages; /d/, /b/, /h/, in more than 60% of languages; one language in 2 has 
/�/, /�/, /�/, /�/. 

 
 

alveodental 15.3% 
bilabial 14.3% 

velar 12.6% 
palatal 10% 

apico-alveolar  9.9% 
glottal  7.6% 

lamino-postalveolar  6.7% 
labiovelar  5.1% 

dental  5% 
lamino-alveolar  3.4% 

labiodental  3.3% 
retroflex  2.9% 
uvular  1.7% 
others    <1% 

 
Table I: Frequency of occurrences for consonant articulation places from UPSID

317
 

(Stefanuto, 1996). 
 

 

 

3.1.3 Systems 

3.1.3.1 Size of articulation place systems per articulation manners 
If the study of the size of consonant inventories gives very little information about their 
content, contrary to vowels (Schwartz et al., 1997a), the development of a place/manner 
typology reveals a strong correlation between (i) the size of place systems and (ii) the 
different articulation manners (Table II): 
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• In the majority of languages, plosives and nasals occupy, respectively, from 3 to 6 and 
from 1 to 6 places. The plosive manner is the only one that sound systems universally 
exploit. Moreover, it is also the only one that systematically uses place contrasts: 
languages distinguish at least 3 of them. Compared with fricatives, stops (including 
nasals) are almost always more numerous (see Figure 8). 

• Fricatives and approximants are the consonant classes which may recruit the greatest 
number of place contrasts: fricatives are more widely distributed on the different 
system sizes. Fricatives have systems of contrasts often more complex than plosives. 
8% of languages do not involve fricatives at all (contrarily to plosives, which are 
universally used).  

• For trills, flaps and taps, systems hardly ever present a place contrast – and never 
spread over more than 2 places. We find the same trends in affricates. 

More broadly speaking: 

• Languages systematically use place contrasts for plosive consonants; almost one 
language in two distributes its plosives in a 4-places system.  

• Place contrasts are rare for affricates, and exceptional for trills/taps/flaps.  

• Approximants frequently spread among 3 articulation places.  

• Fricatives spread more widely across the different sizes of place systems. 

 
 
 

Places number 1 2 3 4 5 6 7 8 
trills, flaps, taps 
% 

67.2 4.7       

Affricates 
% 

44.8 20.8 6.9 0.3     

Plosives 
% 

  28.4 43.2 22.4 5.9   

Nasals 
% 

2.5 31.5 30.6 25.9 4.5 2.2   

Approximants 
% 

8.2 26.5 49.8 8.2 2.5 0.3 0.3  

Fricatives 
% 

3.4 18.3 25.9 21.1 14.2 7.3 1.9 0.9 

Place opposition 
 Number 

- 1 3 6 10 15 21 28 

 
 

Table II: Size of the place systems in UPSID317. 
The number of place oppositions changes according to manner; from 0 (i.e. 1 place per 

system) to 28 (8 places).  The presented values do not include the voicing feature (voiced and 
voiceless categories are grouped). 43.2% of the 317 languages have a 4-places plosive system, 

and 49.8% have approximants spreading on 3 places. 
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Figure 8: Quantity of fricatives regarding quantity of stops plus nasals 
in UPSID

451
’s phonological systems. 

The line corresponds to languages with an equal number of stops plus nasals and fricatives. 
 

3.1.3.2 Place systems for each manner 
Table III reports the content of place systems for each manner. It presents the spreading of 
plosives, nasals, fricatives and affricates according to the number of articulation places. We 
observe the following tendencies: 

• There is neither a phonological system without plosives, nor a system with only one. 
When a system distributes the plosives across 2 places, these places are coronal and 
bilabial. Among 3 places, they are coronal, bilabial and velar. The glottal place 
appears in 4-places systems. Systems with 5 places recruit bilabial, coronal, velar, 
glottal and uvular consonants. 

• If there is only one nasal in a system, it is a coronal one. If the system has 2 nasal 
consonants, they are bilabial and coronal. A velar nasal appears in 3 place systems. In 
larger systems (4 places), the palatal articulation emerges.  

• When the fricatives of a system use only one articulation place, they are alveolar, i.e. 
coronal. When 2 places are used, they are coronal (alveolar) and glottal. In 3 place 
systems, labiodentals appear; in 4 place systems, the palatal area is exploited, and in 5 
ones, velar fricatives emerge. 

• Affricates use coronal articulation areas, whatever the place system size (from 1 to 3). 
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 0 place 1 place 2 places 3 places 4 places 5 places 

0% 0% 0.2% 31% 43% 21% 
plosive - - coronal 

bilabial 
coronal 
bilabial 

velar 

coronal 
bilabial 

velar 
glottal 

coronal 
bilabial 

velar 
glottal 
uvular 

3.5% 1.8% 31% 32% 27% 3,5% 
nasal - coronal coronal 

bilabial 
coronal 
bilabial 

velar 

coronal 
bilabial 

velar 
palatal 

coronal 
bilabial 

velar 
palatal 

coronal 2 

7% 6.6% 18% 28% 20% 11% 
fricative - coronal coronal 

glottal 
coronal 
glottal 

labiodental 

coronal 
glottal 

labiodental 
coronal 2 

coronal 
glottal 

labiodental 
coronal 2 

velar 

33% 42% 20% 4.9% - - 
affricate - coronal coronal 

coronal 2 
coronal 

coronal 2 
coronal 3 

- - 

 
Table III: Consonant categories (plosives, nasals, fricatives, affricates) from UPSID

451
 are 

classified according to the number of articulation places, with the percentage of 
corresponding languages (e.g., 31% of 451 languages present a plosive system spread on 3 

places, etc.; 0 place means an absent category). The small differencies observed in the 
percentages between Table II and Table III come from the number and the choice of 

languages between the two versions of UPSID. Only the dominant systems are noted under 
the percentage values. 

 
From these place system distributions per category, we can retain the following main 
tendencies: 

• Generally, an n-element system contains a system with n–1 consonant places, 

• When there is only one place, whatever the category (plosive, fricative… ), coronal 
consonants are at stake, 

• One can mention a possible link between the major tendencies of the place systems 
and the degree of articulatory “complexity” of the segments according to Maddieson 
(1984) and Laver (1994): “complex” segments (e.g. affricates, trills/taps/flaps) use 
almost exclusively the coronal area whereas “simple” segments use varied places.  

• Grouping the most frequent manners, languages prefer contrast with 3 places: more 
than 1 out of 3 for plosives and nasals and almost 1 out of 3 for fricatives. 

• A particular system size dominates each category: 43% of the languages have 4 places 
for the plosives and 74% have 3 or 4 places; 32% of the languages distribute their 
nasals on 3 places (59% on 3 and 4); 28% present 3 places for fricatives (48% on 3 
and 4); 43% have only one articulation place for affricates. 

• Combinations with 5 places exist in only 36% of the languages, mainly for oral 
plosives (97 languages). 

• Combinations with 6, 7 or 8 places are not widely used (15% of the languages). We 
essentially find them in African systems. 
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Our results (i) confirm that plosives are far and away the “star consonants”, ubiquitous in 
languages, and (ii) bring to light trends that appear very regular. 

3.1.3.3 Voiced/voiceless ratio 
Within the oral plosive category, voiceless sounds (64%) are a lot more numerous than voiced 
ones (Figure 9). Whatever the place of articulation, the voiceless feature concerns 72% of 
fricatives (Figure 10). Voiceless affricates are also dominant (74%). 

 

Figure 9: Percentage of  UPSID451’s languages which investigate the different places of 
articulation for oral plosives. The voiceless/voiced ratio is mentioned for the most frequent 
places of articulation. We observe a raising ratio from front to back places of articulation. 

 

 
Figure 10: Percentage of  UPSID451’s languages which investigate the different places of 

articulation for fricatives. The voiceless/voiced ratio is mentioned for the most frequent places 
of articulation. The predominence of voiceless fricatives is more important for  

alveolars and palatals. 
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3.2 Universal trends and ontogenesis 

We gathered the results of several studies on consonant content of production at different 
stages of canonical babbling (repetition of identical syllables) or variegated babbling (with 
different types of closures) – the latter being contemporary with the former (Vihman, 1996). 
All of these studies cover a period from 6-10 (Boysson-Bardies, 1996) to 15-24 months 
(Stoel-Gammon, 1985), for 15 languages including American English and French. Boysson-
Bardies found that [�����������������] constitute 80% of consonant-like productions during 
the first months of babbling, [���������] being the most frequent. The review of papers by 
Locke (1983) gives, by descending order of frequency, the inventory of consonants 
representing 95% of occurrences produced by children aged from 6 to 15 months of age: [�] 
and [�], [�], [�], [�] and [�], [�], [�] and [�], [�] and [ ], [!]. Robb & Bleile's observations 
(1994) during a longer period (8 to 25 months of age) show that, for children aged from 8 to 
12 months, several types of closures co-emerge. The most frequent productions are the 
plosives (oral and nasal) in alveolar and bilabial places. They thus confirm Davis & 
MacNeilage (1994), who showed that during 7-12 months of age, these consonant-like sounds 
cover 84% of infants’ utterances ([�] [�] 46%, [�] 18%, [�] [�] 15%, [�] 5%); velars and 
glottals being the last to appear. Some of this experimental evidence has also been 
corroborated by simulations using linear midsagittal articulatory models developed for three 
different subjects: Vilain et al. (1999) found that pure mandibular raising, all other 
articulatory commands being frozen, leads to bi-labial, labio-dental or alveopalatal contacts, 
but never to velar contacts (also Abry et al., 1997). 

If one draws a parallel between the results on language acquisition and typological 
data, one finds that the types of closures produced during the first months of babbling (8-12 
months of age), as well as sounds acquired later during the second year, correspond to the 
consonant phonemes most frequently used in languages (apart from the order of emergence). 
One also finds that the preferred place systems, as shown for each manner in our typological 
analysis, are dominant in the production of babbling: alveolar and bilabial before velar and 
glottal in the plosive manner (oral or nasal); alveolar and glottal in the fricative manner; 
labiovelar, coronal and palatal in approximants ([�] and [�] being acquired later, at around 13-
16 months of age (Robb & Bleile, 1994). All in all, we thus note that the consonant-like 
sounds produced during babbling’s mandibular oscillations – the Frame, MacNeilage (1998) – 
correspond to the most frequent consonant inventories of the world’s languages – in 
particular, they tightly correspond to languages with small inventories (Stefanuto, 1997). 
These findings allow us to form the hypothesis that the more frequent consonants in 
languages are, most probably, drawn from the stock of potential abilities of babbling. From an 
articulatory point of view, is it because they are produced with the greatest of ease ? Locke & 
Pearson (1992, p. 26) did not hesitate to conclude: “Infants heavily favor stop consonants 
over fricatives, and there are languages that have stops and no fricatives but no languages 
that exemplify the reverse pattern. [Such] "phonologically universal" patterns, which cut 
across languages and speakers are, in fact, the phonetic properties of Homo sapiens.” 
Ontogenesis thus clearly contributes to supplying some determinating elements in the 
dependencies between certain general tendencies of phonological systems and the 
sensorimotor abilities of Homo loquens. 
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3.3 Hints towards explaining main tendencies 

3.3.1 Plosive vs. fricative consonants’ predominance 
Plosive consonants are characterised by the occurrence of a complete occlusion of the vocal 
tract somewhere between the glottis and the lips (Ladefoged & Maddieson, 1996; Crystal, 
1997; Stevens, 1998). The main mechanism underlying the production of plosives is the 
generation of an impulsive acoustic source associated with the sudden release of the occlusion 
(Pelorson, 1997). From the control point of view, the main requirement for the articulators is 
thus to ensure a proper occlusion: this might be achieved by aiming at a virtual articulatory 
target that would be located beyond the actual vocal tract boundaries. For instance, in the case 
of the production of an apico-dental plosive, the tongue tip could be assigned a target that 
would be located slightly above the surface of the hard palate in the alveolar region: this 
would result in a full contact between tongue and palate, and thus ensure the complete 
occlusion of the vocal tract. This strategy has successfully been implemented for plosives 
(Bailly, 1997). It is important to note that this type of strategy does not require a precise 
control of the articulators: in a first approximation, a broadly defined target, as far as it is set 
beyond the physical limit of the involved vocal tract boundary, can ensure the realisation of 
the occlusion.  

The situation of fricative consonants is quite different. Fricatives are characterised by 
the presence of a constriction somewhere in the vocal tract. This constriction induces a local 
acceleration of the air particle velocity that in turn induces, in conjunction with the shape of 
vocal tract, turbulence, and thus produces acoustic frication noise sources (Shadle, 1990; 
Badin et al., 1995; Stevens, 1998; Mawass et al., 2000). The generation of noise is precisely 
related to the size of the constriction, and in particular to its minimal constriction area. 
Specifically, if the constriction area is too small, the vocal tract will behave as in the case of 
plosives; on the other hand, if the constriction area is too wide, no frication noise will be 
generated and thus an approximant, or frictionless continuant, will be produced. 

It appears thus clearly that articulatory control requires a much higher degree of 
precision for the production of fricatives than for the production of plosives. This fact 
constitutes indeed an important argument for the explanation of the preponderance of plosives 
over fricatives not only during the first months of babbling but also in the sound structures of 
the world’s languages. 

3.3.2 Voiceless vs. voiced fricatives’ predominance 
Most fricatives and plosives in the world’s languages can be voiced or voiceless. Before 
discussing issues about voicing, let us state again the basic principles underlying the 
generation of both voice and frication acoustic source for fricatives. The presence of voicing, 
i.e. of vocal fold vibration, is mainly controlled by an average pressure drop across the glottis 
and by vocal fold adduction (or glottis area at rest) (cf. e.g. Pelorson et al., 1994). In turn, the 
pressure drop across the glottis depends on both the glottis area and the geometry of the entire 
vocal tract. Note in passing that the control of the frequency of vocal folds oscillations is 
more specifically, but not only, associated with vocal fold length. Finally, the generation of 
frication is essentially governed by the oral constriction area and by the pressure drop across 
this constriction (Badin et al., 1995; Stevens, 1998). 
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The coordination between glottis and oral constriction gestures thus plays a crucial 
role for acoustic excitation sources in the vocal tract, as has been widely recognised and 
discussed in the literature (e.g. Scully, 1971; McGowan et al., 1995; Badin et al., 1996; 
Stevens, 1998). From an aerodynamic perspective, the vocal tract can be viewed as two 
lumped constrictions between which the subglottal pressure is distributed (cf. e.g. Badin et al., 
1996; Mawass et al., 2000). Although some refinements could be brought to this crude 
approximation (cf. Pelorson et al., 1994), it is expected that the discussion below will remain 
valid. 

Denoting by Ag the low frequency component of the glottis area, and by Ac the oral 
tract minimum constriction area, the pressure drops at the glottis ∆Pg and at the constriction 
∆Pc are given by the following equations:  

 

where Ps is the subglottal pressure, ρ the air density, and U the constant volume flow velocity. 
It is also known that the amplitude of voicing increases with ∆Pg and reaches a maximum for 
a given Ag depending on ∆Pg (Stevens, 1998), while the amplitude of the frication noise 
source is proportional to ∆Pcp.Acq (Badin et al., 1995).  

It follows that, for a given subglottal pressure, simultaneously increasing voicing and 
frication amplitudes is contradictory: a balance must necessarily be found for voiced fricative 
consonants. Preliminary perceptual tests, where the ratio between voicing and frication noise 
amplitude was varied, showed that the consonants in synthetic vowel-fricative-vowel 
sequences were deemed acceptable voiced fricatives when the ratio was less than 12 dB 
(Mawass, 1997). Therefore, simulations performed with a complete vocal tract model, 
including a simplified aerodynamic model (Badin et al., 1996), were used to determine, for a 
simplified ["] articulation, the region of the [Ag/Ac] control space where balance between 
voice and frication noise levels is reached within 12 dB (Mawass, 1997; Abry et al., 1998). 
The boundaries of this region, schematically drawn from the original simulation data, are 
shown in Figure 11. This region where the combinations of Ag and Ac values results in a 
balance between the voice and noise components is indeed very narrow: a rather strict 
coordination between the glottis and the oral constriction is therefore needed to produce 
acceptable voiced fricatives (cf. also Mawass et al., 2000). As already noticed by Ohala 
(1983) on qualitative grounds, this observation contributes to the explanation of the lower 
proportion of the voiced fricatives (Figure 10) in comparison with the voiceless ones in the 
world’s languages (Stefanuto & Vallée, 1999). 
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Figure 11: General phase space for manners. 
It shows a narrow region in the (Ag/Ac) control space which ensures an approximate balance 

between voicing and frication noise for fricative consonants 
(simplified and adapted from real simulation data, Mawass, 1997; Abry et al., 1998). 

 

 

4 Discussion and perspectives 

A whole collection of data gathered during the course of the second half of the 20th century 
has progressively rendered untenable the principle of strict independence of form and 
substance. Languages do not construct their sound systems from “amorphous” materials, to 
quote a Saussurean expression. Entirely on the contrary, typological analyses carried out on 
phonological data that have been collected, standardised, and organised, indicate according to 
current evidence that languages, from whatever linguistic family, do not exploit the 
possibilities of the vocal tract, auditory and visual systems arbitrarily to organise their 
phonological structures (be it for the sign of a feature, the choice of that feature, the 
recruitment of phonemes, or the nature and organisation of syllables). Models that take 
production and perception constraints into account allow the prediction of broad tendencies 
and variants for vowel systems. The correspondence between the consonant phonemes that 
are most frequent in the languages of the world and the consonants that are most often 
produced during the first stage of babbling, whatever the language of the infant’s native 
environment, leads to propose the hypothesis that the consonant sounds of different languages 
are undoubtedly drawn from the stock of potential babbling capabilities. 

The phonological typologies and universal tendencies that have been observed are unrelated 
to the linguistic families which served as the basis for the UPSID samples, currently the most 
representative database of sound structures. One of the interesting inferences that can be 
drawn from this lack of correlation is that the general tendencies of linguistic systems could 
depend on the phonetic substance of the sound inventories; it seems that it might be possible 
to find confirmation of this in ontogenesis, reinforcing the hypothesis that there might exist 
“phonetic properties of Homo Sapiens”. Of course, certain phonemes or features (rounding, 
length, nasality) are associated with certain families or rather with certain geographical areas 
(for instance /y/ in Indo-European and Uralo-Altaic families). This can only confirm that 
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typological classifications of sound structures and genetic classifications according to 
linguistic family are far from being identical, and that typology exhibits geographical 
tendencies. It is likely that statistical properties over the course of time, within a 
predetermined zone of the linguistic space, reflect the same constraints as the current general 
distribution, more or less, and that, as regards certain features, fluctuations of systems in 
neighbouring zones are produced more or less in phase.  

Substance-based linguistics is an old dream for phoneticians, expressed in the most 
vigorous and brilliant terms more than twenty years ago by Bjorn Lindblom, until his recent 
formula: “derive language from non-language.” Vowel system prediction undoubtedly 
provides the most obvious success in this program. It is now possible to use a theory based on 
local and global perceptual (namely “non-linguistic”) arguments, a computational framework, 
and a quantitative methodology. 

The Dispersion-Focalisation Theory (DFT) allows the prediction of vowel systems 
thanks to competition between two perceptual costs; the associated “phase spaces” determine 
the DFT winner in this space. We derive from the comparison between experimental phase 
spaces and UPSID data a region for which the theory predictions fit quite well with the 
phonological inventories. We have proposed an additional ingredient in our modelling phase-
space framework, with the notion of polymorphism of a given phase, or superstructures in 
phonological organisations. Thanks to this new ingredient, we were able to obtain important 
results. A next step should consist in adding 8- and 9-vowels systems to the present analysis. 
Indeed, our analysis of raw UPSID451 data demonstrate that more than 9 languages out of 10 
(91.5%) in the database contain 3 to 9 vowel qualities. The difficulty however is that phase 
spaces become increasingly complex with such a large number of vowels.  

But whatever the feasibility of this next step, we believe that the present results 
provide a new illustration of the convincing ability of substance-based theories, from Stevens' 
Quantal Theory and Lindblom's Dispersion Theory to ICP Dispersion-Focalisation Theory, to 
produce realistic predictions and useful typologies, at least for vowel systems. 

The typology of consonant systems also shows that languages only use a small 
inventory of consonants even though they potentially dispose of a considerable number of 
possibilities. The place systems “preferred” by each manner show that languages’ choices are 
at least partly conditioned by the morphological constraints that facilitate or complicate, make 
possible or impossible, the articulatory gestures according to the places, e.g. the complexity of 
the articulatory control of voiced and aerodynamics of fricatives. Although pleading the cause 
of a non-substantialist linguistics, Trubetzkoy conceded in 1939 (1970 p. 135): “This fact 
cannot be ascribed to chance, and must be deeply rooted in the nature of the three series in 
question.” 

In fact, it is quite likely in the context of the syllable, associating consonants and 
vowels, that one must elaborate and test the models predicting general trends of sound 
structures. MacNeilage’s theory, that he describes as a basic principle influencing the very 
structuring of speech itself, separates the frame level (syllabic) and the content one 
(segmental). The nature of mandibular pure frames in the canonical babbling stage is placed 
by MacNeilage in a labial frame. This hypothesis has been tested with 3 individual 
articulatory models (Vilain, 2000). We think it should rather be placed in a mandibular 
coronal frame coupled with a visual bilabial frame – which could explain the [�]/[�] 
coemergence in babbling. This is supported by arguments from articulatory simulations and 
by our typological arguments on the world’s languages. 
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Almost thirthy years after Lindblom’s and Liljencrant’s proposition, the viability of 
the project of a substance-oriented linguistics seems to be confirmed. Speech is by nature an 
interdisciplinary object of research, lying at the crossroads of several sensorimotor systems 
involved in the production and perception of biological communication signals, and of a 
major human competence, the faculty of language. Around this particular object of research 
have arisen groupings of several disciplines (ranging from acoustics, even fluid mechanics, to 
phonology and phonetics, while traversing biology, psychology, and information processing), 
placing speech at the centre of research that is as much fundamental as it is applied. All of the 
mutations that phonetics has undergone have provoked a reorganisation of the scientific 
connections between the phonetic sciences and adjacent disciplines. New interactions are 
clearly underway between linguistic science, cognitive science, and certain sectors of the 
physical and engineering sciences. 

Hence the importance of “laboratory phonology” which tends to combine 
experimental phonetics, experimental psychology, and phonological theory (Ohala & Jaeger, 
1986). This approach aims to subject hypotheses of phonological organisation to the kinds of 
validations used in the experimental sciences, which has been lacking until to date in 
generative phonology. At the end of this century, certain phonologists are thus clearly 
revising their positions: “Beyond the differences which traverse it, the current phonological 
movement tends to give an objective status to the entities which are isolated by analysis. The 
question of substance, which has for so long been taken to be a secondary issue, only just 
likely to arouse the interest of certain empirical spirits (phoneticians), is the subject of a 
renewal of interest. […] The anchoring of the reality of phonological systems in substance 
now appears to be an indispensable means for thinking of phonology as an interface between 
physical objects and phonological entities.” (De natura sonorum, Laks & Plénat, 1993). Our 
approach at the core of the relationships between phonetics and phonology shows that the 
perception-action interplay contribute to organise the sound structures of the world’s 
languages.  Phonetic knowledge can thus explore and make precise the natural constraints that 
all phonological theories must respect in order to satisfy concerns of (neuro)physiological 
plausibility. The reintegration of phonology into the natural order of things needs no longer 
involve a subordinate relationship between the two disciplines. 
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