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Abstract

The main purpose of this paper is to show that argument structure @nstructions like
complex telic path of motion constructions (John walked to the store) or complex
resultative mnstructions (The dog baked the chickens awake) are not to be regarded as
“theoreticd entities’” (Jadkendoff (1997h; Goldberg (1995)). As an alternative to these
semanticocentric acounts, | argue that their epiphenomenal status can be shown iff we
take into acount some important insights from three syntadicdly-oriented works: (i)
Hoekstra's (1988 1992) analysis of S<mall>C<lause> R<esults>, (ii) Hale & Keyser's
(1993f.) configurational theory of argument structure, and (iii) Mateu & Rigau’'s (1999
i.p.) syntadic acount of Tamy's (1991 typoogicd distinction between ‘satellite-
framed languages' (e.g., English, German, Dutch, etc.) and ‘verb-framed languages
(e.g., Catalan, Spanish, French, etc.). In particular, it is argued that the formation of the
abovementioned constructions involves a @nflation process of two different syntadic
argument structures, this process being carried out via a‘generalized transformation’.
Accordingly, the so-cdled ‘lexicd subordination process (Levin & Rapopat (1988)) is
argued to involve asyntadic operation, rather than a semantic one. Due to our assuming
that the parametric variation involved in the cnstructions under study cannot be
explained in purely semantic terms (Mateu & Rigau (1999), Tdmy's (199])
typologicd distinction is argued to be better stated in lexicd syntadic terms.

1. Constructions: Theoretical entities or epiphenomena?

The main pupose of this paper is to show that argument structure cnstructions like those
exemplified in (1) are not to be regarded as “theoretical entities’. In particular, 1 will be
arguing against Goldberg's (1995 and Jadkenddf’s (19970 clams quaed in (2) and (3),
respedively.

1 a They danced the night away. (“The time-away construction”)
b. Morris moaned hisway out of the hall. (“The way-construction”)
C. He sneezed the tisaue off the table. (“The caised motion
construction”)
d. The dog barked the dickens awake. (“The resultative mnstruction”)
e The truck rumbled into the yard. (“Sound erbsin path of motion
constructions”)
f. The boy danced into the room. (“Manner of motion verbsin path

of motion constructions’)

(2)  “In the past two decades, the pretheoretical nation d construction has come under
attadk. Syntadic constructions have been claimed to be giphenomenal, arising solely
from the interaction d genera principles (Chomsky (1981, 199)); the rejedion d
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constructions in favor of such general principles is often assumed naw to be the only
way to capture generali zations aaosspatterns (...).
(...) This monogaph represents an effort to bring constructions back to their rightful
placeon center stage by arguing that they shoud be recognized as theoretical entities’
<emphasis added: IM>

Goldberg (1995 1-2).

(3) “The task for linguistic theory is not to struggle to eliminate the need for such
constructions <like those in (1): JM>. Rather, it is to discover the range of such
constructions permitted by UG such that the dhild can acquire them”

Jackenddif (1997b 558)

Concening Jadkenddf’'s clam in (3), it is clear that generative syntadicians and
Jakenddf are talking at cross-purposes, that being due to their different conception d what
UG is suppcsed to ded with. Jadkenddt’s gatement in (3) must be understood in the context
of his architedure of the language faaulty. For example, in (4) is depicted his analysis of the
so-cdled way-construction. According to Jadkenddf, three different structures are
independently generated, being related in a non-derivational way. UG is argued to be flexible
enouwgh in order to allow noncanorical correspondences (stated in (4) viaindices) like those
involved in the way-construction.

(4  Theway-constructionas a‘constructional idiom’ (Jadkenddf (1990, 1992, 199¥b))

PS SS CS
d VP, GO ([X]", [pan Y12)
T~
v(zby Vy, NP PP, BY ([Z(D)]y) x
NP+paoss aN

Jackenddff (1997 172)

In this paper | will assuume a onception d the syntax-semantics interface which is
different from that espoused in Jackenddf (1990.). With Marantz (1992 and Mateu (200(),
| think that the unconstrained nature of Jadkendoff’ s (1990f.) linking theory (cf. (5)) prevents
him from recognizing the non-trivial role of syntax when dealing with constructions like thase
in(1).

(5) “The work developed here leads to a pasition that might be termed ‘autonamy of
correspordencerules’, the ideathat the arrespondence rules have their own properties
and typoogy, to a mnsiderable degree independent of the syntactic structures and

! Jackendoff points out that (4) licenses correspondences of syntadic structure (SS and conceptual structure
(CS) that do not follow canonicd principles of argument structure mapping. As a result, the verb is not what
licenses the agument structure of the rest of the VP, rather, the construction does. According to Jackendoff
(1997a: 172), the CSin (4) can be read as saying that * Subjed goes along Path designated by PP, by V-ing’
(sic).

SeeMarantz (1992 and Mateu (2000a) for a reply. The latter shows that Jadkendoff's emantic analysis is not
adequate, this being due to his neglecting (i) the causative nature of the way-construction and (ii) the semantic
contribution of the way NP.



conceptual structures that they relate (...). Therichness of linking theory permits usto
keep the syntax simple <emphasis added: IM>".
Jackenddf (1990 286)

By taking a different perspective, | want to show the nontrivia role of
(morphg)syntax when deding with constructions like those in (1). By doing so, | will try to
make it clea in which spedfic sense @nstructions like thase in (1) can be taken as
epiphenomena when analyzed from the present syntadic perspedive. The spedfic sense by
virtue of which | will be cdling those @nstructionsin (1) ‘epiphenomena will be shown to
emerge when discusdng a nontrivia question: Why is it the case that those onstructionsin
(1) are typicdly found in some languages (e.g., in English), bu nat in ahers (eg., in
Romance)? Following syntadicdly-oriented work by Snyder (1995, Klipple (1997, and
Mateu & Rigau (1999, i.p.), | will show that the so-called ‘resultativity/diredionality
parameter’ is crucialy invalved in accounting for the syntax of those examplesin (1). To pu
it crudely, constructions in (1) will be shown to be epiphenomena & far as their syntax is
concerned because amore general morphasyntadic explanation seems to be involved, this
acourting for why these constructions are possble in some languages but nat in ahers.

To be sure, our recognizing that those constructions in (1) are giphenomena shoud
not prevent us from reagnzing that there are nonttrivial semantic peauli arities associated
with them, thaose that make them ‘idiomatic constructions’. However, with Marantz (1997, |
think that their idiomaticity (i.e., what allows us to call those examples ‘constructions’) has
nothing to dowith syntax or the cmputational system, as we understand it (cf. (6)). Rather,
their idiomatic character shoud be encoded in what Marantz (1997 recently cdls the
‘Encyclopedia, which is to be taken as the redm of special meanings. That is, it is at the
interface with that nongenerative comporent (‘the Encyclopedia) where those spedal
meanings are ‘negotiated’ (to use Marantz’'s terms) with those structural contexts provided by
syntax.

(6) “I deny the major assumption d Construction Grammar that such meanings may be
structure-specific, rather than general for a language and generally universal (...) |
would like to insist that neither phrasal idioms nor derived words have special
structure/meaning correspondences (emphasis added: JM)”.

Marantz (1997 212

Acoordingly, it shoud be dear that, dlong with Marantz (1992, 1997, | disagreewith
Jakenddf’ s (199) claim that a syntactic accourt of constructions like that in (4) would na
be gpropriate sincethere ae lexicd-semantic restrictions involved in their formation. Such a
clam is a nonsequitur. Jackenddf’ s premise is smply false. Why syntax (e.g., the dleged
syntadic rule in (7)) shoud take care @ou those semantic peauli arities?! (cf. Mateu (2000a)).

(7)  “Themovement rule has to be sensitive nat only to the lower verb’s being intransitive-
which seans reasonable- but also to its being an adion verb that can be cnstrued as
an internally articulated process which does nat sean reasonable in a theory of
autonamous syntax”.

Jadkenddf (1992 170

In this ense | disagreewith Jadkenddf’s (1992 170) claim that a syntadic accourt of
the way-construction daes not seem reasonable in a theory of autonamous syntax. According



to him, for the syntactic accourt to be @rrect, the relevant syntadic rule or other autonamous
syntadic principles sroud prevent sentences like those in (8) from being generated:

(8) a *Bill blushed hisway out of the room.
b. *Bill had to crouch hisway through the low opening.
Jadkenddf (1992 170)

However, | will take pains to show that the relevant syntactic operation d conflation
involved in (1), that concerning the computational system as we understand it, is snsitive not
to a semantic reason bu rather to a morphosyntadic resson. As noted abowve, the obvious and
undeniable fact that there ae semantic restrictions/peauli ariti es associated to the constructions
in (1) does nat affed their syntactic computation. Accordingly, | would like to propose that
sentences like that in (8a) or that in (9) are fredy generated by the cmmputational system,?
their anomaly being detected in the nongenerative wmporent of the Encyclopedia, the
idorneous placewhere the relevant semantic peculiarities/restrictions analyzed by Jadkendoff
and Goldberg areto be @mded.?

9 # The boy laughed into the room (cf. the truck rumbled into the yard)

It seems to me that Jadkenddf' s conception d an impoverished syntax makes him
commit the same mistake &s that exemplified by Spencer & Zaretskaya' s (1998) words quated
in (10).

(20) “(...) resultatives are complex predicaes formed at a semantic leve of representation
and nd constructions formed in the syntax” (p. 4 emphasis added: JM) .
“(...) One indicdion that we neal to form the wmplex predicae & a lexical level
comes from the fad that many types of resultative are lexicdly restricted, in that only
catain types of lexeme can serve & the syntadic secondary predicate” (p. 11
emphasis added: JM).
Spencer & Zaretskaya (1998 4; 11)

With Hoekstra (1984, 1988, 1992 Hale & Keyser (1993) and Marantz (1997, |
disagree with Spencer and Zaretskaya's (1998 falladous claim that showing that a process
has |exicd-semantic restrictions is an inevitable sign that syntactic formationis not involved.

Notice then that what Goldberg's (19%), Jadkenddf’'s (199(.) and Spencer &
Zaretskaya's (199B) semantic goproaches have in common is that al minimize the role of
syntax when dealing with resultative-like mnstructions such asthose in (1). Moreover, ndice
that they have nothing interesting to dfer concerning the non-trivial question d why
constructions like those in (1) are present in some languages (e.g., in Germanic languages),
but absent from others (e.g., from Romance languages). Unfortunately, they are not alone in

2 Was the cae that blush is an unergative verb in English (seeLevin & Rappaport Hovav (1995 160)), it would
be better to replace* (‘ungrammaticd’) by # (‘semanticdly deviant’) in (8a). By contrast, (8b) could be
analyzed as ungrammaticd, provided we show that the verb crouch is an uraccusative verb. See below for the
syntactic constraint that only unergative verbs (unergative use of transitive verbs included) are dlowed to enter
into those mnstructionsin (1).

® The computational system is not concerned with the lexicd-semantic difference between [GO-laugh] and [GO-
rumble]: That is, the fad that the sound of ‘rumbling can be taken as partaking of an intrinsic relation with an
inherently direded motion event, whereas that of ‘laughing’ cannot, is a “lexicd” fad to be cded in the
Encyclopedia of English. No matter how systematic that semantic relation turns out to be acosslanguages (e.g.,
(9) isout in German as well), that semantic differenceis fully opagque to the mmputational system.



being unable to provide aprincipled explanation d the crosdinguistic variation iswue: for
example, what could it mean to say that Romance languages lack the relevant LCS operation
(Levin & Rapoport (1988; Legendre (1997); Spencer & Zaretskaya (1999), the relevant
aspedua operation (Tenny (1994, the relevant event type-shifting operation (Pustejovsky
(1991); van Hout (1996), or whatever relevant semantic operation to be invented in the days
to come? | will not review my criticism of these aspedual/event structure-based approaches
here (see Mateu (2000 2001a)), bu | will limit myself to panting out that the solution d
such a linguistic variation poblem canna be stated in purely aspedual or event structure
terms. To be sure, | do nd want to deny the relevance of the aspectual semantics in analyzing
the data in (1) nor the descriptive insights foundin the @ovementioned works. Here | will
concentrate on showing that morphosyntax has a nontrivia role in acoourting for the
parametrized variationinvolved in (1).

As an dternative to the semanticocentric accounts, | think that the syntadic approach
to constructions like thase in (1) has osme important insights to offer concerning their
epiphenomenal status, basically those provided by the three foll owing syntadically-oriented
worksin (11):

1y @) Hoekstra's (1988, 1992 anaysis of S<mall >C<lause> R<esults>
(i) Hale & Keyser's (199f.) syntadic theory of argument structure (adoped by
Chomsky (1995)
(i) Mateu & Rigau's (1999i.p.) syntadic accourt of Tamy’s (1991 typologicd
distinction between ‘satellite-framed languages (e.g., Germanic languages)
and ‘verb-framed languages' (e.g., Romance languages).

2. Hoekstra’'s (1988, 1992 S<mall >C<lause> analysis

Hoekstra (1992) analyzed resultative nstructions from an interesting perspective that
combined Stowell’s (1981) SC theory with some insights on aspect taken from event
semantics works (Carlson (1977); Kratzer (1988). According to Hoesktra (1992 161-162),

(120 “We can isolate the drcumstances under which a resultative may be found the
predicaion must be stage-level <(e.g., cf. *This enclydopedist knOwSihgividua 1evel [sc @ll
bodks superfluows])> and dynamic <(e.g., cf. *Medusa saW.gynamic [sc the hero into
stone] )>, but not inherently bounded (e.g., <e.g., cf. *The psychopah kill ed. pounded [ sc the
villageinto a ghat town] >)”.

Hoesktra (1992 161-162)

In those examples in (1), repeaed below in (13), the verb expresses a stage level,
dynamic, and nd inherently bounded predicate.*
(13 They danced [sc the night away].
Morris moaned [sc hisway out of the hall].
He sneezed [sc the tissue off the table].
The dog barked [sc the dchickens awake].
The truck; rumbled [sc t; into the yard].
The boy; danced [ t; into the room].

0o T

4 Quite importantly, Hoekstra (1984 1988, 1992) provided extensive evidence in favor of positing a
syntacticall y-based unacasativizetion processof those unergative verbsin (13e-f).



On the other hand, as emphasized by Hoekstra (1988 138) in (14), the SC analysis
defines the upper bounds of the distribution d resultative SCs, that is to say, the structural
ones. Moreover, it shoud be dear that he was aware of the fact that “the distribution appears
to be more restricted”. That is, Hoekstra was aware of the fad that there ae alditional
semantic peadliarities involved in resultatives. However, he @nsidered them as falling
outside of the theory of the I-Language. Notice then the compatibility of Hoekstra's clam
with ou clam of encoding those semantic pealliarities alluded to abowve in the so-cdled
‘Encyclopedia coomporent’ (to pu it in Marantz’ sterms).

(14) “The present analysis defines the upper bounds <emphasis added: JM> of the
distibution d resultative SCs (...) In fad, the distribution appears to be more restricted,
showing that language does nat fully exploit its resources. What we have here is parall e
to the distinction ketween adua and passble words, familiar from the domain o
morphdogy (...) The gap between the possible and the actual is not to be bridged by a
theory of the I-Language, but belongs to the domain of the E-language in the sense of
Chomsky (1986) <emphasis added: IM>".

Hoekstra (1988 138

On the other hand, Hoekstra made ancather invaluable contribution to the linguistic
theory by showing the flaws of some airrent lexicdist theories. As Hoekstra (1988 138
noted, “the common dstinction between lexicd word making and nonlexicd sentence
making is questionable & best”. For example, he showed that structurally, the c- and o
examples in (15 are identical, “consisting of the ativity dencting verb, taking a SC
complement which is interpreted as a resulting state” (p. 165): see(16).

15 a dat Jan bier drinkt. (Dutch)
that John keea drinks
b. *dat Jan zich drinkt.
that John hmself drinks
C. dat Jan zich dronken drinkt.
that John hmself drunk dinks
d. dat Jan zich bedrinkt.
that John hmself BE-drinks
Hoekstra (1992 166)

(16) drinkt [sc zich {dronken/BE-}]

Hoekstra was auccesful in showing that the dleged dstinction between “syntactic
formation” (cf. the ‘syntactic objed’ in (15c)) and “lexicd formation” (cf. the ‘morphdogicd
objed’ in (15d) seansto be questionable. Notice then the compatibili ty of Hoekstra' s attadks
of Lexicdism with Hale & Keyser's (1993.) or Marantz’s (1997 syntadically-based
approadhes to derivational morphdogy.

Hoekstra's insights on SCRs natwithstanding, | would like to emphasize here that
there is nontrivial problem that remains unaccourted for in his syntactic goproad. In
particular, naice that what Hoekstra's theory, as it stands, does not explain is the
crosdinguistic variation involved: No explanation is provided concerning the so-cdled
‘diredionality/resultativity parameter’ (see Snyder (1999; Mateu & Rigau (199), among
others). For example, what prevents Romance spe&kers from forming SCRs like those in



(13)? That is, why is it the cae that adivity verbs in Romance canna typically take aSCR
complement? To be sure, those questions can be said to be “innacuous” for constructionali sts
like Jadkenddf but they shoud na be so for Hoekstra s syntactic goproad.

According to Jadkenddf, it is smply the cae that Romance languages lack the
relevant ‘corresponcence rule’, in particular his Verb Subodination Archi-construction
depicted in (17), which is said to acount for all those cases in (1). Thus, for example, ‘the
time-away construction’ in (1a) can be regarded as a particular instantiation d the *Archi-
construction’ in (17): see (18).

(17) Verb Subodination Archi-construction (Jadkenddf (19970)
a [Vp V]
b.‘ad (by) V-ing

(18 a [vpV NPaway]
b. ‘waste [1ime NP] by V-ing
Jakenddf (1997b exs. (101-102); 554555

Despite the descriptive merits of Jackenddf’s constructional approach, here | would
like to argue that Hoekstra' s syntactic goproach can be shown to be more explanatory than the
nonsyntacticaly based semantic goproades iff iti s complemented by Mateu & Rigau’'s
(1999 in presy lexicd syntactic accourt (Hale & Keyser (1999) of Tamy's (199])
typologicd distinction ketween satellite-framed languages (e.g., Germanic languages) and
verb-framed languages (e.g, Romance languages).

Before analyzing the relevant parameter involved in Tamy's (1991 typodogical
distinction, it will be useful to sketch ou briefly the fundamentals of Hale & Keyser's (1998,
199%) configurational theory of argument structure, which my analysis of constructions like
those in (1) will be agued to depend on.Quite aucialy, an important modification/reduction
of Hale & Keyser's basic argument structure combinations will be shown to be motivated by
my unified approach to complex telic path of motion constructions (e.g., The boy danced into
the room) and adjedival resultative constructions (e.g., The dog baked the cickens awake)
(cf. Mateu (20008).

3. The syntax of argument structure (Hale & Keyser (199819999)
Acoording to Hale & Keyser (199%: 454):

(190 Argument structure is defined in reference to two passble relations between a head
and its arguments, namely, the head-complement relation and the head-spedfier
relation.

A given hed (i.e., x in (20)) may enter into the foll owing structural combinations in
(20): “these ae its argument structure properties, and its syntactic behavior is determined by
these properties’ (Hale & Keyser (199a: 455)).

(200 Heda (x); complement (y of x), predicate (x of 2)

a X b. X C. a d. x
X y ya X Z a
™ ™~
X Yy a X



According to Hale & Keyser, the prototypicd or unmarked morphosyntadic
redizations in English of the lexicd headsin (20) (i.e., the X's) are the following: V in (20a),
Pin(20b), Ain (20c), and N in (20d).

The main empiricd domain onwhich Hale & Keyser's hypotheses have been tested
includes denominal verbs (unergative verbs like laugh (cf. (21a)), transitive locaive verbs
like shelve (cf. (21b)), or locatum verbs like sadde (cf. (21c))), and deadjediva verbs (e.g.,
clear (cf. (210).

2) a Johnlaughed.
b. Johnshelved the book.
C. Johnsadded the horse.
d. Johncleaed the screen.

Unergative verbs are argued to be transitive since they involve merging a nounwith a
verba head , this resulting in (22a); both locaive verbs (e.g., shelve) and locatum verbs (e.g.,
sadde) involve merging the structural combination in (20b) into that of (20a): see (22b).
Finally, transitive dealjectival verbs also invaolve two structural combinations, i.e., that in
(20c) is merged into that of (20a): see(22c).

22 a W%

N P
{book/horse}
P N
{shelf/sadd €}

clea

Locative and locatum verbs are said to be transitive (cf. (23a)) because their inner P-
projedion canna occur as an autonamous predicae. By contrast, dealjectival verbs can be
intransitive ((cf. (23b)), since their inner VV-projection can occur as an autonamous predicate.
Crucidly, naicethat it can be asciated with tense morphdogy.

23) a *The book shelved; * The horse sadd ed.
b. The screen cleared.



Furthermore, as judtified in Hae & Keyser (1993.), the external argument of
trangitive anstructions (unergatives included) is argued to be truly externa to the agument
structure @nfiguration. It will appear as the spedfier of afunctional projectionin s(entential)-
syntax.

Both denominal and ceadjedival verbsimplicate aprocessof conflation, esentialy an
operation that copies a full phondogical matrix into an empty one, this operation being
caried ou in astrictly local configuration: i.e., in a head-complement one. If Conflation can
be agued to be mncomitant of Merge (Hale & Keyser (1999)), the argument structures in
(22) turn ou to be quite astract since they have been depicted as abstraded away from those
conflation processes invalved in the examples in (21). Applying the cnflation operation to
(22a) invaves copying the full phondogical matrix of the nounlaughinto the empty one
correspondng to the verb. Applying it to (22b) involves two steps. the full phondogical
matrix of the noun {shelf/sadde}is first copied into the empty one crrespondng to the
preposition; since the phondogical matrix correspondng to the verb is aso empty, the
conflation applies again from the saturated phondogicd matrix of the prepaosition to the
unsaturated matrix of the verb. Finally, applying the conflation processto (22c¢) invalves two
steps as well: the full phondogical matrix of the aljedive clear isfirst copied into the empty
one mrrespondng to the internal verb; since the phondogicad matrix correspondng to the
externa verb is aso empty, the conflation applies again from the saturated phondogicd
matrix of the inner verb to the unsaturated matrix of the externa verb.

To conclude my review of Hale & Keyser’'s (199%) theory of argument structure, it is
important to kegy in mind that both aspeds of the @nflation processes, the syntadic and the
lexicd, are regarded by Hale & Keyser in noway asincompatible. Seetheir relevant quaesin
(24).

(24) “Our conservative position hdds that the lexicd entry of an item consists in the
syntadic structure that expresses the full system of lexicd grammaticd relations
inherent in theitem”. Hale & Keyser (1993 98)

“Argument structure is the system of structural relations holding between heads
(nuclel) and the aguments linked to them, as part of their entries in the lexicon
<emphasis added: JM>. Althouwgh a lexicd entry is much more than this, of course,
argument structure in the sense intended hereis predsely this and nahing more”.
Hale & Keyser (19%a: 453

“Cornflation is a lexicd matter in the sense that denominal verbs, and deadjedival
verbs as well must be listed in the Iexicon. Although their formation has a syntactic
character, as we daim, they constitute part of the lexicd inventory of the language.
The two characteristics, the syntactic and the lexcal, are in no way incompatible
<emphasis added: IM>". Hale & Keyser (19%a: 453

Notice that adopting the @nservative position aluded to in ther first quae in (24)
leads Hale & Keyser to pasit the existence of phrasal projection in the lexicon. In order to
avoid such a patential contradiction, Uriagereka (1998 argues that those structures given in
(22) are nat lexicd representations, bu syntactic structures correspondng to lexicd
representations, after they are selected from the numeration. For example, according to



Uriagereka, (25) could be taken as the adual lexicd representation d the denomina verb
sadde that determines the syntadic structurein (22b).>

(25) N Y (-N Y (+N
|-V ||V
F-P | |v-F | |PF
F-N

[eg, v+ P + saddd] Uriagereka (1998 438)

Since my present concern (i.e., to provide a syntadic accourt of resultative-like
constructions such as thase in (1)-(13)) does nat crucialy hinge on Uriagereka s refinements
in order to properly derive syntactic structures like that in (22b), I will omit such a discusson
here and | will continue to use syntadic structures alaHale & Keyser, with the proviso that |
do nd necessarily assume their conservative pasition, i.e., that these syntactic agument
structures are encoded as uch into the Lexicon.

4. On the non-primitive status of argument structure propertiesof ‘Adjectives

In this sction, | put forward the hypaothesis that the lexica heal x in (20c) isnat to be seen as
an atomic dement, asin Hale & Keyser's approach, bu as a mmpaosite unit: in particular, the
lexicd head x in (20c), whose unmarked morphosyntactic realization in English is the
caegory Adjedive (A), can be argued to be decomposed into two more primitive lexicd-
syntadic dements:® | claim that A involves the mnflation o anonrelational element like that
expressed by the lexicd heal y in (20b) into a relational element like that expressed by the
lexicd head xin (20b). That isto say, the structural combinationin (20b) al ows us to acourt
for the agument structure properties of As as well. Accordingly, the ‘small clause -like
argument structure involved in two sentences like those in (26a,b) turns out to be the same,
that in (26¢). Quite crucidly, | claim that the mnflation d y into x involved in A accounts for
both its relational or predicaive darader, which A shares with P, and its nominal properties,
which A shares with N.”

(26) a is [the @t [in theroom]]

b. is [the at [happy]]
C. isfxz[xx Y]]

Furthermore, the decompasition d adjedives into a relational element plus a non-
relational element appears to be quite natural from a conceptua perspective & well. For

® According to Uriagereka (1998 434), “the feaures in question <those in (i): IM> are purely combinatorial
markings, uninterpretable formal feaures of words like sadde and shelve that are idiosyncratic to ead of these
verbs’

0] F-P = feaure-P (“aPrep-incorporates-into-me”)
v-F = v-feaure (“I-incorporate-into-v”)
F-N = feaure-N (“aNoun-incorporates-into-me”)
P-F = P-fedure (“I-incorporate-into-P")

® At first glance, this hypothesis should not be surprising at all: the fact that the A category is missing in some
languagesis coherent with its smndary status.

" For example, the fad that languages like Latin mark As with morphologica case can be taken as empirica
evidencein favor of their nominal nature.
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example, from a Jadkendovian perspedive, the Conceptual Structure assgned to (27a) can be
argued to contain a relational element introdwcing an abstrad Place (AT). In fad, this
extension is clealy expeded urder the so-caled ‘Thematic Relations Hypothesis' (Gruber
(1965, Jackenddf (1983, 199)), acaording to which the same cnceptual functions we use
when deding with physicd space (e.g., BE, GO, AT, TO, etc. ) can also be gplied to our
conception o abstrad space®

27 a The doar is open.
b. [State BE [Thing DOORL [PlaoeAT [Property OPEN]]]

On the other hand, more relevant for the purpases of the present paper is the fact that
such a paralelism between physical and abstrad spatial domains recaves in turn further
empiricd suppat when considering the crosdinguistic morphosyntadic properties of
resultative predicates: e.g., na only do Romance languages lack adjectival resultative
constructions like the one in (28a), bu prepositional ones like the one in (28h) are missng in
these languages as well :°

(28 a Joe kicked the doa open.
a. *El  Joe colpga laporta oberta (Catadan)
The Joe  kick-past-3rd.sing thedoa open
b. Joe kicked the dog into the bathroom.
b'. *El  Joe colpga el gosa dinse bany.
The Joe  kick-past-3rd.sing thedoginside the bathroom

Quite interestingly, the “reduction” of the syntactic configurationin (20c) to the onein
(20b) can be agued to be empiricaly motivated: the lexicd-syntactic dement correspondng
to the ‘terminal coincidence relation’ (i.e. the telic Path) invalved in bah prepaositional and
adjedival resultatives can be agued to be the same, this being explicit in drediona PFslike
that in (28b), bu covert in resultative APs like that in (283).2° If we ae willi ng to maintain
that the relevant explanation acourting for the mntrasts in (28) is basically morphosyntadic
rather than purely semantic, it will be seen inevitable to decompase resultative APs in two
different lexicd syntadic dements. the relevant parameter must have accessto the relational
element incorporated in As, i.e., that correspondng to the telic diredional relation. That isto
say, to the extent that both prepaositional and adjedival resultatives are treaed in a uniform
way as far as the lexicd parameter is concerned, the decompasition d adjectival resultative
predicaesinto two lexicd syntadic dements ansto bejustified.

Notice moreover that my modificaion a reduction d Hale & Keyser's (19989)
argument structure types bemmes incompatible with their structural distinction between those
denominal verbs involving Merge of (20b) into (20a), and thase deadjectival verbs invalving
Merge of (20c) into (20a). According to Hale & Keyser, it is predsely such a structural
distinction that explains why the former are dways transitive, while the latter can have an
intransiti ve variant (the a verbal head in (20c) being then inflected with Tense).

8 See Jadkendoff (1990 250) for a locdistic analysis of the LCS corresponding to the { causative/inchoative}
verb open.

°(28a) and (28b’) are grammatical on the following irrelevant readings: (28a) is grammaticd if A isinterpreted
not as resultative but as attributive: i.e., ‘the open doa’; (281) is grammaticd if the the PP has a locdive, non
diredional reading: i.e., ‘the kicking took placeinside the bathroom'.

10 see Jadkendoff (1990 or Goldberg (1995) for their insight that AP resultative mnstructions involve an
abstrad Path.
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However, as Kiparsky (1997 and Mateu (2001b) have shown, Hae & Keyser's
generdlization is not well-grounded (cf. (29)). According to Kiparsky, denomina verbs can
participate in the causative/inchoative dternation if they denote events that can proceed
withou an explicit animate ayent.

(290 “Denomina verbs do participate in the caisative/inchoative dternation if they denote
events which can proceed on their own (caramelize, shortcuit, carbonize, gasify,
weather). This is aso true for location verbs, such as those dencting mechanicd
processes which are understood as cgpable of proceeding on their own (reel, spod,
stack, pile (up)), and the positioning of self-propelled vehicles (dock, berth, land) or of
persons (bed, kil et, lodge)”.

Kiparsky (1997 497)

On the other hand, Kiparsky points out that there ae dealjedival verbs that can not
participate in the causative/inchoative dternation: e.g., cf. legalize, visuali ze, etc.

Similarly, Levin and Rappaport Hovav's (1995 104105 examples in (30-31) also
show that the licensing of the verb in the caisative/inchoetive dternation is more dependent
on semantic ocondtions rather than on morphosyntadic ones. According to Levin &
Rappaport Hovav (1995 105), “detransitivization is possble preasely where an externaly
caused eventuality can come éou withou the intervention o an agent.”.

(300 a Thedressmarker lengthened the skirt.
b. *The skirt lenghtened.
c. Themad scientist lengthened the days.
d. The dayslenghtened.

(3) a Thewaiter cleared the table.
b. *Thetable deared.
¢. Thewind cleared the sky.
d. Thesky cleared.
Levin & Rappaport Hovav (1995 105

That is to say, the relevant conclusion for my present purposes is the following one:
the caisative/inchoative dternation canna be taken as a valid structural criterion when
working out the relevant syntactic agument structures. In particular, the fad that denominal
locdive verbs like shelve or denomina locaum verbs like sadde do nd enter into the
causative/inchoative dternation is not due to a purely structural source as Hale & Keyser
propose, bu to the fad that they involve an animate agent.

This sid, oreimportant caveat isin arder: my recognizing that the facts partly go with
the semantics with respect to the causative/inchoative dternation shoud nd be seen as
incompatible with my adoping a syntactic goproach to argument structure. Rather the
relevant conclusion shoud be the following: thase who are willi ng to adopt a pure syntactic
approach to argument structure shoud avoid elaborating on complex hypaotheses to explain
fadsthat fall out of their program.

5. The semantics of argument structure (Mateu & Amadas (2001))

The reduction d (20c) to (20b) is not only empiricdly suppated, as we have pointed ou in
sedion 4, bu is welcome from a theoretica perspedive & well. My goal in this dionisto
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show that this reduction strengthens the theoreticdly desirable daim that there is a strong
homomorphism between the syntax and semantics of argument structure* The present
propcsal partakes of both Hale & Keyser's (1993 paper, where certain meanings were
asociated with certain structures, and their more recent (199a) paper, where arefinement of
the basic agument structure types is presented. Quite importantly, Mateu & Amadas (2001)
argue that the reduction argued for in sedion 4alows us to synthesize these two compatible
propcsals in qute an elegant and simple way. Given this reduction, the basic, irreducible
argument structure types turn ou to bethosein (32).

32 a X b. X C. X

N N

X y z X

We daim that the reduction d (20) to (32) alows homomorphism to show up in the
terms expressed in (33): given (33), the relational syntax of argument structure can be agued
to be diredly assciated to its correspondng relational semanticsin qute auniform way:

33 a The lexicd hea x in the syntactic configuration o (32a) isto be assciated to
an eventiverelation.
b. The lexicd hea x in the syntactic configuration d (32b) isto be assciated to
anoneventiverelation.
C. Thelexicd head x in (32c) isto be essciated to anonrelationd el ement.

In turn, the eventive relation which is uniformly associated with the x in (32a) can be
instantiated as two dfferent semantic relations:*? If there is an external argument in the
spedfier pasition d the relevant F(unctional) projection (cf. Hale & Keyser (1993.)), the
eventive relation will be instantiated as a source relation, the external argument being
interpreted as ‘Originator’ (cf. Borer (1994 and Mateu (1999). If there is no externa
argument, the eventive relation will be instantiated as a transitiond relation (cf. Mateu
(1999), which in turn always ®leds a nonreventive relation (cf. (32b)), whase spedfier and
complement are interpreted as ‘Figure’ and ‘Ground, respectively (this terminology being
adapted and borrowed from Talmy (1985)).

The source relation is invalved in transitive structures (cf. x; in (34)) and urergative
structures (cf. x; in (35)), while the transitional relation is that involved in uraccusative
structures (cf. x; in (36)). Notice that the only structural difference between transitive
structures and unergative structures is based onthe type of complement seleded by the source
relation: While anon-eventiverelationis sleded in (34) as complement, it is anonrelational
element that is leded in (35). Asaresult, the transitive structure in (34) can be agued to
partake of both an urergative structure (the eventive relation x; is interpreted as a source
relation to be assciated with an external argument z via F) and an unacaisative structure
((34) includes anoneventive relation x,).

1 See Bouchard (1995), Baker (1997) or Mateu (1999) for discussion on the homomorphic nature between the
syntadic and semantic structures.

2 1n this ®nse our propasal is smilar to that developed by Harley (1995. The main differenceis that we, along
with Hale & Keyser (1993.), do not analyze the syntactic head associated to the eventive relation as a functional
one.

13



(34 Transitivestructure
F

<

I\\

F \\\Xl

™~

X1 X
yd

2

Z; X
Lz\ Y2

(35 Unergativestructure
F

<

[
F

N
X1

’Xl\)h

(36) Unaccusative structure

X2 Y2

It isimportant to draw a aucial distinction between the constructiond/configurationd
semantics that can be read df the mere syntactic structure and the lexical semantics that is
expressed via semantic features asociated to the particular lexicd heals (Chomsky’s (2001
semantic properties SEM(H) of the heal). That is to say, the syntadic constructions in (34),
(35), and (36) are to be asciated to their correspondng structural meanings, independently
of the particular lexicd items that instantiate them (seeHae & Keyser (1993 for a particular
implementation d such a view). Structural semantic properties like eventive
({sourceftransitional}), noneventive, and nonrelational can then be argued to be diredly
read off the mere syntadic configurations. For example, the x; relation is to be read as a
sourcerelation in (34) and (35), but as a transitional relation in (36). The x, relationis to be
read as anoneventive relationin bah (34) and (36).

There must be acompatibility between the structural semantic properties, those that
can be rea off the mere syntadic structure, and those semantic feaures of the lexicd head.
Let us asaume that the latter semantic features are assgned to the lexicd relational headsin a
binary way like that exemplified in (37):%

13 SeeHale (1985) for the distinction between TCR and CCR.
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(37) CAUSE/DO: dynamic value of the sourcerelation

HAVE: static value of the sourcerelation

BECOME/GO: dynamic value of the transitional relation

BE: static value of the transitional relation

Termina Coincidence Relation (TCR): dynamic value of the non-eventive/spatial
relation

Central Coincidence Relation (CCR): static value of the noneventive/spatia
relation

Notice that those binary values in (37) are not relevant to the syntadic projedion o
arguments.** Consider the minimal pairs (38ab) and (38c-d), and their correspondng
argument structuresin (39).

39 a Johnsent Peter to prison.
b. John kept Peter in prison.
C. Peter went to prison.
d. Peter was in prison.

(39 a [r John[x1 CAUSE [x, Peter [x2 TO prison]]]]
b. [r John [x1 HAVE [x>Peter [x2IN prison]]]]
c. [x1GO  [xoPeter [x2 TO prison]]]
d. [x]_ BE [xz Peter [xz IN prlson]]]

Despite the diff erent semantic values associated to the source relation (the dynamic one
in (39), and the static one in (39b)), and despite the different ones aswociated to the non
eventive/spatia relation (TCR in (39), and CCRin (39h)), it is neverthelessclear that both
(39a) and (39b) are indistinguishable & far as their syntactic projection d arguments is
concerned. This is due to the fact that both (39a) and (39b) projed the very same agument
structure, that in (34). Acocordingly, in bah (39a) and (39), John is interpreted as
‘Originator’, Peter as‘Figure’, and prison as ‘ Ground.

Similarly, the same reasoning shoud be valid with resped to the minimal pair (39c)-
(39d): Despite the different semantic values assciated to the transitiona relation (the
dynamic onein (39c), and the static one in (390)), and despite the different ones associated to
the nonreventive relation (TCR in (39c), and CCRin (39d), it is neverthelessclea that both
(39c) and (39d) are indistinguishable & far as their syntactic projection d arguments is
concerned. This is due to the fact that both projed the very same agument structure, the
unacaisative structure in (36): Accordingly, in bah cases Peter isinterpreted as ‘Figure', and
prisonas‘Ground.

As it stands, naice that our clam that the semantic values in (39) are nat directly
relevant to the syntactic projedion d argument structure, all ows syntax to generate structures
likethat in (40b).

(40) a Peter stayed with him.
b. #Johnstayed Peter with him.

14 Oneimportant cavea isin order here: To be sure, our spedfic daim is not to be regarded as incompatible with
the more general claim that those semantic values in (37) can be said to be relevant to grammatica processes.
For example, see Tenny (1994 190-192), where it is explicitly argued that the information associated to the
CAUSE function or the GO function is essentially aspedual, ergo grammaticdly relevant.
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C. [BE [ x2 Peter [xo WITH him]]]
d. #[F JOhn[x]_ BE [xz Peter [szlTH hlm]]]]

Following Chomsky (2001 9), we assume that theta-theoretic failures at the interface
yield ‘deviant structures’ (cf. (41)). Given ou set of present assumptions, (40b) isto be ruled
out because of the failure induced by the incompatibili ty between the presence of an external
argument and the semantic feature lexicdly associated to the eventive head of stay (i.e., BE).
That isto say, the failure in (40b) is nat to be regarded as syntadic in nature because nothing
prevents (40b) from being attributed the configurational interpretation correspondng to the
transitive structure in (34). That is, its mere syntadic configuration is interpretable: crucialy,
Johnin (40D is gructuraly alowed to be interpreted as Originator. However, it is the case
that ‘verbs of existence, ‘verbs of appeaance’, etc. do nat appear to have an externa
causer,™ hence the deviance of (40b).

(4) “Uncontroversially, theta-theoretic properties depend in part on configuration and the
semantic properties SEM(H) of the head (label). In the best case, they depend on
nothing else (the Hale-Keyser version d theta theory). Asauming so, there ae no s-
seledional features or theta-grids distinct from SEM (H), which istypically arich and
complex structure, and theta-theoretic falures at the interface do nd cause the
derivation to crash; such structures yield ‘deviant’ interpredions of a great many
kinds.”

Chomsky (2001 9)

Finaly, I will conclude my sketchy review of Mateu & Amadas (2001) with ore
important tenet of their theory of argument structure: There is no configurationally based
lexicd decomposition beyond I-syntax. Accordingly, the lexicd decomposition o verbal
predicaes (cf. (42) for a sample) stops at this coarse-grained level, the root being aways
asciated to a nonrelational element (cf. (43)).° As a result, we want to embracethe non
trivial hypothesis that the only open-ended class of roats corresponds to nonrelationa
elements, e.g., those occupying the spedfier and complement pasitionsin (43).

(42 Johncorraed the horse.
John klled the horse.
Johnloved the horse.
John pushed the horse.
Johnlaughed.

The horse died.

P Q0T

(43) [John [x1CAUSE [xothehorse [x2 TCR CORRAL]]]

[ John [x1 CAUSE [x2 thehorse [x» TCRKILL]]]

oo

15 See Levin & Rappaport Hovav (1995. The fad that this class of verbs is consistently associated with an
unaccusative syntax in English can be agued to be related to the daim that these verbs are lexicdly associated
with the { GO/BE} value. Accordingly, the lexicd item stay is prevented from entering into a transitive agument
structure of the followingtype: [r 2 [x1 {CAUSE/HAVE} [x2 2 [x2 X2 V2] 11]-

% The mnceptual stuff depicted by cgps must not be interpreted “as it stands’. For example, we do not actually
claim that the non-relational element CORRAL in (433) is to be interpreted as the noun corral. Rather what is
required is that CORRAL be interpreted as the non-relational element (i.e., the dstrad Ground) included in the
locdive verb to corral (see Mateu (2001H). The same holds for those morphologicdly less transparent cases:
e.g., in (43bf) what is meant by { KILL/DIE} isthe non-relational element (i.e., the abstradt Ground) included in
the dhange of state verb {kill /die}.
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C. [£ John [x1 CAUSE [xothehorse [x» CCR PUSHi|I]]Y
d. [r John; [x1HAVE [xz2thehorse [x2 CCR LOVE]]]]
e [r John [x1DO LAUGH]]

f. [x1GO [x2thehorse [x2 TCR DIE]]]

In ather words, as far as the syntacticaly-based lexicd decomposition is concerned,
we daim that the nonrelational element correspondng to the roat in (43) (the roat is depicted
in italics) is a Fodarian-like monad. However, urlike Fodar, we think that a minimal lexicd
decmpasition is necessary in ader to provide an appropriate aswer to theoreticdly
interesting questions like thase enphasized in (44). Withou such a minimal lexicd-syntactic
decompasition, it is not clea to us which interesting answer could be provided to thase non
trivial questions. To the best of our knowledge, no principled accourt has been given by
Foda concerning thase two questions pointed ou by Hale & Keyser (1993 and addressed by
Mateu (1999 or Mateu & Amadas (2001).

(44) “It seansto us that one theoreticdly interesting insight to be foundin Hale & Keyser
(1993 (in ou view, one that strongly militates against a mmplex syntax-semantics
interface like that envisioned by Jadkenddf (1990, 199)) is their realizing that the
following questions are intrinsicadly related: ‘Why are there so few lexical categories?’
/ “Why are there so few thematic roles?’. Notice that for Jackendoff it does not make
sense to inquire into the relation d both questions. No doult, we @nsider that
important insight pointed ou by Hale & Keyser (1993 and developed by Mateu
(1999 as providing us with a very strong theoreticd argument in favor of the perfedaly
designed syntax-semantics interface envisioned by Chomsky (1995.)".

Mateu & Amadas (2001)

6. Thel-syntax of Small Clause Results

After having presented the basics of our argument structure theory, let us return to the
constructions under study in the present paper, thase in (1). Since Hale & Keyser appear to
asume that phrase structure is exclusively projeded from lexicd heals, Jadkendoff’ s paint in
(45) could be agued to be problematic for one willi ng to adopt their syntadic goproach when
deding with resultative-like mnstructions such asthosein (1).

(45 “Many contemporary theories of syntax proceed under the premise that phrase
structure is projeded exclusively from lexicd heads. If the analysis propcsed here is
correct, these @nstructions <i.e.,, examples like those in (1): JM> congtitute an
interesting chall enge to this premise, for in such constructions, the agument structure
of the VP islicensed na by the verb, as in the usua situation, bu by the @nstruction
itself”.

Jadkenddf (1997h 534)

However, Jadkenddf’s (implicit) reasoning in (46) to be drawn from (45) is anonsequitur:

(46) premise: phrase structure is projected exclusively from lexicd heads

" seeHale & Keyser (19991 for the lexicd syntadic analysis of atelic adivity verbs like to push and atelic
stative verbs like to love According to them, the ‘impad noun’ push and the ‘psych nomina’ love must be
linked to their source, the external argument, i.e., the s(entential)-syntactic subjed. These nominal roots are
supplied with a bradketed subscript representing a variable which must be bound obviativey. SeeHale & Keyser
(1999b) for more detail s.
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then (?)
the agument structure of the VP is necessarily licensed by the surface verb.

That isto say, | would like to argue that the premisein (46) does nat necessarily entail
what is intended to entail in (46). Given this, Jadkenddf’s criticism of the premise in (46)
does nat hald. Infad, | will immediately show that assuming such a premise can be taken as
fully compatible with providing an adequate syntadic accourt of the complex argument
structure involved in examples like those in (1). In particular, as pointed ou by Mateu &
Rigau (1999), the formation d resultative-like cnstructions like that in (1a) involves two
different syntactic agument structures, the main one being transitive (e.g., that in (47a)), and
the subardinate one being urergative (e.g., that in (47b)). The transitive structure in (47a) is
asciated to an ‘accomplishment’ (e.g., ‘to cause y to go away’),'® while the unergative
structure in (47b) is associated to an *adivity’, (e.g., ‘'to doz’).

47 a Y, b.
\Y P
1% T~ [D] dance
N P
(the) night " ~_ T |

P X
R way

4 |

As | will show in the following section, it is predsely the non-conflating nature of the
P element in (47a) what all ows the complex verbal head in (47b) to be cnflated/merged into
the phondogically null transitive verb in (47a). Quite interestingly, Chomsky (199%) provides
us with the adequate device for such a cnflation processto be carried ou: a ‘generalized
transformation’; see (48) for the resulting adjunction process

(48) Vv

VT

/‘ /‘
\% \% N P
/\ (the) night [\

\% N P X
dance away

Accordingly, the semantic intepretation involved in the subardination processdepicted in
(49) can be agued to be asciated to the mwmplex syntactic argument structure in (48):

18 Notice that Hoekstra's Small Clause mnstituent is to be translated into Hale & Keyser's (1998 P projedion,
headed by a birelationa telic ‘Path’ element (in their terms, a ‘terminal coincidence relation’): it relates a
‘Figure’ (e.g., night) to an abstrad ‘Ground’ (e.g., (a)way).

Moreover, notice that the external argument is not present in the syntactic aagument structure, but is to
be introduced hy the relevant Functional projedion (cf. Hale & Keyser (1993.) or Kratzer (1996)).
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(49 [(they) [[DO-dance]-CAUSE] [the night away]] (i.e., ‘they caused the night to go
away by dancing).*®

Unlike Levin & Rapoport’'s (1988 or Jadkenddf’'s (1990 semantic analyses, the
present analysis of the so-called ‘lexicd subardination” as involving a syntadic operation
shoud be regarded in full tune with Hale & Keyser's (1993 particular interpretation d the
Chomskian tradition d interpretivist semantics, which is simmarized in their quaein (50):

(50) “(...) these semantic roles, like the dementary semantic interpretations in general, are
derivative of the lexicd syntadic relations <emphasis added: IM>".
Hale & Keyser (1993 72)

In the next sedion | will show that the empiricd justificaion d my lexicd syntactic
analysis of resultative-like constructions like those in (1) isto be grounded onTamy’s (1985,
19917) typologicd work on so-called ‘conflation processs’, which have been recently argued
to invave the aucia role of morphasyntax when accourting for the relevant parametric
variation (cf. Klipple (1997, Snyder (1995 2001), and Mateu & Rigau (1999 in press).

7. Small Clause Results and parametric variation

As noted abowve, semanticocentric goproades to resultative-like cnstructions such asthose in
(1) can be granted descriptive validity but they do nd provide any principled explanation o
some important parameterizable morphaosyntadic facts put forward by syntadicdly-oriented
works like Snyder (1995, Klipple (1997, or Mateu and Rigau (1999 in pres9. To pu it
clealy, they canna explain why resultative-like constructions like those in (1) exist in some
languages (e.g., in English or German) but not in ahers (e.g., in Catalan or Spanish). They
often limit themselves to stating this as a fact: e.g., the following statement in (51) can be
taken as representative of adopting such a paosition. No explanation is pursued concerning why
it is the cae that in Romance languages “the two comporents” involved in a complex telic
path of motion construction like Ske ran into the room, have to be obligatorily separated in
the syntax. Why doesn’t such arestriction hdd in English?

(51) “Not al languages can conflate (118) <i.e.,, [BECOME (x, [LOC (y)]), BY [RUN
()]]: IM> into a single verb name, of course. For those such as the Romance
languages the two components have to be separated in the syntax. The @re predication
isthe LCS for a general verb of direded motion such as enter. Thus the redization d
(118 <cf. supra: IM> in Romance will | ook something like She entered the room
runnng’.

Spence & Zarestakya (1998 33)

Before showing the non-trivial role of morphosyntax in (1), it will be useful to
introduce some basic ideas from Tamy’'s (1985, 199) typoogicd work on so-cdled
‘conflation processes'.

According to Talmy's descriptive typology, examples like those in (1) fall on the
lexcalization patern that is typically involved in satellit e-framed languages like English or
German. For example, consider the following complex telic path of motion construction in
(52a). To put it in Talmy’s (1985 terms, (524) invalves conflation d Motion with Manner, or

19 The fact that the structurally-based paraphrase in (49) is not acdually adequate for the so-cdled ‘time-away construction’
shoud na be of concern to syntadicians: Syntax has nothing to say concerning its (non-structurally based) idiomatic
meaning: e.g., ‘wasting time doing something’.
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aternatively, in Tamy’'s (1991 terms, (524) involves conflation d acentiveMOVE with
suprorTINGIEVENT]. By contrast, the crrespondng courterpart of (52a) in a Romance
language like Catalan typically involves a different lexicdization pettern (i.e., conflation o
Motionwith Path, the Manner comporent being expressed as an adjunct).

(520 a Theboy danced into the room. Corflation d Motion+ Manner
b. Cat. El no entra al’habitacio ball ant. Conflation d Motion + Path
The boy went-into loc.prep the room dancing

In Germanic languages entences like that in (524) (or thosein (1)) can be argued to be
paossble because of the following fact: the telic P(ath) is not conflated into the verb (hence
their satellit e-framed nature), this verb being then allowed to be @nflated with the so-cdled
{‘Manner constituent’/ SUPFORTING[EVENT] }

Quite interestingly, Hale & Keyser’'s theory reviewed in section 3alows us to express
this fad in the following morphaosyntactic terms: the ésence of lexicd saturation d the main
verb (e.g., cf. V in (534)) by the hirelational element P alows this phondogicdly null
unacasative verb to incorporate asubadinate verb from an independent structure (e.g., the
unergative one in (53b)), this incorporatiorn/conflation process being carried ou via a
generalized transformation (cf. supra). The result of this syntadic operation is depicted in
(54).

53 a /\/\ b. /\

P
boy ’\
P N
into room
Vv
\’/\ P
N P
tDy [\

P N
dance into room

(54)
—
/\
V N

As abowe, the semantic intepretation to be asciated to the mmplex syntadic argument
structure in (54) can be depicted asin (55):

(55 [[[DO-dancg-GQ] [boy into room]] (i.e., ‘the boy went into the room dancing’) .



By contrast, in Romance languages ntences like that in (528) can be agued to be
impossble becaise of the following fad: the P(ath) is often conflated into the verb (hence
their verb-framed nature), this verb being then prevented from being conflated with the so-
cdled {* Manner constituent’/ suprorTiIng| EVENT] }. TO put it in the present morphosyntadic
terms, the lexicd saturation d V in (52a) by the relationa diredional element P prevents this
unacaisative verb from incorporating a subardinate verb from an independent structure (e.g.,
the unergative onein (52b)).

For example, consider the foll owing Catalan Path verbsin (56):

(56) sortir ‘togo ou’, entrar ‘togoin’, pujar ‘to go up, baixar ‘to go dovn’. (Catalan)

From a synchronic perspedive, the conflation invalved in the verbs in (56) can be
regarded as a dear example of ‘f ossli zed incorporation': roughly spe&ing, what corresponds
to the motion verb and what to the telic Path relation canna be distinguished any longer (cf.
Mateu & Rigau (in presg for more discusson).

By contrast, acording to Tamy (1997, ‘satellite’ status must be dtributed to
Germanic preverbs like those invalved in complex denominal verbs auch as those in (57). As
pointed ou by Mateu (2001c), the syntadic analysis presented abowve for ‘syntadic objeds
like that in (52a) or those in (1)) can also be agued to hdd for ‘morphdogicd objects’ like
thase in (57). If such amove is corred, we are dlowed to take this as evidence in favor of
Hoekstra's (1988, 1992 or Marantz's (1997) criticisms of current Lexicdist approaces (see

(59)).

57 a Er ver-gartner-te sein gesamtes Vermogen. (German)
he VERaway)-gardener-ed his whoe  fortune
‘In gardening, e used upall hisfortune’
b. Sieer-schreiner-te  sich cen Ehrenpreis der Handwerkskammer.
she ER-carpenter-ed herself,,. the prize of the trade corporation
‘She gat the prizeof the trade corporation by deng carpentry.’

Exs. from Stiebels (1998 285-286)

58 a “(...) the oommon dstinction ketween lexicd word making and nonlexicd
sentence making is questionable & best”.
Hoekstra (1988 139

b. “(...) there is no reason nd to buld words in the syntax via ‘merger’ (smple
binary combination) as long as there are no specia principles of composition that
separate the combining of words into phrases from the cmbining of morphemes into
words’.

Marantz (1997 205)

For example, let us analyze the German example in (57a). The complex denominal
verb ver-gartner-te can be agued to involve two dfferent syntadic argument structures, the
main ore being transitive (cf. (59a)), whil e the subordinate one being unergative (cf. (59b)).
Crucidly, the non-conflating (i.e., satellit €) nature of the Path relation ver- in (59a) alows an
independent lexicd-syntadic verbal objed (e.g., cf. the unergative argument structure in
(59b)) to be conflated into the phondogicdly null main verb (i.e., the V in (59a)), the former
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providing the latter with phondogical content (cf. (60)).%° By contrast, Romance languages,
which typicaly ladk complex denomina verbs like thase in (57), are verb-framed: the Path
relation is conflated into the verb, this incorporation being fosglized (see (56)). This
fosgli zed incorporation prevents a manner comporent (in ou terms, an unergative agument
structure) from being conflated into the main verb.

59 a Vv b.
V P
(2] T~ [D] gartner

(60) \%
\’/\ i
/‘ N/‘p

V V
\ N P X
gartner ver-

Furthermore, an additional step in the derivation d (60) appears to be involved: the
affixal nature of the Path relation ver- forces it to be aljoined to the superior complex verbal
head. By contrast, such an additional step is typically missng in English, as shown in (61a),
even though some complex verbs smilar to those in (57) can aso be foundin English: cf. the
out-prefixation examplesin (61b).

(6) a He gambled all hisfortune away.
b. | outplayed/outswam him.

Notice moreover that the lexicdization pettern acourting for the German examplesin
(57) is the same one halding for English complex denominal verbs like nail down or brick
ove. This sams then the alequate place to refute Stiebels's (1998 298 words quated in
(62).

2 Diredional or resultative preverbs (prefixes/particles) and PRs involving a ‘terminal coincidence relation’ can
be agued to be asgned the same agument structure (both contain a birelational element), the difference being
that the former involve the mnflation of a non-relational element X (i.e., an abstrad Ground) into a direcional
relational element P (i.e., the ‘Path’). N in (59a) isto beinterpreted as ‘Figure/Theme'.
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(62 “(..) as with complex denominal verbs in German, Hae & Keyser might have
problems to acount for complex denominal verbs in English (e.g., nail down, krick
over the entrance, pencil out the entry, brush ou the room) for which the role of the
preverb shoud be darified”.

Stiebels (1998 299

As above, my rebuttal will be grounded on the descriptive basis of Tamy’s (1985,
1991 typdogicd work on conflation processes, which is not taken into accourt by Stiebels
(1998. My lexicd syntadic analysis of complex denominal verbs in English runs as foll ows.
For example, consider the complex denominal verb to nail down, which can be regarded as
the result of conflating two dfferent syntadic argument structures, those in (63). (63a) is a
transitive one, which contains a phondogicdly null verb subcategorizing for a PP as
complement: Its head, the particle down, is to be taken as the result of conflating a non
relational element X (i.e.,, an abstrad Ground into the prepositional head expressng a
terminal coincidence relation®! Its gedfier is to be interpreted as Figure/Theme. On the
other hand, (63b) is a denomina verb, which is formed by conflating the nomina root nail -
into another phondogically null verb expressng an activity (i.e., the adivity of naili ng).

63 a \Y b. /K
/\

don

As dresd by Hale & Keyser (1998, phonaogicaly null properties associated to
heads must be saturated at PF. As it stands, the syntadic argument structure in (63a) would
then crash at PF. The Path relation (e.g., down) has non-conflating (i.e, satellite) status in
English, this being unable to saturate the enpty phondogicd properties of the verba hea in
(63a). An ogtion kecomes then avail able: namely, to resort to an independent lexicd syntadic
objed (e.g., that in (63b)) in order to saturate the anpty phondogica properties of the verb in
(63a). The phondogicaly null properties of the verb in (63a) alow an independent lexicd
syntadic objed with full phondogical content (that expressed by naili ng) to be conflated into
it. The same generali zed transformation operation we made use of above can also be agued to
be resorted to when accourting for complex denomina verbs in English. The resulting
complex lexicd syntadic structureis depicted in (64):

%1 SeeSvenonius (1996 and Hale & Keyser (2000 for more discussion on the agument structure of particles.
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(64)
\%
\’/\p

/‘ N/‘P

V N P X
nail down

To conclude, a syntactic approach to resultative-like anstructions like that pursued
hereisto be regarded as a particular way of attempting to provide aprincipled explanation d
how to ded with the linguistic variation that is determined by morphaosyntadic properties that
do nd affect functional categories, but lexicd caegories:?? Crucially, | havetried to show that
there is a unified morphosyntactic explanation d why verb-framed languages like Romance
do nd have “syntadic objeds’ like those in (1) nor “morphdogica objeds’ like those in
(57). Quite interestingly, ndicethat this can be taken as evidence for Hoekstra's or Marantz's
clamsquaedin (58).

Finally, some remarks concerning the crosdinguistic variation involved in (1) are in
order:

8. Concluding remarks

) My approach can be regarded to be in tune with those syntadicdly-based aspecual
approadies to resultative-like anstructions like those in (1): e.g., Hoekstra (1988, 1992,
Borer (1994, or Ritter & Rosen (1998, among others. However, my work crucially parts
ways with them in a nontrivia point: they negled the so-called ‘resultativity/directiondity
parameter’ involved in the datain (1). Moreover, they omit the @nflation processinvolved in
their formation. As a result, they do nd explain the adosdinguistic variation involved in
Tamy’'s (199]) typdogica distinction. For example, let us take Borer's (1994) pioneering
analysis into acoourt: As it stands, it is not clea what prevents Romance languages from
having John walked into the cave. Why is it the cae that in Romance, John canna be
generated as the specifier of the functional category ASpPevent-measurer? IN ather words, why does
the unacwsativization process involved in that sentence @pear to be impossble in
Romance?? As shown above, my solution to such a puzzle has been argued to have nathing
to dowith aspedual properties associated to functional categories, but with morphosyntadic
properties asociated to lexicd categories.

(1) On the other hand, let me emphasize that my intention was nat to provide acomplete
picture of the adosdinguistic variation involved in resultative-like constructions like those in
(1. I have mncentrated myself on dealing with what | take to be some of the most relevant

22 See Snyder (1995 2001) or Mateu & Rigau (1999 in pres§ for more discussion on the daim that
parametrized variation cannot be said to be limited to infledional systems.

43 Some exceptions can be found: e.g., in Italian unergative verbs like correre (‘to run’), volare (‘to fly’) and a
few others can enter into the unacaisative cnstruction when a telic diredional PP is present. My provisiona
proposal runs as follows: exceptional cases like It. correre must be lexicdly listed as bath urergative and
unaccusative, while It. cammninare (‘to walk’) or Engl. to runand to walk are only lexicdly listed as unergative.
The unacasativization of manner of motion verbs and sound verbs in English is to be regarded as a regular
process(seelLevin & Rappaport Hovav (1995, among others). But seethe relevant discussion on (9) above.
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differences between satellit e-framed languages like English and verb-framed languages like
Romance | leave it for anather research agenda to work out the interrelations between the
present Hale & Keyserian syntadic gpproach and works adopting a wider crosdinguistic
perspedive (e.g., cf. Kim & Maling (1997).
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